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Abstract

Determining whether two sets of images belong to the same
or different domain is a crucial task in modern medical
image analysis and deep learning, where domain shift is
a common problem that commonly results in decreased
model performance. This determination is also important
to evaluate the output quality of generative models, e.g.,
image-to-image translation models used to mitigate domain
shift. Current metrics for this either rely on the (poten-
tially biased) choice of some downstream task such as seg-
mentation, or adopt task-independent perceptual metrics
(e.g., FID) from natural imaging which insufficiently cap-
ture anatomical consistency and realism in medical images.
We introduce a new perceptual metric tailored for medical
images: Radiomic Feature Distance (RaD), which utilizes
standardized, clinically meaningful and interpretable image
features. We show that RaD is superior to other metrics for
out-of-domain (OOD) detection in a variety of experiments.
Furthermore, RaD outperforms previous perceptual metrics
(FID, KID, etc.) for image-to-image translation by corre-
lating more strongly with downstream task performance as
well as anatomical consistency and realism, and shows sim-
ilar utility for evaluating unconditional image generation.
RaD also offers additional benefits such as interpretability,
as well as stability and computational efficiency at low sam-
ple sizes. Our results are supported by broad experiments
spanning four multi-domain medical image datasets, nine
downstream tasks, six image translation models, and other
factors, highlighting the broad potential of RaD for medical
image analysis.

*Equal contribution.
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Figure 1. Summary of our main contribution: RaD, a metric
designed from the ground up for comparing unpaired distributions
of real and/or generated medical images.

Comparing image distributions is crucial in deep
learning-driven medical image analysis. Example applica-
tions include out-of-domain (OOD) detection [83]; evalu-
ation of image-to-image translation models which convert
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images between domains (e.g., modalities or sequences)
[4]; quality assessment of images generated to supplement
real training data [13, 68]; and others [11].

However, image distribution metrics from general com-
puter vision (e.g., FID [32]) often miss key requirements
for medical image analysis. For example, in medical image
OOD detection and image-to-image translation, the focus
extends beyond just general image quality to image-level
domain adaptation: ensuring that source-domain images
(e.g., from one hospital/site) are compatible with diagnos-
tic models trained on target-domain images from another
site, addressing ubiquitous domain shift issues common in
medical imaging [6, 19, 27, 54, 58, 62, 87, 90, 91, 95]. Ad-
ditionally, medical imaging needs metrics that specifically
capture anatomical consistency and realism, as well as clin-
ical interpretability [12, 74, 78]. We argue that these spe-
cialized needs are overlooked by commonly used metrics
for comparing sets of real and/or synthetic medical images.

Unfortunately, the common approach of comparing med-
ical image distributions in terms of some downstream task
performance (e.g., segmentation) is biased by the choice of
task, and requires costly training and labeling efforts. A
task-independent metric that captures general image quality
and aligns with expected downstream task performance is
therefore preferable. In computer vision, perceptual met-
rics like FID are commonly used to evaluate image qual-
ity relative to target images [7, 32, 75], yet these metrics
are based on natural image features. Despite this, many
medical image translation [51, 53, 77, 87] and generation
[28, 30, 68, 79] works rely on FID (or KID [7]), even
though recent findings suggest these metrics may indeed
poorly reflect medical image quality [15, 47, 48]. Our ex-
periments further support this issue. Moreover, to date, no
studies have proposed interpretable metrics specifically tai-
lored for comparing unpaired medical image distributions,
despite the importance of explainability in this subfield.

In this paper, we showcase and address limitations in cur-
rent metrics for comparing unpaired medical image distri-
butions, proposing a new perceptual/task-independent met-
ric designed for medical imaging. We begin by evaluat-
ing “RadiologyFID” (RadFID), a natural extension from
FID which uses RadImageNet [60] features instead of Im-
ageNet features, that has surprisingly seen little use. We
find that RadFID improves upon prior metrics in some ar-
eas, yet lacks in interpretability, stability on small datasets,
and other essential qualities. To address these gaps, we in-
troduce Radiomic Distance (RaD), a metric leveraging pre-
defined, interpretable radiomic features which are widely
used in medical image analysis [24, 49, 84, 94]. RaD of-
fers numerous advantages over learned feature metrics like
RadFID and FID, including stronger alignment with down-
stream task metrics and anatomical consistency, low com-
putational cost, stability for small sample sizes, sensitivity

to performance-affecting image distortions, and notably, en-
hanced interpretability for clinical use due to the inherent
meaning of individual radiomic features [5, 17, 64, 70, 92].

We demonstrate these results in key application areas for
unpaired medical image distribution comparison, includ-
ing out-of-domain (OOD) detection and analysis, and the
evaluation of image-to-image translation and image gener-
ation. Our experiments cover a wide range of medical im-
age datasets and downstream tasks, image translation and
generation models, and perceptual metrics. The datasets
cover broad medical imaging scenarios including different
domains of images, including inter-scanner data such as
Siemens and GE T1 breast MRI, inter-sequence data such as
T1 and T2 brain MRI, and inter-modality data such as lum-
bar spine and abdominal MRI and CT, all of which present
unique challenges for the explored tasks. We summarize
our contributions as follows:
1. We highlight the shortcomings of common metrics for

medical image distribution comparison (e.g., FID) in
meeting the unique requirements of medical imaging.

2. We introduce Radiomic Distance (RaD), a task-
independent perceptual metric based on radiomic fea-
tures, which offers various improvements over prior met-
rics: (1) alignment with downstream tasks, (2) stability
and computational efficiency for small datasets, and (3)
clinical interpretability.

3. We validate RaD across diverse medical imaging
datasets and applications, including practical out-of-
domain detection (including proposing a novel, stan-
dardized dataset-level OOD metric), as well as image-
to-image translation and image generation, demonstrat-
ing RaD’s effectiveness in unpaired medical image dis-
tribution comparison.

We have released RaD’s code for easy usage at https:
//github.com/mazurowski-lab/RaD.

2. Related Work

Metrics for Comparing Image Distributions. The
standard approach for comparing two unpaired
sets/distributions of images D1, D2 ⊂ Rn involves
defining a distance metric between them that satisfies basic
properties (reflexivity, non-negativity, symmetry, and the
triangle inequality). In image-to-image translation for
example, D2 represents images translated from a source
domain to a target domain, and D1 is a set of real target
domain images. For unconditional generation, D2 contains
generated images, and D1 serves as a real reference set.

Typically, images are first encoded into a lower-
dimensional feature space F1, F2 ⊂ Rm via an encoder
f(x) : Rn → Rm. Then, a distance such as the Fréchet dis-
tance [21] is computed between these feature distributions.
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Assuming F1 and F2 are Gaussian, this distance becomes

dF (F1, F2) =
(
||µ1 − µ2||22

+tr
[
Σ1 +Σ2 − 2(Σ1Σ2)

1
2

]) 1
2

.
(1)

The popular Fréchet Inception Distance (FID) met-
ric [32] is this distance applied with an Inception v3 net-
work [80] as the encoder. Other metrics which we eval-
uate include KID (Kernel Inception Distance) [7], which
uses Maximum Mean Discrepancy (MMD) and is suited for
smaller datasets, and CMMD (CLIP-MMD) [35], which
employs CLIP features with MMD as an alternative to FID.

Radiology FID (RadFID). Recent studies suggest that
standard perceptual metrics like FID, which are pretrained
on natural images, may be unsuitable for medical images
[15, 47, 48]. A natural solution may be to use features
from a model trained on a large “universal” medical image
dataset, such as Radiology ImageNet (RadImageNet) [60];
a RadImageNet-pretrained Inception model can then be in-
stead used to compute FID, as a “RadFID”. While RadFID
has very recently been applied to unconditional generative
models for the first time [89], it has not seen widespread
adoption, and this work is the first to explore its use for out-
of-domain detection and image translation.

Evaluation of Deep Generative Medical Image Mod-
els. We study two types of generative models in medi-
cal imaging: image-to-image translation models and un-
conditional generative models. Image-to-image translation
models, primarily used in radiology to mitigate domain
shift between datasets [4, 59], have applications such as
inter-scanner translation (e.g., across different manufactur-
ers) [6, 8], inter-sequence translation (e.g., T1 to T2 MRI)
[19, 53], and inter-modality translation (e.g., MRI to CT)
[67, 87, 90, 95]. Our study includes datasets covering each
of these scenarios.

Unconditional generative models, which generate syn-
thetic images from unlabeled real images, are commonly
used to supplement medical image datasets, e.g., for the
training of diagnostic models [14, 40, 93], including the
generation of rare cases [13]. To our knowledge, no pre-
vious work has developed task-independent metrics specif-
ically for medical image generation or translation models.
The vast majority of works utilize FID [32] (rather than e.g.,
RadFID), despite its aforementioned limitations.

Radiomic Features for Medical Image Analysis. Ra-
diomic features have long been used in diverse medical im-
age diagnostic tasks [24, 49, 84, 94], providing a mean-
ingful, interpretable feature space for analyzing medical

images. Applications include cancer screening [36], out-
come prediction [1, 16], treatment response assessment
[10, 18, 52], and many others. A number of radiomic-
based clinical tests have even received FDA clearance [33].
While previous works mainly use learned network features
over pre-defined radiomic features for diagnostics [86], few
studies have applied radiomics for out-of-domain detection
or the evaluation of image translation/generation models,
which we show has strong potential.

3. Methods
3.1. Towards a Metric Designed for Medical Im-

ages: Radiomic Feature Distance (RaD)
While RadFID improves on typically-used perceptual met-
rics for medical images, it lacks interpretability (Sec. 5) and
performs less effectively with small samples (Sec. 6). For
medical imaging, especially in translation tasks, it’s often
critical to answer specific questions about how an image’s
features change—a need less relevant in natural image tasks
like style transfer. However, the learned features used in
RadFID/FID are difficult to interpret reliably (Sec. 5).

As a more interpretable alternative, we propose the
Radiomic Feature Distance (RaD), which utilizes a space
of m = 464 real-valued radiomic features of images. The
taxonomy and extraction process of these features are il-
lustrated in Fig. 2, and they include image-level features
such as basic first-order statistics, and textural statistics such
as the gray level co-occurrence matrix [29], gray level run
length matrix [23], and gray level size zone matrix [82],
combined with a possible pre-filtering step using filters such
as wavelet/frequency space conversion, Laplacian of Gaus-
sian (LoG) filters, and others (all computed via the PyRa-
diomics library [84]). Note that we evaluate the impor-
tance of different types of features for RaD in Appendix
C.2.1. Importantly, these features are in compliance with
definitions provided by the Imaging Biomarker Standard-
ization Initiative [97, 98], mitigating past issues of poorly-
standardized radiomics in the field [94].

Each image x ∈ Rn is mapped to its radiomic feature
representation fradio(x) ∈ Rm, and we compute RaD as the
Fréchet distance between radiomic feature distributions D1

and D2, applying a logarithmic transformation for stability:

RaD(D1, D2) := log dF (fradio(D1), fradio(D2)). (2)

We also z-score normalize each feature with respect to D1.
We tested MMD distance as an alternative to Fréchet, but
found it less effective (Appendix C.2.2).

3.2. Downstream Task-Based Image Metrics
The metrics discussed so far compare image distributions in
a task-independent way. However, in medical image analy-
sis, task-dependent metrics are often more common, such as
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Figure 2. Our extraction process and taxonomy of radiomic image features.

assessing how closely translated/generated images resem-
ble real target images by evaluating downstream tasks like
segmentation. For example, in image translation, this of-
ten involves training a model on real target domain images
and testing it on translated images [37, 85], or vice versa
[15, 90]. If the task is segmentation, this approach also mea-
sures anatomical consistency between source and translated
images. Such metrics will therefore serve as important tar-
gets for the task-independent metrics which we will evalu-
ate.

While segmentation is the primary task of interest, we
also assess other downstream tasks including object detec-
tion and classification. We denote downstream performance
on a dataset D (e.g., a translated image test set Dtest

s→t) as
Perf(D) ∈ R, with higher values indicating better perfor-
mance. Specifically, we use the Dice coefficient for seg-
mentation, mIoU and mAP@[0.5, 0.95] for object detec-
tion, and AUC for classification—the latter computed on
predicted logits to account for test set class imbalance [57].

3.3. Datasets and Downstream Tasks

We evaluate a range of multi-domain medical (radiology)
2D image datasets for out-of-domain detection, translation,
and generation, covering inter-scanner, inter-sequence, and
inter-modality cases (from least to most severe domain dif-
ferences). The datasets include: (1) breast MRI from
Siemens and GE scanners (DBC [50, 73]); (2) brain MRI
(T1 and T2 sequences) from BraTS [61]; (3) lumbar spine
MRIs and CTs (from TotalSegmentator [88] and in-house
MRIs); and (4) abdominal CT and T1 in-phase MRI from
CHAOS [39]. Each dataset is split by patient into train-
ing, validation, and test sets (details in Table 1), resized to
256× 256 and normalized to [0, 255]. Example images are
in Fig. 3.

The lumbar spine and CHAOS datasets pose especially
challenging scenarios due to their relatively small size and

Figure 3. Example images from each dataset, ordered left-to-right
with respect to Table 1.

significant differences in visible features and anatomical
structures between their pairs of domains.

Downstream Task Evaluation. In addition to prior task-
independent metrics (Sec. 2) and RaD (Sec. 3.1), we assess
images using auxiliary models trained on downstream tasks
(Table 1), as described in Sec. 3.2. These models, trained on
target domain data, are tested on various domains, such as
target (Dtest

t ), source (Dtest
s ), source-to-target translations

(Dtest
s→t), or others, depending on the experiment. Full de-

tails on model training, architecture, dataset creation, and
task labels are provided in Appendices B.2 and A.

4. Experiments and Results

4.1. RaD for Out-of-Domain Detection
As discussed in the introduction, a common problem in
deep learning for medical image analysis is domain shift:
where when some diagnostic downstream task model is
presented with images that were acquired from a site, se-
quence, or modality different from the one where its train-
ing data originated, there may be a performance drop due
to the data being out-of-distribution/out-of-domain (OOD)
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Abbrev. dataset name Full name/citation Domains Intra- Inter- Train/val/test sizes Downstream tasks

Breast MRI Duke Breast Cancer
MRI (DBC) [50, 73]

Siemens→GE
(T1 MRI) Sequence Scanner

Manuf. 12K/2.4K/2.6K FGT seg., breast seg.,
cancer classif.

Brain MRI BraTS [61] T1→T2 Modality Sequence 28K/6K/6K Tumor seg., tumor detect.,
cancer classif.

Lumbar spine TotalSegmentator [88]
and in-house MRIs T1 MRI→CT Body region Modality 2K/0.6K/0.6K Bone seg.

CHAOS CHAOS [39]
(Abdom. MRI & CT)

CT→T1 MRI
(in-phase) Body region Modality 1.8K/1.1K/0.6K Liver seg.,

liver classif.

Table 1. Main datasets evaluated in this paper. “Domains” are the source→target domain pairs used, e.g., for image translation.

from the training data [3, 58, 81]. In this section, we will
show how RaD is overall superior to prior perceptual met-
rics for detecting when medical images are OOD.

Perceptual metrics like RaD and FID can help detect
whether a new image xtest is in-distribution (ID) or out-of-
distribution (OOD) relative to a reference ID dataset DID

(e.g., some model’s training set) without labels. The OOD
score s(xtest;DID) can be defined as the distance of xtest’s
features from the mean features of DID:

s(xtest;DID) = ||f(xtest)− ExID∼DID
f(xID)||2, (3)

where f is an image feature encoder [69, 76]. OOD perfor-
mance thus depends on the choice of feature space, so we
compare radiomic (i.e., RaD), RadImageNet (i.e., RadFID)
and ImageNet (i.e., FID) features for OOD detection.

For each dataset, we use the target domain training set
(Table 1) as DID and compute the OOD score on the ID and
OOD images of the test set, aggregating scores via AUC
[20]. Results in the top block of Table 2 and Fig. 4 show that
radiomic features outperform learned feature spaces (FID,
RadFID) on average, more clearly separating ID and OOD
distributions, particularly for breast MRI.

Metric
Feature
Space

Breast
MRI

Brain
MRI Lumbar CHAOS Avg.

AUC:
ImageNet 0.43 0.91 0.89 0.94 0.79
RadImageNet 0.35 0.64 0.99 0.99 0.74
Radiomics 1.00 0.76 1.00 1.00 0.94

Accuracy:
ImageNet 0.65 0.73 0.81 0.84 0.76
RadImageNet 0.68 0.48 0.98 0.92 0.77
Radiomics 0.96 0.57 0.92 0.95 0.85

Sensitivity:
ImageNet 0.03 0.51 0.37 0.83 0.44
RadImageNet 0.02 0.03 1.00 0.88 0.48
Radiomics 1.00 0.95 0.71 1.00 0.92

Specificity:
ImageNet 0.88 0.95 0.96 0.87 0.92
RadImageNet 0.92 0.94 0.97 1.00 0.96
Radiomics 0.95 0.92 1.00 0.85 0.93

Table 2. Using different feature spaces for OOD detection.

However, for true practical use, a score threshold ŝ
would need to be set to binarily classify ID vs. OOD images
without a validation set of OOD examples, as AUC simply
integrates over all possible thresholds. This is doable if we
assume that scores for ID points form a Gaussian distribu-
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Figure 4. OOD detection score distributions for in-domain (blue)
and OOD (red) test images for each dataset (columns), using dif-
ferent feature spaces (rows). Computed detection thresholds (Eq.
4) shown as dashed green lines.

tion and set ŝ as its 95th percentile:

ŝ = σIDΦ
−1(0.95) + µID, (4)

where µID and σID are the mean and standard deviation
of a reference distribution of ID scores SID defined by
SID := {s(x;DID \ x) : x ∈ DID}, and Φ−1 is the nor-
mal inverse CDF. We illustrate these computed thresholds
for each dataset using different feature spaces in Fig. 4, and
show quantitative detection results using them in Table 2.
We see that using RaD features over ImageNet or RadIma-
geNet results in noticeably improved average accuracy and
sensitivity, and on-par specificity, especially for the chal-
lenging subtle domain shift case of breast MRI.

Out-of-Domain Performance Drop Prediction. An-
other closely related question is “does RaD detect when
performance will drop on new data?” for some downstream
task model. We evaluated this for each of the downstream
tasks of Table 1, and we see that in almost all cases, there is
a drop in average performance on test data that was detected
as OOD using the binary threshold approach of Eq. 4, com-
pared to ID performance (full table in Appendix C.4). Ad-
ditionally, in Appendix C.5 we show that RaD outperforms
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other metrics in ranking which of different OOD datasets
will result in worse downstream task performance.

Towards Practical Dataset-Level OOD Detection. We
also propose a RaD-based metric for dataset-level OOD de-
tection, nRaDgroup, which is formulated to estimate the
probability that some new test set Dtest is OOD as a whole,
relative to DID. This is particularly designed for the real-
istic scenario of receiving a new dataset from some outside
hospital/site, and wanting an interpretable indication of if
the dataset is suitable for some in-domain trained model.
While preliminary, we found that this metric scores OOD
datasets more consistently than other prior metrics, provid-
ing an estimated OOD probability of nRaDgroup ≃ 1 for
3 out of 4 datasets which span a variety of modalities and
body regions; see Appendix C.6 for the full details.

Summary: Practical Medical Image OOD Detection us-
ing RaD. In the interest of practical usage, we provide
a step-by-step guide for OOD detection of medical images
using RaD in Algorithm 1.

Algorithm 1 Medical Image OOD Detection using RaD.
Require: Test image set Dtest, reference ID image set DID, ra-

diomic feature encoder f := fradio.
1: SID := {s(xID;DID \ xID) : xID ∈ DID}
2: µID := E[SID]; σID :=

√
Var[SID]

3: ŝ = σIDΦ
−1(0.95) + µID

4: ℓtest := {1[s(xtest;DID) ≥ ŝ] : xtest ∈ Dtest}
5: return Binary OOD labels ℓtest
6: return (Optional) dataset-level OOD score,

nRaDgroup(Dtest;DID) (Appendix C.6)

4.2. RaD for Image Translation Evaluation
4.2.1. Translation Models
Unpaired image-to-image translation for medical images,
lacking paired data, is challenging and typically relies on
adversarial learning. We evaluate a variety of unpaired
models: CycleGAN [96], MUNIT [34], CUT [66], Gc-
GAN [22], MaskGAN [67], and UNSB [43], each repre-
senting diverse techniques such as contrastive learning and
style/content disentanglement. All models are trained on
source and target domain images from each dataset, with
detailed training specifics in Appendix B.1.

4.2.2. Evaluation with Perceptual Metrics
We first evaluate each translation model using perceptual
metrics to measure the distance between translated test set
source domain images and real test set target domain im-
ages. We compare RaD to RadFID, FID, KID, and CMMD
for this task, with results in Table 3. While no single model
performs best across all datasets due to varying domain

shifts, we observe that FID often fails to capture visual qual-
ity and anatomical consistency, particularly when there’s
a high semantic shift between source and target domains,
as shown in Fig. 5. For example, FID, KID and CMMD
rate MUNIT as best for lumbar spine despite a clear loss of
bone structure—shown by MUNIT being the worst by seg-
mentation performance in Table 4, which RaD and RadFID
capture successfully. Similarly, RaD and RadFID are also
more sensitive to performance-affecting image distortions
(i.e., simple versions of image translation) than the other
metrics (Appendix C.3). This highlights certain limitations
of using prior perceptual metrics for medical images.

Inp
ut

Breast MRI
Siemens GE

Brain MRI
T1 T2

Lumbar Spine
MRI CT

CHAOS
CT MRI

Cycl
eG

AN

MUNIT

CUT

GCGAN

Mask
GAN

UNSB

Figure 5. Translations xtest
s→t from each translation model (non-top

rows) given example inputs xtest
s (top row).

In Appendix C.1, we additionally show that similar to
other perceptual metrics, RaD has the ability to identify the
quality of the images generated by unconditional generative
models, on all datasets1.

4.2.3. Correlation with Downstream Task Performance
and Anatomical Consistency

Since the key goal of medical image translation is maintain-
ing downstream task performance (e.g., segmentation) and
mitigating domain shift, we will now examine whether per-
ceptual metrics can serve as proxies for task performance by
correlating perceptual distances with downstream task met-
rics. We calculate the Pearson correlation r between each
perceptual metric and downstream performance across all
translation models (Tables 3 and 4).

As shown in Fig. 6, RaD has the strongest (most nega-
tive) average correlation with downstream task performance

1We note that we focused our experimental effort on image translation
over generation due to the direct relationship of it with the key problem of
domain shift in medical imaging.
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Breast MRI Brain MRI Lumbar CHAOS
Method RaD RadFID FID KID CMMD RaD RadFID FID KID CMMD RaD RadFID FID KID CMMD RaD RadFID FID KID CMMD

CycleGAN 38.1 0.26 107 0.049 0.308 33.4 0.06 21.7 0.004 0.378 6.71 0.25 210 0.161 2.950 42.8 0.11 122 0.051 0.379
MUNIT 43.7 0.29 144 0.089 1.480 25.7 0.05 21.6 0.006 0.388 9.31 0.30 197 0.151 2.317 5.41 0.10 136 0.073 0.904
CUT 24.8 0.17 106 0.053 0.362 33.8 0.13 29.4 0.012 0.259 6.48 0.21 245 0.206 3.373 6.84 0.10 145 0.083 0.444
GcGAN 24.6 0.17 104 0.040 0.322 12.1 0.04 19.0 0.003 0.239 6.52 0.25 226 0.161 3.300 6.38 0.12 141 0.064 0.507
MaskGAN 48.7 0.35 118 0.089 0.642 27.8 0.06 23.5 0.008 0.392 6.64 0.27 248 0.217 3.237 58.8 0.22 212 0.130 2.120
UNSB 24.6 0.19 91 0.033 0.388 12.1 0.08 26.0 0.010 0.563 6.59 0.23 208 0.172 2.579 51.8 0.11 135 0.078 0.356

Table 3. Perceptual/task-independent metrics d(Dtest
s→t, D

test
t ) for image translation models.

Breast MRI Brain MRI Lumbar CHAOS
Dice (↑) AUC (↑) Dice (↑) mIoU (↑) mAP (↑) AUC (↑) Dice (↑) Dice (↑) AUC (↑)

Method Breast FGT Cancer Tumor Tumor Cancer Bone Liver Liver

CycleGAN 0.871 0.494 0.530 0.348 0.164 0.126 0.805 0.232 0.284 0.591
MUNIT 0.832 0.201 0.511 0.337 0.168 0.125 0.844 0.101 0.182 0.323
CUT 0.843 0.373 0.544 0.303 0.159 0.133 0.861 0.277 0.444 0.744
GcGAN 0.876 0.389 0.492 0.360 0.165 0.137 0.835 0.126 0.167 0.702
MaskGAN 0.809 0.164 0.441 0.375 0.170 0.126 0.842 0.167 0.317 0.375
UNSB 0.881 0.308 0.594 0.353 0.169 0.135 0.839 0.138 0.381 0.405

In-domain 0.883 0.696 0.670 0.442 0.174 0.169 0.841 0.949 0.864 0.866
Out-of-domain 0.747 0.446 0.538 0.005 0.152 0.065 0.727 0.007 0.062 0.504

Table 4. Downstream task performance metrics Perf(Dtest
s→t) for image translation models. In-domain and out-of-domain performance

shown at the bottom for reference for how susceptible each task is to domain shift, and as expected upper and lower performance bounds.

(r = −0.43), followed by RadFID (r = −0.36), while
FID, KID, and CMMD are less consistent (r = −0.17, r =
−0.17, r = −0.08, respectively), especially for datasets
with larger domain shifts. This is particularly the case
for segmentation tasks (which measure anatomical consis-
tency), where, excluding CHAOS, which had low correla-
tions likely due to it generally being a difficult dataset (see
Sec. 3.3), RaD and RadFID achieved mean correlations of
r = −0.58 and r = −0.70, while FID, KID and CMMD
have r = −0.34, r = −0.42, and r = −0.08, respectively.

Figure 6. Pearson correlation of perceptual metrics (vertical axis)
(Table 3) with downstream task-based metrics (horizontal axis)
(Table 4) for evaluating image translation, taken across all transla-
tion models (lower r is better).

Our results also potentially point to the generally best
translation models for medical images, which we discuss in
Appendix D.2.

5. RaD for Interpretability
In this section, we demonstrate how RaD aids in interpret-
ing differences between large sets of medical images, i.e.,
understanding the main features that differ between the two
sets. The example we will study is interpreting the effects
of image-to-image translation models, but this formalism
could be applied to any two distributions of images.

At the single-image level, an input image xs and output
translated image xs→t can be converted to feature repre-
sentations (radiomic or learned) hs := f(xs) and hs→t :=
f(xs→t), and we can attempt to interpret the feature change
vector ∆h := hs→t − hs and it’s absolute change counter-
part |∆h| defined by |∆h|i := |hi

s→t − hi
s|. At the image

distribution level, we can define ∆h := µs→t−µs (and sim-
ilarly |∆h| via |∆h|i := |µi

s→t − µi
s|), where µs, µs→t ∈

Rm are the mean vectors of the input and output feature
distributions, respectively. In this case, we also define the
individual feature distributions F i

s := {hi
s : hs ∈ Fs} and

F i
s→t := {hi

s→t : hs→t ∈ Fs→t}.
In either case, ∆h is simply the linear direction vector

in feature space between the input and output distributions,
analogous with other interpretability works that utilize the
linear representation hypothesis [2, 42, 65]. We will next
discuss the options and challenges for interpreting ∆h, for
either learned features or fixed (radiomic) features.

Attempting Interpretability with Learned vs. Radiomic
Features. A common method for interpreting directions
v in a deep encoder’s feature space, such as ∆h, is fea-
ture inversion [55, 63], which uses optimization to find an
input image xv that aligns with v in feature space, i.e.,
xv = argmaxxcossim(v, f(x)). However, we found that
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doing so using either ImageNet or RadImageNet features
resulted in abstract visualizations that lack clear, quanti-
tative insights useful for clinical interpretation (Appendix
C.7).

Alternatively, the individual features of ∆h could be
examined statistically with questions like “Which features
changed most?” or “Did only a few features account for
most changes?” However, concretely interpreting individ-
ual learned features remains challenging due to the qualita-
tive nature of feature inversion, so we face the same prob-
lem.

Thankfully, the clear definitions of radiomic features
(Sec. 3.1) allow for clear, quantitative answers to feature in-
terpretability questions, beyond what is possible for learned
feature techniques like feature inversion. Here we will ex-
emplify this by interpreting a CUT model trained for lumbar
translation, with the following questions.

1. Which features changed the most? Sorting features by
their values in the |∆h| between input and output image
distributions (Fig. 7(a)) identifies those with the high-
est change, primarily textural/gray-level matrix features,
reflecting appearance shifts from MRI to CT (Fig. 7(b)).

2. Did only a few features change significantly? Yes—
50% of cumulative feature changes (measured by |∆h|)
are covered by only 37 out of 500 features, indicating a
heavy-tailed distribution (Fig. 7(a)).

3. Which images changed the most or least? Sorting in-
put/output image pairs (xs, xs→t) by their absolute fea-
ture change ||hs→t − hs||2 = ||∆h||2 (Fig. 7 (c)) shows
that the most-changed images have distinct anatomical
differences, while the least-changed images mainly dif-
fer in texture and intensity (Fig. 7(d)).

Input Output Input Output
Most Changed Least Changed

(a) (b)

(c) (d)

Figure 7. Translation interpretability using radiomic features.

These interpretability questions could also help compare
translation models on the same dataset and assess model
effects on the images, or analyze the domain shift between
two certain datasets.

6. Further Properties of RaD
Sample Efficiency and Stability. The stability of per-
ceptual metrics at small sample sizes is key for medical
image datasets due to them being typically smaller (e.g.,
N ≈ 102–103) than natural image datasets (e.g., ImageNet
with N ≈ 106). FID generally requires N ≈ 104 samples
for stability [32, 35], which can be prohibitive in this set-
ting. We will next evaluate RaD, RadFID and FID across
varying sample sizes N to test for this stability.

We test this under the case of image translation eval-
uation for the main datasets (Table 1): CycleGAN for
breast MRI, GcGAN for brain MRI, CUT for lumbar spine,
and MUNIT for CHAOS, respectively. Shown in Fig. 8
left, RaD remains stable even for very small N (down to
N = 10), while RadFID and FID diverge as N grows small
across all datasets, indicating that these metrics are not suit-
able for comparing small medical datasets of different sizes.

Figure 8. Left: Sensitivity of RaD, RadFID and FID to sample
size N . Metric values (vert. axes) are relative to their highest-N
result. Right: Computation time for the metrics w.r.t N .

RaD’s stability with small N is due to relatively few fea-
tures dominating its computation (see e.g. Fig. 7(a)), mean-
ing the effective dimensionality m̃ is much smaller than the
full m ≈ 500. Thus, RaD’s Fréchet distance behaves as
though it operates in a lower-dimensional space, enhancing
stability even with limited samples.

Computation Time. We next compare RaD’s computa-
tion time to FID/RadFID across sample sizes N , using
data parallelism (num workers=8) on UNSB-translated
BraTS test images. As shown in Fig. 8 right, RaD is
faster than FID/RadFID for small-to-moderate sample sizes
(N ≲ 500). For larger N , RaD’s compute time grows
slightly faster, but both metrics remain efficient across sam-
ple sizes, with RaD particularly advantageous for small N .

Conclusions
Our work covered a range of diagnostic tasks and imaging
domains, but is still limited to radiology. Other modalities
like histopathology could be explored, though radiomic fea-
tures may need adjustment. Our interpretability contribu-
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tions are nascent, and further work is needed to extract more
qualitative, yet concrete, insights. Additionally, RaD’s ab-
solute values are only meaningful in relative comparisons
between models on the same dataset, similar to FID.

Overall, our results show the value of using interpretable,
medical-specific feature spaces like radiomic features for
comparing unpaired medical image distributions, aiding
in tasks such as OOD detection, as well as evaluating
image translation and generation models. Future work
could explore RaD in other applications, such as weakly-
conditioned generative models and non-generative model
evaluation. Such features could potentially even assist
model training, not just evaluation.
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Johan Bussink, René Monshouwer, Benjamin Haibe-Kains,
Derek Rietveld, et al. Decoding tumour phenotype by nonin-
vasive imaging using a quantitative radiomics approach. Na-
ture communications, 5(1):4006, 2014. 3

[2] Guillaume Alain and Yoshua Bengio. Understanding inter-
mediate layers using linear classifier probes. In International
Conference on Learning Representations, 2017. 7

[3] Ehab A AlBadawy, Ashirbani Saha, and Maciej A
Mazurowski. Deep learning for segmentation of brain tu-
mors: Impact of cross-institutional training and testing. Med-
ical physics, 45(3):1150–1158, 2018. 5

[4] Karim Armanious, Chenming Jiang, Marc Fischer, Thomas
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RaD: A Metric for Medical Image Distribution Comparison in Out-of-Domain
Detection and Other Applications

Supplementary Material

A. Dataset and Task Labeling Details
A.1. Breast MRI
For breast MRI we use the 2D slices of the pre-
contrast scan volumes from the Duke Breast Cancer
dataset [73], using the same train/validation/test splits
(by patient) and preprocessing of [47] from the 100 pa-
tient volumes with FGT and breast segmentation anno-
tations (see the following paragraph). This results in
train/validation/test splits with source, target domain sub-
splits of size {4096, 7900}/{432, 1978}/{688, 1890} im-
ages.

FGT and breast segmentation. FGT (fibroglandu-
lar/dense tissue) and breast segmentation masks for this
dataset are provided from [50].

Cancer classification/slice-level detection. For the slice
cancer classification task, we follow the same convention
of [46], and label slice images as cancer-positive if they
contain any tumor bounding box annotation, and negative
if they are at least 5 slices away from any positive slices (ig-
noring the intermediate ambiguous slices). We then train a
basic ResNet-18 [31] (modified for 1-channel input images)
as our binary cancer classification model, on the positive
and negative slices from the training set’s GE scans. The
model’s evaluation datasets are otherwise unchanged from
the other downstream tasks (besides the labels used for the
images).

A.2. Brain MRI
For brain MRI, we utilized the multi-modal brain tumor
dataset from the BraTS 2018 challenge [61]. Since the
BraTS’s own validation set doesn’t have masks available,
we began by extracting the original shared training set and
dividing the patients into training, validation, and test sets
with a ratio of 0.7:0.15:0.15 for this paper. Next, we fo-
cused on the T1 and T2 sequence volumes along with their
corresponding masks. Each slice of the image volume was
normalized and saved as 2D PNG files to construct our 2D
dataset.

Tumor segmentation and detection. The original mask
contains multiple classes of segmentation, including: Back-
ground (Label 0), Enhancing Tumor (Label 4), Tumor Core
(Label 1), Whole Tumor (Label 2), Peritumoral Edema (La-
bel 3). We conducted a binary tumor/not-tumor segmenta-

tion by combing all pixels with label larger than 0. For tu-
mor detection, the tumor bounding box is generated by the
smallest box that covers the entire tumor region. For those
cases without tumor shown in that slice, we excluded them
during model training/validation/testing.

Cancer classification/slice-level detection. We also fur-
ther modify the task into a binary tumor classification task:
whether this slice contains tumor or not. For those slices
that are near the boundary of the tumor, specifically the 5
slices before and after the tumor presence (switching be-
tween positive and negative in each volume), we excluded
them from the classification as they are considered ambigu-
ous slices.

A.3. Lumbar Spine
The CT lumbar spine dataset is obtained from To-
talSegmentator [88], and the T1 MRI data is pri-
vate (to be revealed upon paper acceptance). We
split the 2D source and target data in train/val/test as
{495, 1466}/{175, 409}/{158, 458}.

Bone segmentation. We perform binary classification on
each pixel to determine whether it includes bone or not. The
ground truth masks for MRI are reviewed by experts, while
the CT masks are sourced from [88].

A.4. CHAOS
We extract 2D CT and T1 in-phase MRI slices from the
CHAOS dataset [39]. For each domain, we randomly split
the data by patient in the ratio of 10:5:5, resulting in the 2D
slices for the source and target domains being divided into
train/val/test as {1488, 322}/{926, 182}/{460, 182}.

Liver segmentation. Liver masks for both modalities are
provided by [39].

Liver classification. We assign positive labels to slices
which contain the liver and negative labels to those that do
not.

B. Model Training/Architectural Details
In this section we describe the training details of all net-
works in the paper. All experiments were completed on four
48GB NVIDIA A6000 GPUs.
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B.1. Translation Models

All six translation models (CycleGAN [96], MUNIT [34],
CUT [66], GcGAN [22], MaskGAN [67], and UNSB [43])
were trained with their default settings (besides being modi-
fied to input and output 1-channel images), except for a few
exceptions to be described shortly; these settings are shown
in Table 5.

Model Training time Batch size

CycleGAN [96] 200 epochs 4
MUNIT [34] 1M iters. 1
CUT [66] 200 epochs 1
GcGAN [22] 200 epochs 32
MaskGAN [67] 200 epochs 4
UNSB [43] 200 epochs 1

Table 5. Translation model training details.

The exceptions are that for MUNIT and CUT, training
for too long resulted in drastic changes in image content
for breast MRI and lumbar so we chose earlier model iter-
ations of 10, 000 and 20, 000, respectively for MUNIT, and
20 epochs for both for CUT.

B.2. Downstream Task Models

In this section we describe the architectural and training de-
tails of all models trained for the downstream tasks of each
dataset (Table 1) on its respective target domain data from
the training set. All models are trained with Adam [44] and
a weight decay strength of 10−4 for 100 epochs.

Segmentation. For all segmentation downstream tasks
we train a standard UNet [72] with five encoding blocks,
at a batch size of 8 with a learning rate of 0.01. The
model is trained with equally-weighted cross-entropy and
Dice losses, the latter implemented with MONAI [9].

Object Detection. For detection downstream tasks, we
trained a Faster-RCNN [25] with a batch size of 4 and a
learning rate of 0.005. The model is implemented using
Torchvision [56], with the number of predicted classes mod-
ified to 2. The loss function is the default loss from this
built-in model.

Classification/Slice-level Detection. For classification
tasks we train a standard ResNet-18 [31], modified to take
in one-channel inputs and output one logit (as all tasks are
binary classification). We use a batch size of 64 and a learn-
ing rate of 0.001, with a cross-entropy loss.

C. Additional Experiments

C.1. Evaluating Unconditional Image Generation

We will now study RaD in evaluating unconditional genera-
tive medical image models, similar to FID’s typical use. We
trained StyleGAN2-ADA [38] with default settings on four
single-domain image generation tasks: (1) GE T1 breast
MRI, (2) T1 brain MRI (BraTS), (3) lumbar spine CT, and
(4) an abdominal CT dataset (CT-Organ [71])2.

Following [35], we evaluate each perceptual metric
(RaD, RadFID, FID, CMMD, KID) by ranking samples
from an early model iteration (Model A, kimg = 200) of
visibly lower quality against a fully trained model (Model
B, kimg = 2000), with results and sample generated im-
ages shown in Fig. 9. RaD successfully identifies the lower-
quality model in all cases, aligning with prior metrics, ex-
cept for CMMD, which fails for breast MRI.

Breast
MRI

Brain
MRI

Lumbar
CT

Abdom.
CT

Model: A B A B A B A B

RaD 47.4 43.4 58.5 56.3 8.3 6.3 71.3 68.6
RadFID 0.16 0.06 0.16 0.04 0.20 0.11 0.40 0.16
FID 67 54 157 26 210 103 232 118
KID 0.02 0.01 0.14 0.01 0.18 0.04 0.23 0.08
CMMD 0.30 0.33 0.82 0.28 3.57 0.87 4.72 0.48

Figure 9. Top: RaD and other perceptual metrics for evaluat-
ing unconditional generative models, comparing a poor model
(A) to a better model (B). Bottom: example generated images.

C.2. Ablation Studies

C.2.1. Radiomic Feature Importance

To better interpret RaD, we assess the importance of dif-
ferent radiomic feature groups (textural/gray-level matrix,
wavelet, first-order) by ablation: examining how removing
each group affects the main translation model downstream
task performance results (Fig. 6). Results are shown in Fig.
10.

Overall, wavelet and first-order features are most cru-
cial for RaD, as excluding them significantly worsens cor-
relation results. Textural features are somewhat important
for breast MRI but have limited impact on other datasets.
Breast MRI is generally the most sensitive to feature exclu-
sion, suggesting that subtle domain shifts require a broader
range of features for accurate analysis.

2CHAOS was not large enough to train on for high generation quality.
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Figure 10. Importance of different radiomic features for RaD.
Pearson correlation r between RaD and downstream task perfor-
mance metrics across all translation models (as in Fig. 6), com-
paring using standard RaD with all features (top row) to removing
certain groups of features (lower rows).

C.2.2. Using MMD instead of Fréchet Distance
Perceptual metrics such as CMMD and KID use the MMD
(Maximum Mean Discrepancy) distance metric dMMD [26]
over the more common Fréchet distance, due to advantages
such as lacking the Gaussianity assumption and being suit-
able for smaller datasets [7, 35]. Here we will evaluate cal-
culating our proposed RaD distance using MMD (with a
standard Gaussian RBF kernel) as

RaD-MMD(D1, D2) := dMMD(fradio(D1), fradio(D2)),
(5)

instead of via Fréchet distance as dradio (Eq. (2)). We com-
pare the two metrics (RaD and “RaD-MMD”) in terms of
(1) how much they correlate with downstream task perfor-
mance metrics (as in Fig. 6), in Fig. 11, and (2) whether
they rank translation models similarly (linearly or non-
linearly), in Table 6.

Corr.
type

Breast
MRI

Brain
MRI Lumbar CHAOS

Pearson -0.75 -0.79 0.81 -0.84
Spearman -0.83 -0.83 0.49 -0.54

Table 6. Correlation r of RaD computed with MMD distance (Eq.
(5)) with standard Fréchet distance RaD (Eq. (2)), across all trans-
lation models.

We first see that RaD-MMD is noticeably inferior to RaD
in terms of its negative correlation to downstream task per-
formance (Fig. 11); for all but one task, the correlation
r is either close to zero, or in the wrong direction (posi-
tive r, as higher perceptual distance should correlate with
worse performance, not better). Moreover, RaD-MMD is
not consistent in terms of its relationship to standard RaD
(Table 6). We hypothesize that these issues could poten-

Figure 11. Pearson correlation r between RaD and downstream
task performance metrics across all translation models (as in Fig.
6), comparing using Fréchet or MMD distance for RaD.

tially be due to the dependence of MMD on the choice of
kernel, which could require further tuning, or the fact that
MMD does not have an assumption of Gaussianity unlike
the Fréchet distance, which may result in a metric that is
too unconstrained.

C.3. Robustness of RaD to Image Distortions
In this section we analyze the sensitivity of the perceptual
metrics to image corruptions/distortions, including RaD and
RadFID, also under the task of image translation. Given
the importance of downstream task performance metrics for
medical image translation models, as well as the typical in-
creased sensitivity of medical image models to image cor-
ruptions compared to natural image models [45], it is im-
portant that any distortion or perturbation to a (translated)
image that noticeably affects downstream task performance
on that image, is also captured by the perceptual metrics.

More concretely, consider some image transforma-
tion/distortion T : Rn → Rn. We model a preferable
perceptual metric d as approximately following the inverse
proportionality

d(Dt, T (Ds→t))

d(Dt, Ds→t)
∝
∼

(
Perf(T (Ds→t))

Perf(Ds→t)

)−1

, (6)

evaluated on the test set’s target domain images Dt and
translated source-to-target images Ds→t. In other words,
if the perceptual distance increases by some positive multi-
plicative factor K (implying the distortion made the trans-
lated images more distant from the target domain), we
would expect the performance to go worse by 1/K, up to a
constant of proportionality—the sensitivity of the two met-
rics to image distortions should match.

We tested this on all datasets for downstream segmen-
tation tasks that were sensitive to such distortions (FGT
for breast MRI, tumor for brain MRI, bone for lumbar
spine, and liver for CHAOS (Table 4)), for various trans-
lation models (CycleGAN, GcGAN, CUT, and MUNIT,
respectively). We evaluate simple image distortions T
as Gaussian blurs with positive integer kernel k ∈ N
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(blurk) or sharpness adjustments of non-negative factor
γ (sharpnessγ), from TorchVision [56]. We show the
results in Fig. 12, plotting d(Dt, T (Ds→t))/d(Dt, Ds→t)
and Perf(T (Ds→t))/Perf(Ds→t) for each distortion for all
proposed and prior perceptual metrics d.
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Figure 12. Sensitivity of RaD, RadFID (blue) and other percep-
tual metrics (red) to performance-affecting (green) distortions of
translated images. Metric values (vertical axis) are relative to their
un-distorted result (“None”).

For breast MRI, we see that the distortion sensitivity of
FID and RaD fairly well match the performance sensitivity,
with the other perceptual metrics less so. For lumbar spine,
both RaD and RadFID follow the performance sensitivity
well, while other perceptual metrics are generally not as
sensitive. For BraTS, performance is typically not sensitive
to distortions, which RaD follows; other perceptual met-
rics are generally oversensitive, but all still increase when
performance decreases due to blurring. CHAOS seems to
be a failure mode where no perceptual metric has sensi-
tivity aligning with performance sensitivity, likely due to
challenges of training the downstream task model on such
a small, and challenging dataset (Sec. 3.3). Overall, the
sensitivities of our proposed metrics, especially RaD, align
with performance sensitivity best. Other perceptual metrics
are not as consistent over all datasets, which aligns with the
results of Sec. 4.2.3.

C.4. OOD Performance Drop Prediction

In Table 7 we evaluate if images detected as out-of-domain
with our OOD score thresholding approach (Sec. 4.1) also
result in lowered performance compared to on detected ID
cases.

C.5. OOD Performance Drop Severity Ranking

Here, we assess how well RaD and other perceptual met-
rics predict performance drops on out-of-domain (OOD)
data. Given a model trained on target domain data Dt

and two new OOD datasets DOOD,1 and DOOD,2, we ex-
amine if a metric d can correctly indicate which OOD
dataset will suffer a greater performance drop. Specifi-
cally, we test if Perf(Dtest

OOD,2) < Perf(Dtest
OOD,1) aligns

with d(Dtest
OOD,2, Dt) > d(Dtest

OOD,1, Dt), and vice versa.
We evaluate this scenario with the datasets in Table 1

which possess additional data domains beyond the target
domain and default source domain Ds, namely, BraTS us-
ing its T2-FLAIR data [61], and CHAOS using its T1 Dual
Out-Phase and T2 SPIR MRI data [39]. We show these
task performance vs. perceptual distance agreement results
in Table 8 for each type of downstream task, and for each
possible pair of DOOD,1 and DOOD,2 for each dataset (T1
MRI and T2 FLAIR MRI for BraTS, respectively, and all 2-
combinations of {T1 Dual Out-Phase MRI, T2 SPIR MRI,
and CT} for CHAOS). Shown in Tables 9 and 10 are the
specific results that generated Table 8.

C.6. Towards Dataset-Level OOD Detection

In Sec. 4.1, we showed how RaD/radiomic features can be
used for single image-level binary OOD detection. How-
ever, a more realistic scenario may be that some new dataset
is acquired from an outside hospital/site, and we wish to
know if the dataset is generally OOD relative to our own
reference ID dataset DID that we used to train some down-
stream task model, to get some idea of how our model
will perform on the new dataset Dtest. For example, our
ID dataset could be breast MRI collected from GE scan-
ners, and the new dataset could potentially have OOD (e.g.,
Siemens) images. Our goal is therefore to have a metric
that returns an (approximately) standardized value if Dtest

is OOD.
A naive prior approach to this could be to measure the

FID or RadFID between DID and Dtest, but as we will
show, such distances are not clearly interpretable due to
the distance value being noticeably affected by the specific
dataset used, as well as the sample size (Sec. 6). To this
end, we propose a RaD-based metric for dataset-level OOD
detection which is designed to return 1 (or a value close to
it) when the test set is completely OOD.

We do so by considering an ID reference point xID ∼
DID and test set point x ∼ Dtest, both randomly sampled.
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Breast MRI Brain MRI Lumbar CHAOS
Dice (↑) AUC (↑) Dice (↑) mIoU (↑) mAP (↑) AUC (↑) Dice (↑) Dice (↑) AUC (↑)

Detected as: Breast FGT Cancer Tumor Tumor Cancer Bone Liver Liver

In-Domain 0.904 0.698 0.670 0.434 0.179 0.175 0.619 0.856 0.848 0.789
Out-of-Domain 0.731 0.473 0.535 0.498 0.215 0.223 0.618 0.001 0.129 0.463

Table 7. Downstream task performance on test points detected as ID vs. OOD using our thresholding method.

Segmentation (Dice)
Brain MRI:
trained on T2 CHAOS: trained on T1 Dual In-Phase

T1
vs. T2 FLAIR

T1 DOP
vs. T2 SPIR

T1 DOP
vs. CT

T2 SPIR
vs. CT

RaD ✓ ✗ ✓ ✓
RadFID ✓ ✓ ✓ ✓
FID ✗ ✓ ✓ ✓
KID - ✓ ✓ ✓
CMMD ✗ ✓ ✓ ✓

Detection
Brain MRI:
trained on T2

T1 vs. T2 FLAIR
mIoU mAP

✗ ✓
✗ ✓
✓ ✗
- -
✓ ✗

Classification (AUC)
Brain MRI:
trained on T2 CHAOS: trained on T1 Dual In-Phase

T1
vs. T2 FLAIR

T1 DOP
vs. T2 SPIR

T1 DOP
vs. CT

T2 SPIR
vs. CT

✓ ✓ ✓ ✓
✓ ✗ ✓ ✓
✗ ✗ ✓ ✓
- ✗ ✓ ✓
✗ ✗ ✓ ✓

Table 8. Can RaD predict OOD performance drop severity? For each downstream task type (sub-tables) trained on a given dataset’s
target domain data Dt (first row) and for two OOD test sets Dtest

OOD,1 and Dtest
OOD,2 (second row), whether Perf(Dtest

OOD,2) < Perf(Dtest
OOD,1)

does (✓) or does not (✗) correspond to d(Dtest
OOD,2, Dt) > d(Dtest

OOD,1, Dt) and vice-versa. “-” denotes that the given perceptual metric
was only negligibly affected by the change of the OOD dataset. “DOP” is “Dual Out-Phase”

Downstream task performance Perceptual distance metrics
Dtest

OOD Dice mIoU mAP AUC RaD RadFID FID KID CMMD

T1 MRI 0.005 0.152 0.065 0.727 6.18 0.25 108 0.089 0.179
T2 FLAIR MRI 0.286 0.144 0.108 0.885 5.09 0.19 117 0.088 0.394

Table 9. Downstream task performance Perf(Dtest
OOD) (left block) and perceptual distances d(Dtest

OOD, Dt) (right block) on out-of-domain
data Dtest

OOD (each row) for downstream task models trained on (in-domain) BraTS T2 MRI data Dt, to supplement Table 8.

Downstream task performance Perceptual distance metrics
Dtest

OOD Dice AUC RaD RadFID FID KID CMMD

T1 Dual Out-Phase MRI 0.779 0.853 7.87 0.09 143 0.096 0.205
T2 SPIR MRI 0.262 0.867 7.55 0.20 189 0.126 0.507
CT 0.062 0.504 60.6 0.65 277 0.268 1.666

Table 10. Downstream task performance Perf(Dtest
OOD) (left block) and perceptual distances d(Dtest

OOD, Dt) (right block) on out-of-domain
data Dtest

OOD (each row) for downstream task models trained on (in-domain) CHAOS T1 Dual In-Phase MRI data Dt, to supplement Table
8.

Now, we wish to have a metric that estimates the probabil-
ity that the test set is OOD. The key insight here is that the
higher this probability, the higher the chance that x is OOD,
such that it’s expected score/distance from DID, s(x) (Eq.
3) will in turn be more likely to be larger than that of a typ-
ical ID point xID. Assuming that OOD points will not be
typically closer to D than ID points, which is true by the
definition of OOD, then the minimum value of this proba-
bility is Pr[s(x) > s(xID)] = 0.5 if Dtest is 100% ID (no
clear difference between the test set and reference set score
distributions), and Pr[s(x) > s(xID)] = 1 if Dtest is 100%
OOD.

We then convert this to a metric, nRaDgroup (RaD for
group-level OOD detection normalized to a fixed range) that

ranges from 0 to 1 with

nRaDgroup := 2(Pr[s(x) > s(xID)]− 0.5). (7)

The final question is then how Pr[s(x) > s(xID)] can be
computed in practice; thankfully, the area under the ROC
curve (AUC) by definition is this quantity [20], which can
be easily computed, giving

nRaDgroup := 2(AUC[Stest, SID]− 0.5), (8)

where Stest := {s(x) : x ∈ Dtest} and SID is the refer-
ence distribution of ID scores, SID := {s(xID;DID \xID) :
xID ∈ DID}, as in Sec. 4.1.

We evaluate nRaDgroup for OOD-scoring OOD test sets
in Table 11, averaged over 10 randomly sampled test sets of
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size 100 for each trial, compared to using the FID or RaD-
FID between Dtest and DID. While all metrics assign a
higher score for the OOD test set than the ID test set, we
note that the scale of FID and RadFID OOD test set dis-
tance values changes noticeably depending on the dataset, a
factor which would be even more pronounced if considering
datasets of different sizes, as those metrics can be highly un-
stable for different sample sizes (Sec. 6). On the other hand,
nRaDgroup is ≈ 1 for the OOD test set in 3/4 datasets (be-
sides BraTS, due to it generally proving difficult for disen-
tangle the ID and the OOD distributions (Sec. 4.1)), making
it a more standardized, interpretable and practical metric.
This enables us to posit that a nRaDgroup score of ≈ 1 for
some new dataset means that the dataset is likely OOD.

We similarly see that for completely ID test sets (Table
12), nRaDgroup is ≈ 0 in 3/4 cases. While RadFID does
so for 4/4 cases, this doesn’t account for the fact that Rad-
FID is still highly sensitive to sample size, hurting its in-
terpretable, standardized, realistic use in this case. Finally,
we also show ablation studies in these two tables of using
ImageNet or RadImageNet features to compute nRaDgroup

instead of radiomic features, where we see that using these
learned features results in less stable OOD test set distance
values.

Metric Breast
MRI

Brain
MRI Lumbar CHAOS

FID 178 223 277 338
RadFID 0.22 0.35 1.23 1.64
nRaDgroup 1.00 0.62 0.95 1.00
+ImageNet 0.01 0.84 0.75 0.94
+RadImageNet 0.14 0.32 0.99 0.94

Table 11. Dataset-level OOD detection scores for OOD test sets.

Metric Breast
MRI

Brain
MRI Lumbar CHAOS

FID 92 73 77 48
RadFID 0.09 0.06 0.04 0.04
nRaDgroup 0.00 0.04 0.07 0.44
+ImageNet 0.22 -0.04 0.05 -0.05
+RadImageNet 0.1 -0.05 0.07 -0.13

Table 12. Dataset-level OOD detection scores for ID test sets.

C.7. Attempting to Interpret Differences between
Medical Image Distributions with Learned
Features

We applied feature inversion [55, 63] to visualize ∆h us-
ing ImageNet and RadImageNet features (via Lucent [41]),
for breast MRI and brain MRI UNSB translation models,
shown in Fig. 13. While the results hint at general textural
and shape changes from translation, they lack clear, quanti-
tative insights useful for clinical interpretation.

Figure 13. Attempts at medical image translation interpretability
via learned feature inversion.

D. Additional Discussion
D.1. Downstream Task Metrics as Image Distribu-

tion Distance Metrics
Here we will discuss how segmentation performance met-
rics are themselves distance functions between two distri-
butions of image features. If the predictions of the down-
stream task model on its test set and the corresponding
ground truth labels/segmentations are taken as “features” of
the images, then performance metrics such as Dice segmen-
tation coefficient, IoU, etc. are image distribution metrics
that clearly follow the topological requirements of distance
metrics: reflexivity, non-negativity, symmetry, and the tri-
angle inequality (Sec 2).

D.2. Best Medical Image Translation Models
Our comprehensive experiments notably suggest general
recommendations for medical image translation models.
For severe domain shifts (e.g., lumbar spine and CHAOS),
CUT performs best in both downstream tasks and percep-
tual metrics of RadFID and RaD, likely due to its contrastive
learning approach that preserves image structure. For more
subtle shifts (breast MRI and brain MRI), GcGAN performs
well, with UNSB and CycleGAN also effective for breast
MRI. We recommend CUT for high domain shifts and Gc-
GAN for moderate shifts.
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