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Abstract
Aspect-based Sentiment Analysis (ABSA) is a001
fine-grained task. Recently, using graph convo-002
lutional networks (GCNs) to model syntactic003
information has become a popular topic. In ad-004
dition, a growing consensus exists to enhance005
sentence representation using contrastive learn-006
ing. However, incorrect modelling of syntac-007
tic information may introduce additional noise.008
Meanwhile, as a method that implicitly incor-009
porates label information as prior knowledge,010
contrastive learning does not make sufficient011
use of this prior. To alleviate these problems,012
we propose C3LPGCN, which integrates Con-013
trastive Learning and Cooperative Learning014
with Prompt into GCN. To tackle the first is-015
sue, we propose mask-aware aspect informa-016
tion filter, which combines prompt-tuned infor-017
mation with aspect information to filter the syn-018
tactic information. We propose prompt-based019
contrastive learning and cooperative learning020
to utilise the label information further. We021
construct comparison samples containing la-022
bels so that the model pays more attention to023
aspect- and sentiment-related information dur-024
ing feature learning. Cooperative learning fur-025
ther extracts label information by aligning input026
samples’ representation and output distribution027
with true label samples. Extensive experiments028
on three datasets demonstrate that our method029
significantly improves the model’s performance030
compared to traditional contrastive learning031
methods. Moreover, our C3LPGCN outper-032
forms state-of-the-art methods. Our source033
code and final models are publicly available034
at github1.035

1 Introduction036

Aspect-based Sentiment Analysis (ABSA) (Zhang037

et al., 2021, 2022a) aims to predict the sentiment038

polarity of a specific aspect in a sentence. Fig-039

ure 1 shows a restaurant review in which the sen-040

timent expression of "Indian" is "authentic" and041

1https://anonymous.4open.science/r/
C3LPGCN-2E3B/readme

the sentiment expression of "prices" is "amazing". 042

Therefore, we discriminate the sentiment polarity 043

of these two aspects as positive. 044

PRON AUX ADJ PROPN ADP PROP
N

NOUN

authentic Indian at amazing priceshaveThey

Figure 1: Example of the ABSA task.

Prior studies employed long short-term mem- 045

ory(LSTM) (Tang et al., 2015; Wang et al., 2016) 046

and attention mechanism (Song et al., 2019; Ma 047

et al., 2017) to encode long-distance dependencies, 048

and these studies achieved remarkable results. Re- 049

cently, with the rise of graph neural networks (Tang 050

et al., 2020; Wang et al., 2020; Li et al., 2021), stud- 051

ies have been conducted to achieve syntactic-based 052

aggregation of word information via graph con- 053

volutional network(GCN) (Tian et al., 2021; Sun 054

et al., 2019) to enhance the performance of ABSA 055

further. Although GCN has achieved good results, 056

some situations may lead to errors in modelling 057

syntactic information: there is no obvious syntac- 058

tic relationship between aspect and sentiment in a 059

sentence, the sentence does not have a complete 060

syntactic structure, the syntactic dependency parser 061

is wrong, and so on. 062

In addition, to enable better modelling of aspect 063

and sentiment, many studies employ contrastive 064

learning (Liang et al., 2021; Wang et al., 2022; 065

Liu et al., 2022) to enhance sentence features. Su- 066

pervised methods use sentiment polarity for sam- 067

ple construction, while unsupervised methods con- 068

struct samples through data augmentation. These 069

methods implicitly introduce label information as 070

a priori. However, such methods do not make suffi- 071

cient use of this label information. 072

To address the above problems, we propose a 073

novel C3LPGCN, integrating Contrastive Learn- 074

ing and Cooperative Learning with Prompt into 075

Graph Convolutional Network. On the one hand, to 076
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mitigate the errors of GCN in modelling syntactic077

information, we propose mask-aware aspect infor-078

mation filter(MAF) based on prompt tuning, which079

combines the mask representation and aspect infor-080

mation to filter syntactic features further. Prompt081

tuning (Lester et al., 2021; Wang et al., 2023) is a082

method to convert downstream tasks into mask pre-083

diction tasks by constructing an auxiliary template.084

Due to the properties of the pre-trained language085

model(PLM) (Devlin et al., 2018; Liu et al., 2019),086

the representation obtained through prompt tuning087

contains PLM’s understanding of ABSA and the088

reasons for making predictions, i.e., the sentiment089

expression. By filtering syntactic information by090

combining this representation with aspect informa-091

tion, the model can alleviate the noise generated by092

modelling syntactic information.093

On the other hand, in response to the underuti-094

lization of label information as a priori, we propose095

prompt-based contrastive learning and cooperative096

learning. Specifically, we construct samples con-097

taining sentiment labels and perform contrastive098

learning, thus allowing the model to focus more on099

aspect- and sentiment-related information during100

feature learning. While in cooperative learning,101

we make the representations of input samples and102

true label samples feature consistent by calculating103

their KL divergence; at the same time, we pass104

them through the same network for sentiment anal-105

ysis and use the output distribution of the true label106

samples as the label of the input samples. In this107

way, the prior knowledge contained in the label108

samples is further learned.109

Our contributions can be summarized as follows:110

• We propose C3LPGCN mitigate the noise gen-111

erated when modelling syntactic information by112

utilizing PLM’s prediction. Meanwhile, we pro-113

pose using label information as an explicit priori114

to learn aspect- and sentiment-related informa-115

tion adequately.116

• We propose MAF, which realizes the filtering of117

syntactic information by combining aspect infor-118

mation with prompt tuning information. Mean-119

while, we propose prompt-based contrastive and120

cooperative learning to learn further the prior121

knowledge contained in label samples.122

• Extensive experiments on three datasets show123

that our method can be combined with existing124

contrastive learning methods to perform better,125

and our C3LPGCN method outperforms state-of-126

the-art methods.127

2 Related Work 128

2.1 Aspect-based Sentiment Analysis 129

With the development of deep learning, ABSA has 130

achieved good performance. Several studies uti- 131

lized attention mechanisms and LSTM to extract 132

deep semantic information from sentences. Ma 133

et al. (2017) proposed IAN to model the relation 134

between aspect and context. Song et al. (2019) 135

proposed an attention encoder to map the semantic 136

interactions between aspect and context. 137

Subsequently, modelling syntactic information 138

became a research hotspot. Li et al. (2021) allevi- 139

ated the noise generated while modelling syntactic 140

information by interactively incorporating syntactic 141

and contextual information. Zhang et al. (2022b) 142

proposed a self-attention-based aspect-aware at- 143

tention mechanism to learn aspect-related seman- 144

tic associations and global semantics. Ma et al. 145

(2023) proposed using Abstract Meaning Repre- 146

sentation to replace syntactic dependency trees and 147

strengthen sentence features through an attention 148

mechanism. 149

Recently, some studies have used contrastive 150

learning for ABSA. Liang et al. (2021) leveraged 151

contrastive learning to distinguish sentiment fea- 152

tures from the perspectives of sentiment polarity 153

and patterns. Liu et al. (2022) proposed eliminat- 154

ing the interference of aspect-irrelevant features 155

through feature distillation and utilising supervised 156

contrastive learning to capture internal information 157

between sentences. Li et al. (2023) conducts su- 158

pervised contrastive learning on different aspects, 159

reducing the representation differences of aspects 160

within the same relationship category. 161

2.2 Prompt Tuning 162

Prompt tuning is an approach that transforms down- 163

stream tasks into mask prediction tasks. Recently, 164

Schick and Schütze (2020) proposed PET, which 165

uses prompt tuning to make PLM understand the 166

given task and then implements semi-supervised 167

learning on a large scale of unlabeled data by as- 168

signing soft labels. Jiang et al. (2020) proposed a 169

method based on encoding transformation to im- 170

prove the PLM’s ability to extract knowledge. Chen 171

et al. (2022b) introduced KnowPrompt, which in- 172

jects potential knowledge contained in relation la- 173

bels into learnable prompt construction and uses 174

this for relation extraction. 175
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Figure 2: Overall architecture of the proposed C3LPGCN.

3 Proposed Model176

Figure 2 shows an overview of C3LPGCN. In177

this section, we first introduce the definition of178

the ABSA task. After that, we will present our179

proposed C3LPGCN, composed of five compo-180

nents: input construction and embedding layer, con-181

trastive learning, prompt-based cooperative learn-182

ing, GCN layer and mask-aware aspect information183

filter layer.184

3.1 Problem Formulation185

For a given sentence S and its correspond-186

ing aspect a, where S = {w1, w2, ..., wn},187

a = {a1, a2, ..., ak}, a is a subsequence of S,188

ABSA is to predict the sentiment polarity y ∈189

{positive, negative, neutral} of the given aspect.190

For the sake of simplicity, we perform prediction191

on one aspect at a time for sentences containing192

multiple aspects.193

3.2 Input Construction and Embedding Layer194

In contrast to other studies that use sentence-aspect195

pair as input, we construct prompt templates spe-196

cific to the ABSA task and concatenate them with197

the sentence, using them as input of the BERT en-198

coder. For a given sentence S and the aspect a, we199

construct its prompt template:200

Tprompt = [p1, p2, ..., a, ..., [MASK]], (1)201

where pi is the constructed template, while 202

[MASK] is the token of PLM’s masking process. 203

Taking "No disk is included" as an example, where 204

the aspect is "disk", we can construct a template 205

like "the disk is [MASK]." Then, we can get a 206

sample input for BERT: 207

Sin = [[CLS], S, [SEP], Tprompt, [SEP]] (2) 208

Feeding Sin into BERT, we can obtain its represen- 209

tation Hin To perform prompt-based contrastive 210

learning and cooperative learning, we construct la- 211

bel samples for the input, i.e., replacing [MASK] 212

with the labels we set in the prompt template. We 213

set up three kinds of label templates based on the 214

real sentiment labels of the training data: 215

Tpos = [p1, p2, ..., a, ..., Lpos],

Tneg1 = [p1, p2, ..., a, ..., Lneg1],

Tneg2 = [p1, p2, ..., a, ..., Lneg2],

(3) 216

where Lpos is the true sentiment label of S and 217

Lneg1, Lneg2 are the false sentiment labels we con- 218

structed. Similarly concatenating them with S and 219

feeding them into BERT, we can obtain their rep- 220

resentations Hpos, Hneg1, Hneg2. It can be seen 221

that the input sample and contrastive samples are 222

identical in form , both can be represented as: 223

Hi = {hicls, hi1, ..., hin+m+2} (4) 224
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where i ∈ {in, pos, neg1, neg2}, Hi ∈ Rt×dbert ,225

n and m denote the length of S and the template,226

respectively, t = m+n+2. We conducted template227

experiment in Appendix A.228

3.3 Contrastive Learning229

In this section, we use supervised and prompt-230

based contrastive learning to improve further the231

model’s ability to model aspects and sentiment ex-232

pression.233

3.3.1 Supervised Contrastive learning234

Same as other supervised contrastive learning meth-235

ods, for any input sample H i
in, we take the samples236

with the same polarity within a batch B as posi-237

tive samples. Otherwise, it is negative. Then, the238

contrastive loss is formulated as follows:239

Lscl =
1

N

∑
Lsup(h

in
i ),

Lsup(hi) = − log

∑
y(ai)=y(aj)

sim(hi, hj)∑
j∈B

sim(hi, hj)
,

(5)240

where N is the batch size and hini is the pooled241

output of H i
in, sim(·) is the cosine similarity,242

y(ai) = y(aj) denotes hi has the same sentiment243

polarity as hj . With supervised contrastive learn-244

ing, sentences with the same sentiment polarity245

are brought closer in feature space, while the dis-246

tance between sentences with different sentiment247

polarities is pushed farther apart.248

3.3.2 Prompt-based Contrastive Learning249

In supervised contrastive learning, we use sen-250

timent polarity to construct contrastive samples,251

equivalent to introducing label information as a pri-252

ori into feature learning. However, since in super-253

vised contrastive learning, we only know that the254

labels of the input and contrastive samples are dif-255

ferent, this priori is implicit. To further utilize label256

information, we propose prompt-based contrastive257

learning to introduce label information explicitly.258

For a input sample H i
in, we have constructed its259

corresponding label samples H i
pos, H

i
neg1, H i

neg2.260

Thus, our training objective can be formulated as261

follows:262

Lpcl =
1

N

∑
Lp(h

in
i ),

Lp(h
in
i ) = − log

sim(hini , hposi )∑
j∈B

sim(hini , hallj )
,

(6)263

where hallj denotes all the false label samples we 264

constructed in batch B. Compared to supervised 265

contrastive learning, our method explicitly intro- 266

duces the true sentiment labels, thus allowing the 267

model to learn information related to ABSA more 268

directly during representation learning. 269

3.4 Cooperative Learning 270

To further utilize the prior knowledge contained 271

in the true label samples, we propose cooperative 272

learning, which consists of two components; on 273

the one hand, for the input representation Hin and 274

its true label sample Hpos, we take the represen- 275

tations of the corresponding parts HS
in, HS

pos of 276

the original sentence S. After that, we compute 277

the KL divergence between them to learn the prior 278

distribution of true label samples: 279

LKL =
∑

KL(HS
in||HS

pos) (7) 280

On the other hand, we feed the true label sam- 281

ple and the input sample into the same ABSA net- 282

work and obtain their predicted distribution p(a), 283

ppos(a), and use the ppos(a) as the label of p(a) to 284

calculate the consistency loss: 285

ypos(a) = argmax(ppos(a)),

LCL = −
∑
S

∑
a∈AS

ypos(a) · log p(a) (8) 286

where AS is the aspect collection of the sentence 287

S. 288

3.5 GCN Layer 289

We leverage syntactic dependency trees to aid the 290

model in learning syntactic features and establish 291

the relationship between aspect and sentiment. We 292

use the LAL-Parser (Mrini et al., 2019) to obtain 293

the adjacency matrix of the dependency tree for 294

the sentence. The syntactic dependency adjacency 295

matrix A for each sentence is constructed by the 296

following rule: 297

Aij =


1 if i = j, (self loop),
1 if i and j are dependent,
0 otherwise

(9) 298

Afterwards, we use GCN to aggregate the syntac- 299

tic information. Given the sentence representation 300

H l−1
syn of layer (l − 1) and A, the l−th representa- 301

tion is defined as follows: 302

H l
syn = RELU(AH l−1

synW
l
syn + blsyn) (10) 303
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where W l
syn, b

l
syn are trainable parameters of the304

l−th layer. And H0
syn is the part of input represen-305

tation Hin corresponding to the original sentence306

S, that is HS
in.307

3.6 Mask-aware Aspect Information filter308

We introduce prompt tuning into ABSA to miti-309

gate the noise generated when modelling syntactic310

information. The training process of PLM shows311

that the model’s prediction of the mask position312

depends on the contextual information. PLM’s pre-313

diction of the mask position certainly incorporates314

the understanding of the prompt we constructed315

and the sentence. Therefore, we propose mask-316

aware aspect information filter, which filters syn-317

tactic information by combining the prompt-tuned318

information with aspect information.319

Given a masked language model L, we feed320

the representation of input samples Hin into it,321

resulting in predictions for the [MASK] position322

in the prompt template (e.g., great(positive), terri-323

ble(negative)). The process is depicted as follows:324

HMLM = GELU(HinWMLM + bMLM ),

Hout = HMLMWout + bout,
(11)325

where HMLM ∈ Rt×dbert , Hout ∈ Rt×dvocab ,326

WMLM , bMLM , Wout, bout are trainable param-327

eters. Subsequently, we define a mapping function328

M : Y → V to map the true sentiment labels to the329

output words of the masked language model. By330

doing so, we can obtain the predicted probabilities331

ppt(a) for the true sentiment polarity y(a) of the332

aspect in the sentence:333

ppt(a) = p([MASK] = M(y(a))|Hout) (12)334

Subsequently, we utilize cross-entropy as the loss335

function to fine-tune the PLM and the masked lan-336

guage model:337

Lpt = −
∑
S

∑
a∈AS

y(a) · log (ppt(a)) (13)338

In the process of prompt tuning, we utilize MAF339

to combine the representation of mask position340

hinmask with aspect information hina to achieve the341

filtering of syntactic information. The formulas are342

as follows:343

H ′
syn = H l

synW
′
syn + b′syn,

hMAF = (
1

k

k∑
i=1

hsynai + hinmask)Wa + ba,

α = softmax(hMAF × (H ′
syn)

T ),

hMAF = αH l
syn,

(14)344

where k is the length of aspect in the PLM, hsynai , 345

hinmask denote the representation of aspect words 346

and [MASK] position in H l
syn and Hin, respec- 347

tively. W ′
syn, b′syn, Wa, ba are trainable parameters. 348

With this approach, the model can take into ac- 349

count both aspect information and prompt tuning 350

information, thus mitigating the noise generated by 351

modeling errors in syntactic information. 352

3.7 Target Aspect Sentiment Analysis 353

The final feature representation used for ABSA is 354

obtained by utilizing the representations generated 355

from the aforementioned components. The repre- 356

sentation can be described as follows: 357

Xa = hin ⊕ hMAF ⊕ hinmask (15) 358

where ⊕ is concatenation, hin is the pooled output 359

of Hin to represent the entire sentence, hMAF is 360

the output of MAF, while hinmask is the representa- 361

tion corresponding to the MASK position during 362

prompt tuning. Then, we feed the obtained rep- 363

resentations into a linear classifier with softmax 364

to obtain the probability distribution p(a) of senti- 365

ment polarity. The process can be represented as 366

follows: 367

p(a) = softmax(XaWp + bp) (16) 368

where Wp, bp are trainable parameters. 369

3.8 Loss Function 370

We use the loss as follows in the training process 371

for gradient descent: 372

Ltotal = Lpre + λ1Lpt + λ2LKL

+λ3LCL + λ4Lscl + λ5Lpcl

(17) 373

where λs are hyperparameter, Lpre is the loss of 374

final classifier: 375

Lpre = −
∑
S

∑
a∈AS

y(a) · log (p(a)) (18) 376

Table 1: Statistics of datasets.

Dataset Division Positive Negative Neutral

Laptop Train 976 851 455
Test 337 128 167

Restaurant Train 2164 807 637
Test 727 196 196

Twitter Train 1507 1528 3016
Test 172 169 336
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4 Experiments377

4.1 Datasets378

We conducted experiments on three publicly avail-379

able benchmark datasets. Laptop is a collection380

of user reviews and opinions about laptops and re-381

lated products. The Restaurant consists of reviews382

and opinions about restaurants. Both the Laptop383

and Restaurant are from SemEval14 (Pontiki et al.,384

2014). Twitter (Dong et al., 2014) is a collection385

of tweets. The three datasets consist of sentiment386

polarities: ’positive’, ’negative’, and ’neutral’. Lap-387

top and Restaurant include sentences with single388

and multiple aspects, while the Twitter dataset con-389

tains sentences with only one aspect. The statistical390

information for these three datasets is summarized391

in Table 1.392

4.2 Baseline Models393

1) AEN (Song et al., 2019) proposes an attention-394

based encoder to model the relationship between395

aspect and context. 2) IAN (Ma et al., 2017) inter-396

actively learns the relationship between aspect and397

their context. 3) BERT-SPC (Song et al., 2019)398

uses the representation of the [CLS] token of BERT399

for ABSA. 4) DualGCN (Li et al., 2021) simulta-400

neously considers syntactic and semantic informa-401

tion for ABSA. 5) SSEGCN (Zhang et al., 2022b)402

proposes aspect-aware attention to learn semantic403

associations and global semantics. 6) dotGCN404

(Chen et al., 2022a) utilizes reinforcement learn-405

ing to construct a language-independent discrete406

latent opinion tree for ABSA. 7) DLGM (Mei et al.,407

2023) proposes leveraging neurons to extract spe-408

cific language attributes. 8) APARN (Ma et al.,409

2023) utilizes a new semantic structure to replace410

syntactic dependency tree. 9) BERT-SCon (Liang411

et al., 2021) proposes using supervised contrastive412

learning to distinguish sentiment features in terms413

of sentiment polarity and patterns. 10) AFDEN414

(Liu et al., 2022) proposes a distillation module to415

better learn the aspect-unrelated features and elim-416

inate the interference of aspect-unrelated features417

11) APSCL (Li et al., 2023) proposes a framework418

that capturing relationships between aspects and419

enhances their features through contrastive learn-420

ing.421

4.3 Implementation Details422

In this experiment, all models we implemented423

utilize BERT-base-uncased as the pre-trained lan-424

guage model. When calculating the training loss,425

λs is set to (0.01, 0.1, 0.1, 1.0, 0.3). We use the 426

Adam optimizer for gradient descent. The learning 427

rate for the PLM is set to 3e-5, while the learning 428

rate for the other layers is set to 1e-4. In the GCN 429

layer, we set the number of layers for the GCN in 430

the range of [1, 3]. We use Accuracy and Macro- 431

F1 to evaluate the performance of our proposed 432

C3LPGCN as well as the baseline methods. For 433

more implementation details, please refer to our 434

code. 435

4.4 Main Result 436

We compared our model with other models, and the 437

results are shown in Table 2. The results show that 438

(1)Our C3LPGCN obtained the best result in the 439

three datasets. (2)Modeling syntactic information 440

performs better than methods that model contextual 441

information, such as attention. (3)Using PLM can 442

make the model perform better, and it’s become 443

a consensus to use PLM. (4)Compared to meth- 444

ods that use syntactic information, methods that 445

use contrastive learning methods tend to be sim- 446

pler in structure and therefore perform slightly less 447

well. (5)In our model, we combine prompt-tuned 448

information and aspect information to filter syn- 449

tactic information, thus alleviating the noise when 450

modelling syntactic information. Also, we explic- 451

itly introduce sentiment label information using our 452

proposed prompt-based contrastive learning and co- 453

operative learning to obtain the best performance. 454

(6)Compared to supervised contrastive learning, 455

prompt-based contrastive learning can also improve 456

the model’s performance, and these two methods 457

can be used together for better results. 458

4.5 Ablation Study 459

To verify the effectiveness of different modules, 460

we performed ablation studies as shown in Table 461

2. First, the model’s performance decreased after 462

removing supervised contrastive learning, suggest- 463

ing that supervised contrastive learning can learn 464

the similarities and differences between samples. 465

When prompt-based contrastive learning or cooper- 466

ative learning is removed, the model’s effectiveness 467

likewise deteriorates because, with prompt-based 468

contrastive learning and cooperative learning, the 469

model learns information relevant to ABSA from 470

true label samples. When we use only aspect in- 471

formation for sentiment classification, the model 472

becomes less effective due to the noise generated 473

when modelling syntactic information. Similarly, 474

the model does not perform well when using only 475
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Table 2: Performance of different methods on the three datasets. "∗" denotes our implementation. The best results
are in bold, and the second-best are underlined.

Category Models Laptop Restaurant Twitter
ACC Macro-F1 ACC Macro-F1 ACC Macro-F1

w. Contextual information
AEN 73.51 69.04 80.98 72.14 72.83 69.81
AEN+BERT 79.93 76.31 83.12 73.76 74.71 73.13
IAN 72.10 - 78.60 - - -
BERT-SPC 79.91 76.30 85.61 79.05 76.21 74.78

w. Syntactic information

DualGCN-BERT 81.80 78.10 87.13 81.16 77.40 76.02
dotGCN-BERT 81.03 78.10 86.16 80.49 78.11 77.00
SSEGCN-BERT 81.01 77.96 87,31 81.09 77.40 76.02
DLGM-BERT 82.61 79.24 87.35 81.88 74.96 73.37
APARN-BERT 81.96 79.10 87.76 82.44 79.76 78.79

w. Contrastive learning

BERT-SCon 80.23 76.48 86.51 80.55 - -
APSCL-BERT 81.02 78.47 86.86 81.28 - -
AFDEN 82.13 78.81 87.41 82.21 78.47 77.27
BERT+SCL∗ 80.54 77.32 86.24 79.74 76.07 74.99
BERT+PCL∗ 81.01 76.98 86.60 79.67 76.66 75.22
BERT+C3LP∗ 81.80 78.46 86.68 80.73 77.55 76.28

ours

Our C3LPGCN 82.75 79.61 87.85 82.44 79.32 78.44
w/o LCL 81.49 78.69 87.13 82.25 78.43 77.47
w/o LKL 81.65 78.04 87.22 81.71 77.25 76.18
w/o Lpcl 81.17 77.68 86.86 80.60 76.66 75.55
w/o MAF 81.08 77.42 85.43 77.40 75.63 74.93
+aspect 81.33 77.70 86.33 80.38 77.10 75.73
+mask 81.17 77.84 86.15 80.20 75.92 74.82

Table 3: Case studies of our C3LPGCN model compared with other baselines

Sentences AEN+BERT DualGCN-BERT Our C3LPGCN
From the speed to the gestures
this operating system beats windows easily. (O×,O×,P√,N√) (P√,P√,P√,N√) (P√,P√,P√,N√)

It has all the expected features and a wide
screen and more than roomy keyboard. (P√,O×,P√) (P√,P√,N×) (P√,P√,P√)

I use it mostly for creation (audio) and its reliable. (P√,OF) (P√,OF) (P√,P√)

aspect information for filtering. Whereas, when us-476

ing only mask information, the model may ignore477

aspect information, and thus, the model becomes478

less effective(experiments in Sec 4.7 proved this479

point).480

4.6 Case Study481

We conducted a case analysis as shown in Table 3.482

The notations P, N and O represent positive, nega-483

tive and neutral sentiment, respectively.The results484

indicate that modelling syntactic information leads485

to better results when there is a long distance be-486

tween the aspect and sentiment expression. This is487

because, compared to direct attention-based aggre-488

gation, GCN enables more accurate aggregation of489

aspect and corresponding sentiment expression. On490

the other hand, when there is no explicit syntactic491

relationship between aspect and sentiment expres-492

sion, our proposed C3LPGCN outperforms other493

models because our model not only considers syn-494

tactic information but also incorporates sentiment495

expression modelling information from PLM and496

uses contrastive learning and cooperative learning 497

to enhance sentence features further. 498

4.7 Attention Visualization 499

To explore the impact of our proposed MAF, we 500

investigated the differences in attention weights 501

using different information for filtering. We visu- 502

alized the attention weights using sentence "the 503

durability of the laptop will make it worth the 504

money." from the laptop dataset, where the aspect 505

is "durability". As shown in Figure 3. When us- 506

ing only the aspect information, the model assigns 507

the highest weight to the aspect, which indicates 508

that the model focused more on the aspect. On the 509

other hand, when using the mask information, the 510

model assigns the highest weight to the sentiment 511

expression "it worth the money." It is shown that by 512

prompt tuning, it is possible to obtain the reason for 513

the sentiment prediction, i.e., the sentiment expres- 514

sion. In contrast, our proposed MAF combines the 515

MASK position and aspect information to consider 516

both aspect and sentiment expression. Therefore, 517
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the durability of the laptop will make it worth the money .

MAF

MASK

ASPECT

Aspect terms: durability     Label: Pos.       Predict: Pos.

Figure 3: Visualization of attention weights calculated using different information.
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Figure 4: Feature visualization of using different methods

it somewhat alleviates the noise caused by wrong518

syntactic information.519

4.8 Feature Visualization520

To verify the effectiveness of prompt-based con-521

trastive learning, we performed the visualization522

shown in Figure 4 using t-SNE (van der Maaten523

and Hinton, 2008). The results show that the fea-524

ture distribution of different sentiments is tighter525

when using only BERT. After using supervised con-526

trastive learning, the boundary distance between527

different sentiments increases significantly, indicat-528

ing that the model learns the similarities and dif-529

ferences between different samples through super-530

vised contrastive learning. Similarly, when using531

prompt-based contrastive learning, the feature dis-532

tances of different sentiments become larger due to533

using false label samples of other sentences as neg-534

ative samples. Still, the feature distribution of the535

same polarity is also slightly larger than supervised536

contrastive learning because there is only one posi-537

tive sample for an input sample. After combining538

supervised contrastive learning with prompt-based539

contrastive learning, the boundaries of different540

sentiments become more obvious, and the distribu-541

tion of the same sentiment becomes tighter.542

5 Conclusion 543

In this paper, we propose C3LPGCN. On the one 544

hand, to mitigate the noise that may arise when 545

modelling syntactic information, we propose mask- 546

aware aspect information filter, which filters syn- 547

tactic information by combining prompt-tuned rep- 548

resentations with aspect information. On the other 549

hand, we propose prompt-based contrastive learn- 550

ing and cooperative learning methods that explicitly 551

introduce label information. Extensive experiments 552

on three datasets demonstrate the effectiveness of 553

our approach. 554

In this paper, we employed a manual construc- 555

tion approach for prompt templates. The uncer- 556

tainty associated with manual construction leads to 557

varying effects of different templates on the model 558

performance. In future work, we plan to explore 559

the use of continuous prompts. Additionally, we 560

aim to extend our prompt-based contrastive learn- 561

ing and cooperative learning to a broader range of 562

natural language processing tasks. 563
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A Template Analysis728

We investigated the impact of different templates729

on model performance, and the results are shown730

in Table 5. The table presents the results obtained731

using the prompts constructed in Table 4. The fol-732

lowing observations can be made: (1) Different733

Table 4: The prompt templates and labels we con-
structed manually in our experiments, < a > denotes
the aspect. We concatenate them with the original sen-
tence to form the input and labeling samples

Index Template Label words

t0 The sentiment of < a > is [MASK] P:positive, N:negative, O:neutral
t1 The sentiment of < a > is [MASK] P:nice, N:bad, O:none
t2 The sentiment of < a > is [MASK] P:negative, N:neutral, O:positive
t3 The < a > is [MASK] P:good, N:terrible, O:ok
t4 The < a > is [MASK] P:positive, N:negative, O:neutral
t5 How about < a > ? it is [MASK] P:good, N:terrible, O:ok
t6 What do you think of the < a > ? it is [MASK] P:good, N:terrible, O:ok

Table 5: Experimental results on the three datasets with
different templates. The best results are in bold.

Template Laptop Restaurant Twitter
ACC Macro-F1 ACC Macro-F1 ACC Macro-F1

t0 82.75 79.61 87.85 82.41 79.32 78.44
t1 81.80 78.97 87.04 81.16 76.96 75.74
t2 81.48 77.86 86.15 79.29 76.96 75.83
t3 81.33 78.41 86.24 80.15 74.89 73.33
t4 81.65 78.72 86.15 80.57 75.63 74.46
t5 82.28 78.86 85.43 79.23 75.18 74.09
t6 81.80 78.60 86.51 80.38 76.96 75.86

prompts and label words have a significant influ- 734

ence on the model’s performance. (2) When us- 735

ing the same prompt, different label words yield 736

varying results. However, compared to the perfor- 737

mance differences resulting from using different 738

label words and the same prompt, the differences 739

are relatively smaller. This indicates that the selec- 740

tion of the template plays a more crucial role. (3) 741

When the semantic meaning of the label word is 742

completely opposite to the sentiment label, there is 743

a certain decrease in model performance. However, 744

since our model also extracts other features of the 745

sentence, the extent of performance degradation is 746

limited. 747
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