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Abstract

A two-stage novel generation framework (out-
line -> section outline -> manuscript) is widely
used in long novel generation,(e.g., DOME,
PLAN&WRITE, LONG WRITER), but study
of such framework in ultra long novel(>1M
words) reconstruction is little.

Building on recent text compression meth-
ods (LLMZip, LLM2VEC), we conduct an
information-theoretic analysis to quantify se-
mantic distortion under different compres-
sion—expansion ratios. We examine how out-
line length affects information preservation.
Experiments on ultra-long novels show that the
optimal compression-expansion ratio signifi-
cantly reduces semantic distortion compared
to other non-optimal compression-expansion
ratio.

1 Introduction

We observe a fundamental phenomenon in large-
scale novel generation (Li et al., 2022; Su et al.,
2022): When a million-word novel is summarized
into a 1,000-word outline by an LLM (e.g., Chat-
GPT) and then expanded, the result shows substan-
tial distortion, detail loss, and semantic divergence.
In contrast, compressing a 100k-word novel into a
10k-word outline and expanding it preserves mean-
ing more faithfully.

Studies such as LongWriter agree that generating
100k+ word novels typically follows an outline-
to-novel workflow. The quality depends on two
prompt-side variables: (i) outline length, and (ii)
detail density (e.g., characters, plots, scenes). A
trade-off emerges: fewer tokens and sparse detail
reduce quality, while rich, lengthy prompts shift
the burden to the human author.

Our ultimate goal is to generate detail-rich ultra-
long novels from minimal outlines. However, since
"detail" itself is hard to define and evaluate directly,
we instead study the detail loss in reconstruction

of ultra-long novels under varying compression
ratios using large language models, as a proxy for
generation quality.

1.1 Motivation

Ultra-long novels (1M+ words) are highly popular
on WuxiaWorld, Fangie, and Qidian, making auto-
mated generation a key goal. Since ChatGPT, mod-
els like LLaMA (Grattafiori et al., 2024), DeepSeek
(DeepSeek-Al et al., 2025), Qwen (Bai et al., 2023),
Gemini (Team et al., 2024), and GPT-40 (OpenAl
et al., 2024) have advanced long-context process-
ing.

However, despite 1 M-token input capacity, out-
put limits (e.g., 16k) make faithful reconstruction
difficult (Mikhaylovskiy, 2023). Although many
prior studies have addressed novels up to 100k
words, empirical evidence is lacking to show that
methods effective at this scale naturally extend to
generating novels of 1 million words. The chal-
lenges on the million-word scale, maintaining co-
herence, thematic consistency, and character devel-
opment, are qualitatively and quantitatively differ-
ent. Inspired by the encoder—decoder paradigm,
we adopt a reconstruction-based framework as a
surrogate objective to study and improve ultra-long
text generation.

Model Context Size Max TPM Max Output
Gemini 2.0 Flash 1,000,000 1,000,000 8,192
Claude 3.7 Sonnet 200,000 200,000 128,000
GPT-4.1 1,000,000 400,000 16,000
Chatgpt-40 128,000 800,000 16,384
LLAMA 4 Scout 10,000,000 1,000,000 8,000
OPENAI O3 200,000 200,000 100,000

Table 1: Comparison of large language models by con-
text size, maximum tokens processed in a minute, and
maximum output length in tokens. On average, one
token corresponds to roughly 3 words in English, 2 in
Chinese. We quote the tier 3 TPM limit for GPT-4.1,
OPENAI O3, and tier 3 TPM limit for Claude 3.7 Son-
net. Data are collected from their websites.
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Figure 1: Pipeline for ultra-long novel generation using hierarchical outline approach. Our method maintains
narrative fidelity by optimizing compression-expansion ratios across multiple stages.

1.2 Contribution

* We establish a quantitative relationship be-
tween outline compression-expansion ratios
and distortion (detail loss) through experi-
ments. R = 0.01 is the optimal compression-
expansion ratio under our configuration and
experiment.

* We propose and empirically verify that mixed
two-stage hierarchical outline decreases dis-
tortion in generated novels compared to tradi-
tional one-stage and two-stage approaches.

1.3 Related Work

Long-text Generation. Long-text generation in-
troduces challenges in coherence, planning, and
discourse modeling (Kumar et al., 2024; Que
et al., 2024; Wu et al., 2025). Techniques include
retrieval-augmented generation (Lewis et al., 2021),
self-refinement (Madaan et al., 2023), and iterative
lengthening (Quan et al., 2024). Novel generation
demands plot and character consistency over long
spans (Xie et al., 2023; Yao et al., 2019; Guan et al.,
2021). Hierarchical planning (Wang et al., 2023;
Yang et al., 2023; Wang et al., 2024), memory-
based agents (Bai et al., 2024), and reinforcement-
based control (Doshi and Hauser, 2024; Chhun)
have been explored, but ultra-long contexts remain
difficult.

LLM-based compression. Some work treats
LLMs as adaptive entropy coders (Shin), e.g.,
LLMZip (Valmeekam et al., 2023) and DEEPZIP
(Goyal et al., 2018), achieving near-Shannon com-
pression via token probability coding. We instead
explore lossy but semantically faithful compres-
sion: can an LLM expand a sparse outline into
a coherent million-word novel? We analyze the
acceptable range of outline entropy Houtine that
balances compression with reconstructive fidelity.

LLM as judge. We assess both (i) distortion
from the original novel and (ii) the quality of
generated output. Distortion metrics include tra-
ditional algorithms (Cosine, Hamming, Jaccard,
Levenshtein, TF-IDF) (Gahman and Elangovan,
2023a; Gomaa and Fahmy, 2013; Singh and Singh,
2020; Wang and Dong, 2020; Gahman and Elango-
van, 2023b) and pre-trained models (BERTScore,
BLEU, ROUGE, METEOR) (Guan et al., 2022;
Xiao et al., 2024; Yu et al., 2024; Yuan et al.,
2023). Novel quality is evaluated via aesthetic
score, coherence, creativity, consistency, and flu-
ency (Ichmoukhamedov et al., 2024; Venkatraman
et al., 2024), with recent studies proposing LLMs
themselves as evaluators (Gu et al., 2025).



2 Methodology

2.1 Notation and Two-Stage Pipeline.

Let X, € Vo denote the original novel with Lg
words. A sequence of K compression mappings

{pi: V-1 5 VI

produces progressively shorter outlines
Xi = ¢i(Xi-1),

where X; € Vi and «; is the cumulative compres-
sion ratio after level .

Restoration applies the corresponding expansion
mappings

(v : V= VR s X = i(X0),

with initials

Xk = Xk, X = X,.

The overall objective, following rate—distortion the-
ory(Blau and Michaeli, 2019), is

H(Xk) 5

R=""E) o DR, Xo) < e,
Lo

min
{pi i},
where H(-) is defined as the number of words of
text(Bentz et al., 2017) and D(-, -) is a task-specific
distortion bounded by ¢ in our study.

Outline-Expansion Pipeline. We implement
three pipelines, as shown in Figure 1: (i)Single-
Stage: generated from the full novel, then ex-
panded directly to explore distortion under extreme
compression. (ii)Hierarchical Two-Stage: The
compression first reduces the original novel Xj to
a high-level outline X; with rate 1, and then fur-
ther compresses it to a global summary Xo with
rate co. The expansion reconstructs X 1 from X,
and finally recovers X o from e 1.

(iii)Mixed Two-Stage: The compression is the
same as above. However, the expansion skips the
intermediate outline and directly reconstructs Xo
from X5, under varying compression ratios R.

We can derive the compression ratio to be R =
a1 X (9.

Using traditional methods like LZ77, lossless
compression achieves R ~ 0.5 (Amir et al., 2024),
which serves as a lower bound.

We define distortion as a composite of Cosine
distance, BERTScore, and Euclidean distance of
detail counts, detailed in our evaluation metrics.

2.2 Dataset Configuration

We sample 40 public-domain Chinese novels (10
each from Fantasy, Urban, Romance, and Histor-
ical genres) from dataset (zxbsmk, 2023). Each
1M-word novel is split into 5,000-word chapters
for reliable processing.

Compression/expansion prompts are detailed in
Appendix C-D. Translation experiments confirm
language versions have minimal impact.

For evaluation (Appendix J), we generate 200
section and one global outline per novel. Eight
chapters per novel are reconstructed for compari-
son.

2.3 Controlled Variables.

Our configuration space is defined by five inde-
pendent factors: (i) the novel genre selected for
evaluation; (ii) the compression ratio applied at
each outline level (global and section); (iii) the
LLM model, which is the backbone model.

2.4 Evaluation Metrics

To quantify reconstruction distortion, we define a
three distance function D(X, X) as:

Dyad (X, X ) combines one minus the cosine sim-
ilarity score and one minus BERTScore between
embeddings of original and reconstructed novels;

Dim(X, X) is the average GPT-40 judgment
score across semantic, plot, character, background,
and style similarity;

Dgtruct (X, X ) measures absolute differences in
counts of unique characters, scenes, and items.

3 Experiment

We evaluate hierarchical compression—expansion
strategies for ultra-long novel generation using
Gemini 2.0 Flash (temperature = 0.3), focusing
on: (1) How do different compression ratios affect
semantic fidelity? (2) Does a two-stage outline hier-
archy (K = 2) outperform a single-stage (K = 1)?

Gemini is chosen for its large context window
and throughput efficiency. Each novel involves
near 3M input and 500K output tokens.

3.1 Baseline Setup (K = 1)

We test a single-stage pipeline using a 10,000-word
outline (R = o3 =~ 0.01) generated from the full
novel, then expanded directly to explore distortion
under extreme compression.

We compare four methods: (A) Human-written
original, (B) Translate — Reconstruct, (C) Direct



Setting R = a3 X a2 Cosine BERT F1 SemSim CharSim StyleSim CharDiff SceneDiff PropDiff

B 1.000 0.922 £0.054  0.602 £ 0.085 0912+ 0.081 0914 £0.104 0919 +0.096 050 £ 1.18 036 4+099  0.44 £ 1.00
C 0.010 0.645 + 0.069 0.169 % 0.038 0.418 4 0.179 0.410 % 0.195 0.350 % 0.160 7.36 £ 5.77 3.85£3.75 4.65 & 4.89
D 0.010 0.633 + 0.077 0.160 % 0.045 0.390 % 0.209 0.420 +0.202  0.305 £ 0.191 7.77 £+ 4.96 5.11 +3.38 6.24 £5.05
K2-* 0.010 0.677 £ 0.073  0.199 £ 0.046  0.613 + 0.216  0.566 £ 0.201  0.611 - 0.133  6.70 = 5.89 413 +-4.07 4.66 + 5.27
K2-0 0.001 0.637 £ 0.068 0.169 + 0.040  0.439 + 0.201 0.289 + 0.164  0.493 + 0.139 10.19 + 6.53 5104379 4.8815.08
K2-1 0.005 0.661 £ 0.077 0.189 4 0.047 0.591 + 0234 0474 £0.189  0.600 £ 0.147 8.62 +5.75 4.65+4.06 4.88 +4.63
K2-2 0.010 0.665 £+ 0.074  0.188 4 0.047 0.578 4 0.232 0.488 4+ 0.202 0.581 + 0.145 8.70 + 6.04 4.63 +£3.74 516 587
K2-3 0.001 0.650 £+ 0.070  0.168 =4 0.041 0.517 £ 0.210  0.354 + 0.183 0.538 4+ 0.137 9.88 + 6.26 497 +£3.84 5.0244.88
K2-4 0.005 0.649 £+ 0.074  0.179 4 0.038 0.572 + 0.217 0.452 4 0.169 0.575 4+ 0.134 9.30 £ 6.26 4.81 £3.97 5.20 + 5.61
K2-5 0.010 0.655 £ 0.074  0.181 4 0.043 0.549 + 0.231 0458 +0.192  0.572 + 0.147 9.15 + 6.38 487 £392  4.66 £ 5.72
K2-6 0.015 0.668 + 0.073 0.193 4 0.041 0.667 + 0.184  0.535 + 0.167 0.628 4+ 0.119 8.76 + 6.56 498 £394 503 £6.07
K2-7 0.020 0.668 & 0.07 0.192 4 0.044 0.71 £ 0.166 0.583 4+ 0.158 0.654 + 0.110 9.53 £7.58 509 £430 542 +7.00
K2-8 0.015 0.674 + 0.075 0.198 4 0.043 0.67 £ 0.181 0.531 4+ 0.168 0.634 + 0.116 8.47 + 6.59 4.63 £+ 3.81 449 +£4.11
K2-9 0.020 0.679 + 0.073 0.197 4 0.045 0.663 £ 0.193 0.543 +0.202  0.633 £ 0.125 941 £6.23 5.17 £ 4.15 531 +5.03

Table 2: Grouped statistics (mean =+ std) for similarity and structural difference metrics, excluding the baseline (B),
to identify best-performing configurations. The compression ratio is computed as R = a3 X . Bolded values
indicate the best average performance for each metric among the tested configurations under R < 0.01, but do not
imply statistical significance. Formal significance testing results are presented in a separate table. Distortion is

computed as one minus similarity.

compression—expansion, and (D) LongWriter.

3.2 Hierarchical Setup (K = 2)

In the two-stage pipeline, the novel Xy is com-
pressed into a section-level outline X, then further
into a global outline X5, enabling multi-resolution
control.

Compression ratios a1 € {0.05,0.10}, ag €
{0.01,0.05,0.10,0.20,0.30,0.40} determine ab-
straction levels (Table 3).

ID o1 2 Ly Lo

K2-0 0.05 0.01 50,000 1,000
K2-1 0.05 0.10 50,000 5,000
K2-3 0.05 0.20 50,000 10,000
K2-4 0.10 0.01 100,000 1,000
K2-5 0.10 0.05 100,000 50,000
K2-6 0.05 0.30 50,000 15,000
K2-7 0.05 040 50,000 20,000
K2-8 0.10 0.15 100,000 15,000
K29 0.10 0.20 100,000 20,000
K2-* 0.05 020 50,000 10,000

Table 3: Two-stage compression configurations under
Gemini-2.0-Flash. The method K2-* is first apply two
stage compressions, then apply direct expansion.

Outlines is structured using JSON templates
paragraph summaries.

4 Analysis

4.1 Significance Testing

Pairwise ¢-tests show that most compression con-
figurations differ significantly in distortion (p <
0.05), especially in character similarity. Notably,
K2-* outperforms all settings with R < 0.01
(p < 0.001), while K2-3 underperforms compared
to K2-4 and K2-5. Some comparisons (e.g., K2-1
vs. K2-2, p = 0.60) show no significant difference,

suggesting robustness in certain ranges. B confirms
that translated text remains semantically close to
the original.

Distortion decreases with higher compression
ratio, but gains from R = 0.001 to 0.01 are larger
than those from 0.01 to 0.02.

Visualization. Appendix figures show: (i) cor-
relation between R and similarity (Figure 3);
(i1) grouped statistics (Table 3); (iii) significance
heatmap (Figure 2).

Sampling Justification. Although each novel
has about 200 chapters, we sample 8 chapters per
novel. A pilot study over 40 books shows a Pearson
correlation » = 0.95 between full-book distortion
and sampled distortion.

Fisher z-transform analysis confirms that r >
0.90 even under 95% confidence, validating the
proxy method.

5 Conclusion

Using Gemini 2.0 Flash, we find that structured
JSON outlines with oy = 0.05, as = 0.20, and
direct expansion (K2-*) yield the best fidelity to
original novels in both semantic and structural met-
rics.

6 Discussion

We hypothesize that section-level outlines improve
compression by guiding localized abstraction, but
may be less necessary in expansion due to the
global outline’s context coverage. The weak corre-
lation between R and similarity likely reflects the
model’s ability to exploit global context, reducing
reliance on fine-grained section summaries.



Limitations

This study has several limitations. First, the pro-
posed hierarchical framework may face challenges
when applied to novels with intricate or nonlinear
structures, such as mysteries. Second, all experi-
ments were conducted on Chinese texts, which may
limit the generalizability of our findings across cul-
tural contexts—a factor that extends beyond lan-
guage alone. Third, the framework incurs substan-
tial computational costs, potentially constraining
its scalability. Selecting H(-) to be the number of
words of text is a practical way compared to com-
puting Shannon entropy of text. Finally, although
care was taken to ensure fair evaluation, the use
of LLM-based scoring may introduce systematic
biases. In practical applications, human evaluation
may serve as a more accurate and context-aware
assessment method.

During compression and reconstruction, we ac-
knowledging that all two stages incur token costs.
However, we exclude Zzzl H(Xp) =1 X ag +
a; from consideration, as our focus is on generat-
ing ultra-long novels from global outlines. We do
not fix a specific value of ¢, as our study demon-
strates that differences in performance across com-
pression ratios are significant. However, there is
insufficient evidence to justify any particular choice
of € as universally optimal.

Ethical Considerations

We exclusively chose publicly available sources
(zxbsmk, 2023) and Chinese version of ultra-long
novels from Project Gutenberg for evaluation. We
follow the claim *This dataset and any derivatives
generated from it may be used for research pur-
poses only. Commercial use and any other appli-
cations that may cause harm to society are strictly
prohibited.” Any data contains offensive content
has been filtered by Gemini 2.0 flash. Given our
result will be an optimal hyperparameter and no
pretrained model or dataset will be provided to
the public, the risk of ethical concerns is mini-
mal. However, we should also consider that the use
of language models in long-form creative writing
may impact authors’ livelihoods and raise concerns
about bias and the propagation of misinformation.
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A Appendix: Pairwise significance test
results between compression
configurations

Pairwise Significance Test Matrix (p-values with Significance Marks) 0.05
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Figure 2: Pairwise significance test results between
compression configurations. Each cell shows the ¢-value
and significance level (* for p < 0.05, ** for p < 0.01,
*** for p < 0.001).
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B Appendix: Correlation Between R and
Mean Similarity Excluding Group BD

Correlation Between R and Mean_Similarity (Excluding Group B,D)

H —— Linear Fit: r = 0.298, p = 0.0000
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Figure 3: Correlation between the compression ratio
product (R = 3 X a2) and the average similarity score,
computed as the mean of semantic similarity, plot simi-
larity, character similarity, background similarity, and
style similarity, excluding the baseline group B,D. A
weak but statistically significant positive correlation is
observed (r = 0.129, p < 0.001).



C Appendix: Prompts Templates:
LongWriter baseline

Chinese Prompt Template (LongWriter Reconstruction):
HRIBLLT UIMEAH] 54 (chap_num) &, Fok.

1. FEES000F -

2. XEiily, ES4D)-

(/INEARAN] @ {outline_text}

(%6 {chap_num}ZE] EXFFA:

English Translation:

Based on the following [NOVEL OUTLINE], write Chapter {chap_num}.
Requirements:

1. Word count: approximately 5,000 words.

2. Maintain fluent writing style and vivid language.

(NOVEL OUTLINE] : {outline_text}

(Chapter {chap_num}] begins:

Figure 4: Prompt templates used for LongWriter base-
line reconstruction. English Translation is used for nov-
els written in English. Chinese Translation is used for
novels written in Chinese.
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D Appendix: Prompts Templates:
Hierarchical Prompts: K=2 Stage 1
Compression

Chinese Prompt Template (Chapter Analysis):

IR — RS - BRI AR [(Ee] -

PREMESS PR EEEMLE B, H #0070+ YA ‘extract_chapter_details® BRERIR B 45 5
HTRIER RSSO AR R T BT ESE AR EESR) REFTEEL -

e dfl B AN B By HUAE ] JSON #8202 AhA SO ~ R RE ~ MR ARIC (40 “Sjson ... =) B
Markdown -

B REGFETESE

(T 2] : {chapter_text}

English Translation:

You are a professional literary editor. Please carefully read the [CHAPTER TEXT] I provide.

Your task is to extract structured information and **must** call the ‘extract_chapter_details‘ function to
return results.

Please strictly follow the function parameter descriptions (especially the detailed requirements for "plot
summary introduction") to fill in the information.

**Never** output any text, explanations, code block markers (like “‘json ... “‘) or Markdown outside of
JSON format.

Directly call the function and fill in its parameters.

(CHAPTER TEXT] : {chapter_text}

JSON Schema Structure:

{
METHESWE" . "string”, // Plot summary introduction
"HILAY)": ["string”], // Characters appearing
"HIER": ["string"], // Props appearing
"HINZ R ["string”], // Scenes appearing
"fRZ_IZR": ["string"], // Foreshadowing set
"fREZ_[B": ["string”] // Foreshadowing resolved

3

Figure 5: Prompt templates used for our hierarchical
method’s K=2 stage 1 compression to section outline.
The JSON schema ensures consistent extraction of nar-
rative elements across all experimental conditions.
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E Appendix: Prompts Templates:
Hierarchical Prompts: K=2 Stage 2
Compression

Chinese Prompt Template (Compression K=2 Stage2):
%%—ﬁ%?*j$%%ﬁ,%ﬁ?ﬁ%[%%ﬁ%]%%%%iﬁ%mwmﬁ%@%
RN

- AHEEP, LEEJLET: RETRREL, AEETIMDY, REETS,

-RIFET R, RUEFEAY . R BT 455,

- ANy A TR MR BT

- B BURERGR, LARENE —E&/E —ER 2NN E

21100005, NMEELN40F - 2005 & 455 ERH -

(FEFH4])] : {detailed_outline}
English Translation:
You are a senior Chinese novel editor. Please refine the following [DETAILED BOOK OUTLINE] into

an outline of approximately 10,000 words.
[Output Requirements )
- Use only Simplified Chinese, output in the format "Chapter X: plot outline", omit the word "%
chapter numbers;
- Maintain plot integrity, highlight main characters, conflicts, turning points, and endings;
- Do not output any additional explanations or annotations.
- Each paragraph should be concise and must cover all detailed outline content from the first chapter to the

last chapter.
Approximately 10,000 words, about 40 words per chapter. Stop output after summarizing 200 chapters.

E=r

7", keep

(DETAILED BOOK OUTLINE] : {detailed_outline}

Figure 6: Prompt templates used for hierarchical com-
pression stage (K=2, Stage2). This template compresses
detailed chapter outlines into a concise 10,000-word
summary while preserving narrative structure. 10,000
words is a variable.
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F Appendix: Prompts Templates:
Hierarchical Prompts: K=2 Stage 2
Expansion

Chinese Prompt Template (Expansion K=2 Stage2):

THRIE RN R E T 5 — B 200-300 FHIE T HEESE, FE XA XIE, A5 i
AEDT - BRAEIMFEST

rE— AR RSN ASER] . THSH [BHETTAN] -

BT G HEIE 5 (n) B BGEHLAH40 .

WA FH BRI K ‘extract_chapter_details® #7550 Z KR B 45 5,

Yo ANgERTH JSON 2 S AL AR SCEF 5 Markdown o

(BHETTRN] : {outline}

English Translation:

Please write a 200-300 word plot summary introduction for the corresponding chapter in the outline. The
word count must be within this range, neither exceeding nor falling short. Do not add word count statistics
at the end.

You are a professional Chinese novel planner. The [COMPLETE BOOK CHAPTER OUTLINE] is given
below.

Please expand and output the structured detailed outline for **Chapter {n}**.

Must call the function ‘extract_chapter_details‘ to return results according to parameter requirements,
Never output any text or Markdown outside of JSON.

(COMPLETE BOOK CHAPTER OUTLINE] : {outline}

JSON Schema Structure:

{
METTHESWE" . "string”, // Plot summary introduction (400-500 words)
"HILAY)": ["string”], // Characters appearing
"HIER": ["string"], // Props appearing
"HINZ R ["string”], // Scenes appearing
"fRE_KR": ["string”], // Foreshadowing set
"fREZ_[BI": ["string”] // Foreshadowing resolved
Y

Figure 7: Prompt templates used for hierarchical ex-
pansion stage (K=2, Stage2). This template expands
compressed outlines into structured 50,000-word de-
tailed chapter outlines with specific narrative elements.
The 200-300 word requirement ensures around 50,000
words in total.
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G Appendix: Prompts Templates: K=1
Direct Compression Method

Chinese Prompt Template (Direct Compression):

RE—R R GE, WEFEABABREG G [BHAHN] -

(i i #E)

1. 23U AR

FEL <1000 TLF

. TEERE K R BIENE, TEEFEEAY . MR . KBRS %R;
ANEHUMETIN . F5 - JIRFS, BELEREDGR;

TSR DU R e R R R E, N EEHAIE -

RS, R, AW 10077 /N BT SK BN S B A
EEEHFERGRERELZ T, REZHAY, REZHERET

CEIRBREE BRI, XA NEAE1000FRIRREIN , YENRISE T A A

IR - NV R NI

TEASE ST LA BRI, — R e A AR B A
(FEEE/ N ICAR] « {full_novel_text}

English Translation:
You are a senior Chinese novel editor, and now you need to write a [COMPLETE BOOK OUTLINE] for
the entire book.

(Output Specifications]
1. Use only Simplified Chinese throughout;
2. Word count < 1000 Chinese characters;
3. Completely summarize the main storyline, especially main characters, core conflicts, key turning points
and endings;
4. Do not include chapter titles, numbers, or list symbols, narrate directly in natural paragraphs;
5. Do not start with "The following is" or similar prompts, should directly enter the main text.
6. Summarize the full text, note that this is to summarize a 1 million word novel from beginning to end.
7. While summarizing the full text, retain as many details, characters, and important plots as possible
8. Tell me the title of the last chapter, this part does not count towards the 1000-word limit, as a test of
your reading of the entire book

Please strictly follow the above rules and output the completed book summary in one go.

(COMPLETE NOVEL TEXT] : {full_novel_text}

Figure 8: Prompt templates used for direct compression
method. This approach directly compresses the com-
plete novel (1 million words) into a concise 1000-word
outline while preserving essential narrative elements,
characters, and plot details. The last chapter title re-
quirement serves as a verification mechanism.

14



H Appendix: Prompts Templates: K=2
Mixed Hierarchical Direct Expansion
and K=1 Expansion

Chinese Prompt Template (Mixed Hierarchical Direct Expansion):

PRE—NHERE T OIER P IUER, WEFZERE [EHRI] §'5% {chap_num} .
€SP

{outline_text}

(BG1EZEK])
CEFEER
FHEEESIAZDT 5000 F;
. REEAREET,
CHEIHIESC, Tobn -

H LW~

English Translation:
You are a Chinese writer skilled in plot creation. Now you need to expand Chapter {chap_num} based on
the [COMPLETE BOOK OUTLINE].

(COMPLETE BOOK OUTLINE)
{outline_text}

(Writing Requirements ]
1. Vivid and coherent language;
2. Word count must not be less than 5000 words;
3. Focus on this chapter’s plot;
4. Output only the main text, no title.

Figure 9: Prompt templates used for mixed hierarchi-
cal direct expansion method. This approach directly
expands from compressed outline to full chapter content
(5000+ words) without intermediate structured analysis,
providing a streamlined generation process while main-
taining narrative quality.
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I Appendix: Prompts Templates:
LLM-based Evaluation

Chinese Prompt Template (LLM Evaluation):
R — TSN, EREEE (SURA] 5 [3URB] | BRI ES:
1. 3 AHRBCCRA S SURBHAY:
- HIERSIER (. 8. £ W)
- A 2 IRF 3
- I R AR RS2
* JRINHERER, EBREAFE @ 0, w7, JRE BAEZR.
* AR FE IR SR E B, 1EIREI SR -
2. pRIRTER TR E (XFHE) | HEHESRNTRIIRSHE -
3. )?%%Ntbﬁi&ﬁ(zlimfé, HIRLUT 5 DMEEZET 0-1 1> (1 RoRIEHAERL, 0 RRTERAN
&) -
- semantic_similarity FARTE /7 R
- plot_similarity T « BHFLAE
- character_similarity AYIEWR - HESIEE (LREFEE)
- background_similarity ¥ 5 5 th 1% &
- style_similarity 1B F K& 5 FKEX T
*PEIER T IURNE, 4 R -
w E R DUR JSON 82, ANEALE markdown “json ... ““ FRic, EIZHIH JSON K5,
(CCARA] {text_a)
(CAB] (text_b}

English Translation:
You are a professional Chinese novel editor. Please read [TEXT A] and [TEXT B] and complete the
following tasks:
1. Extract from Text A and Text B respectively:

- List of props appearing (e.g., sword, jade, token, etc.)

- List of character names appearing

- List of scene/environment names appearing

* Please extract as precisely as possible, remove generic words (e.g., ’person’, ’place’), keep only
specific names.

* If any category does not appear in the text, please return empty list []°.
2. Count the number of each type of element (after deduplication) and output the element list and count
for each category.
3. Then compare the two text contents and score on the following 5 dimensions from 0-1 (1 means very
similar, 0 means completely different):

- semantic_similarity Overall semantics/theme

- plot_similarity =~ Plot and event development

- character_similarity Character names, quantity and settings (comprehensive consideration)

- background_similarity Scenes and world settings

- style_similarity =~ Language style and expression

* Please give objective evaluation based on text content.
**Please strictly output the following JSON format, do not include markdown “‘json ... “‘ markers, output
JSON object directly:**

(TEXT A] {text_a}

(TEXTB] {text_b}

Figure 10: Prompt templates used for LLM-based eval-
uation across five similarity dimensions: semantic, plot,
character, background, and style.
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J Appendix: Sampling Design

We implement a two-stage sampling design :

We implement a two-stage sampling design:

Stage 1 (between-novel): We stratify the
sampling frame into four major genres—Urban
(U), Romance (R), Fantasy (F), and Historical
(H)—and select nj, novels from each stratum h
using probability-proportional-to-size (PPS) sam-
pling, where the size variable is the total word count
L; ~ 1 million. The total sample size is set to
n = 40, with allocation determined by Neyman’s
optimal allocation scheme (Olayiwola et al., 2013):

- NpSp,
Zg NQSH’

where IVj, and S}, denote the number of novels
and estimated standard deviation of the distortion
metric within stratum h, respectively.

Stage 2 (within-novel): For each selected novel
1, we treat entire chapters as secondary sampling
units. We sample m; = 8 chapters using simple
random sampling without replacement (SRSWOR).
If a novel contains fewer than 8 chapters, all chap-
ters are included.

In this study, we do not incorporate sampling
weights; all selected units are treated equally.

nh
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