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Abstract

In this paper, we release the largest ever medi-
cal Question Answering (QA) dataset with 26
Million QA pairs named Huatuo-26M and its
streamlined version Huatuo-Lite with 177K
QA pairs. We benchmark many existing ap-
proaches in our dataset in terms of both re-
trieval and generation. We also experimen-
tally show the benefit of the proposed dataset
in many aspects: (i) it serves as a fine-tuning
data for training medical large language mod-
els (LLMs); (ii) it works as an external knowl-
edge source for retrieval-augmented generation
(RAG); (iii) it demonstrates transferability by
enhancing zero-shot performance on other QA
datasets; and (iv) it aids in traing biomedical
model as a pre-training corpus. Our empiri-
cal findings substantiate the dataset’s utility in
these domains, thereby confirming its signif-
icance as a resource in the medical QA land-
scape.

1 Introduction

Pre-trained language models have made great progress
in natural language processing (NLP) and largely im-
prove natural language understanding and natural lan-
guage generation. This inspires researchers to apply
PLMs for fields that are not considered the core play-
ground of NLP, for example, medicine. However, the
first bottleneck for medicine using PLMs is the data,
like most other breakthroughs in artificial intelligence
that starts with data collection.

To break the bottleneck, this work collects the largest
medical Chinese QA dataset that also might enhance
medical research. Note that there are 1.4B population
speaking Chinese as their native language, and more
importantly, the medical care for them (particularly the
mainland of China) is generally far below the western
counterpart (e.g., English-speaking and developed coun-
tries) !.

Dataset We collect the largest medical QA dataset
from various sources as below: (i) collect from an online

Lsee https://en.wikipedia.org/wiki/
World_Health_Organization_ranking of_
health_systems_in_2000

medical consultation website; (ii) automatically extract
from medical encyclopedias, and (iii) automatically ex-
tract from medical knowledge bases. After screening
privacy-irrelevant information, text cleaning and dedu-
plication, we obtain the largest Chinese medical ques-
tion and answer dataset, containing 26 Million QA pairs.
As seen from Table 8, this dataset is two orders of mag-
nitude larger than the existing QA datasets. To improve
the data quality, we also release a lite version called
‘Huatuo-Lite’ that has only 177K QA pairs. We call
this dataset ‘Huatuo-26M’ to commemorate the great
Chinese physician named Hua Tuo, who lived around
200 AC.

Benchmark We benchmark classical methods in the
field of retrieval: for sparse retrieval, we test the
performance of BM25 (Robertson et al., 2009) and
DeepCT (Dai and Callan, 2019), and for dense retrieval,
we test the performance of DPR (Karpukhin et al., 2020).
Meanwhile, we conducted benchmark evaluations of
text generation, covering a series of autoregressive lan-
guage models from GPT2 (Brown et al., 2020) and
T5 (Raffel et al., 2020b) to Baichuan2 (Yang et al., 2023)
and ChatGLM3 (Zeng et al., 2023). The results suggest
the task is still challenging, probably because the med-
ical domain involves more expert knowledge than the
general domain.

Applications To further show the usefulness of the
collected dataset, we leverage it in four use cases: (i) as
fine-tnuening data for medical large language models
(LLMs); (i) as external knowledge for RAG; (iii) trans-
ferability to other QA datasets; and (vi) as a pre-trained
corpus.

Use Case I: As Fine-tuning Data for Medical
LLMs We utilize Huatuo-Lite as a corpus to enhance
the capabilities of two existing medical large language
models, HuatuoGPT and Disc-MedLLLM. Experimental
results on multiple-choice questions and complex medi-
cal record interpretation shows that both models could
benefit from Huatuo-Lite in fine-tuning.

Use Case II: As an External Knowledge Source
for RAG Large-scale medical QA datasets themselves
explicitly contain rich medical knowledge, and we lever-
age it as external knowledge in the context of retrieval-
augmented generation (Lewis et al., 2020). Experimen-
tal results on cMedQA?2 and webMedQA datasets show
that using this dataset as an external knowledge base


https://en.wikipedia.org/wiki/World_Health_Organization_ranking_of_health_systems_in_2000
https://en.wikipedia.org/wiki/World_Health_Organization_ranking_of_health_systems_in_2000
https://en.wikipedia.org/wiki/World_Health_Organization_ranking_of_health_systems_in_2000

can greatly improve the quality of generated texts.

Use Case III: Transferability to Other QA
Datasets Since the Huatuo-26M dataset is large, we
also expect that the models trained by the dataset could
encapsulate general medical knowledge. Therefore, we
use the trained models on two existing medical QA
datasets, namely cMedQA2 (Zhang et al., 2018) and
webMedQA (He et al., 2019). Experimental results in
Sec. 7 show that the model can achieve competitive
performance even in few or zero samples.

Use Case IV: As a Pre-training Corpus Since data
scale of Huatuo-26M is large, we use the text corpus of
Huatuo-26M as a pre-trained corpus that could inject
implicit knowledge into the model through pre-training.
We improve Bert and RoBERTa in a continuously-
training manner on the dataset by using QA pairs as
pre-training corpora. The experimental results show the
performance of pre-trained models on biomedical tasks
could be largely improved by using Huatuo-26M as an
additional pre-training corpus.

Contributions of this work are as follows: (i) We
release the largest Chinese Medical QA dataset (with
26,504,088 QA pairs) along with its streamlined version
(with 177,703 QA pairs); (ii) we benchmark some exist-
ing models for the proposed methods for both retrieval
and generation; and (iii) we explore some additional
usage of our dataset, for example, fine-tuning medical
LLMs, train as external knowledge for RAG, transfer
for other QA datasets, and train as a pre-trained corpus.

2 Huatuo-26M

We collect a variety of medical knowledge texts from
various sources and unify them in the form of medical
question-and-answer pairs. The main resources include
an online medical QA website, medical encyclopedias,
and medical knowledge bases. See Appendix E for
specific examples from different sources. Here we will
introduce the details of data collection.

2.1 Dataset Creation

2.1.1 Online Medical Consultation Records

Data Sources We collect data from a website for med-
ical consultation 2, consisting of many online consulta-
tion records by medical experts. Each record is a QA
pair: a patient raises a question and a medical doctor
answers the question. We collect data entries that record
basic information about doctors, including name, hos-
pital and department, while personal information about
patients is anonymous to ensure the traceability of an-
swers and prevent leakage of patient information.

Data Processing We directly capture patient ques-
tions and doctor answers that meet the requirements as
QA pairs, getting 31,677,604 pairs. Subsequently, we
conduct a filtration process to eliminate QA pairs that

2Qianwen Health in https://51zyzy.com/, we only released
the URL links instead of extracted full texts to avoid data
license issue.

Composition #Pairs Len(Q) Len(A)
Huatuo-26M Train 26,239,047 44.6 120.7
Huatuo-26M Test 265,041 44.6 120.6
Data source:

Consultant records 25,341,578 46.0 117.3
Encyclopedias 364,066 11.5 540.4
Knowledge bases 798,444 15.8 35.9
All 26,504,088 44.6 120.7

Table 1: Basic statistics of Huatuo-26M.

contained special characters and expunged any redun-
dant pairs. Finally, we get 25,341,578 QA pairs.

2.1.2 Online Medical Encyclopedia

Data Sources We extract medical QA pairs from
plain texts (e.g., medical encyclopedias and articles),
including 8,699 encyclopedia entries for diseases and
2,736 encyclopedia entries for medicines on Chinese
Wikipedia 3, as well as 226,432 high-quality medical
articles.

Data Processing We first structure an article. Each
article is divided into title-paragraph pairs. For exam-
ple, such titles in articles about medicines could be us-
age, contraindications, and nutrition; for articles about
medicines about diseases, they could be diagnosis, clin-
ical features, and treatment methods. We remove the
titles of paragraphs that have appeared less than five
times, finally resulting in 733 unique titles. Based on
these titles, we artificially design templates to transform
each title into a question that could be answered by the
corresponding paragraph. Note that a disease name or a
drug name could be a placeholder in the templates. See
the Appendix F for details.

2.1.3 Online Medical Knowledge Bases

Data Sources Some existing knowledge bases explicitly
store well-organized knowledge, from which we extract
medical QA pairs. We collect data from the follow-
ing three medical knowledge bases: CPubMed-KG *
is a knowledge graph for Chinese medical literature,
which is based on the large-scale medical literature data
from the Chinese Medical Association; 39Health-KG”
and Xywy-KG® are two open source knowledge graphs.
Basic information is shown in Tab.9.

Data Processing We clean the three knowledge
graphs by removing invalid characters and then merge
entities and relationships among entities among these
three knowledge graphs, resulting in 43 categories. Each
category is associated with either a relationship between
entities or an attribute of entities. Subsequently, we

3zh.wikipedia.org/wiki/

*https://cpubmed.openi.org.cn/graph/wiki

>https://github.com/zhihao-
chen/QASystemOnMedicalGraph

®https://github.com/baiyang2464/chatbot-base-on-
Knowledge-Graph



B

By

Figure 1: Distribution of questions. We present the
relative distribution of these recurring problems and
their subsequent distributions.

manually design templates to convert each category to
a question. The question is either 1) querying the ob-
ject entity based on the subject entity or 2) querying
an attribute of an entity. The object entity will be the
answer w.r.t the question in both cases. Finally, we
obtain 798,444 QA pairs by constructing questions and
answers with corresponding templates. See Appendix
G for details.

2.2 Data Statistics and Analysis

The basic statistics of Huatuo-26M are shown in Table
1, most of the QA pairs are from online consultation
records. The average length of the dataset questions
is 44.6 and the average length of the answers is 120.7.
Questions could be long (e.g. in consultant records) or
short (in encyclopedias and knowledge bases). There
exists both long answers (e.g., Encyclopedia) and short
answers (e.g. consultant records and knowledge bases).
We randomly take 1% QA pairs as the test set while
others form the training set.

Colloquial Questions with Professional Answers
Huatuo-26M consists of a large number of colloquial
QA pairs, which are closer to the offline medical di-
agnosis and contain a lot of medical knowledge. As
shown in the sample from online medical consultation
in Table 13, the patient’s question contains patient char-
acteristics and daily symptoms accompanied by life-like
scenes, while the doctor’s answers are targeted and with
contextual semantic continuity.

Diverse Question Topics Our heuristic analysis of
the dataset’s questions, detailed in Figure 1, reveals a
focus on issues concerning newborns, pregnant women,
children, and the elderly, highlighting the role of online
consultations in addressing the health needs of these de-
mographics in the context of China’s aging population.

Significant Topics in Huatuo-26M Word clouds in
Appendix D show the dataset’s coverage of health issues,

from common to complex diseases. Answers provide
medical prescriptions, lifestyle guidance, and hospital
referrals. Compared to online consultations, Wikipedia-
based QA pairs show more topics in specialized fields,
while knowledge base QA pairs emphasize complex
conditions, with answers suggesting advanced diagnos-
tic and treatment procedures.

2.3 Data Licence and Privacy Issues

Data licence For question-answer pairs extracted from
open-source online encyclopedias and knowledge bases,
we provide full texts unrestrictedly. In contrast, for
online consultation records, we release only the question
and its URL, without the full texts. To access the full
texts, one must visit the URL. This method is adopted
to prevent data misuse, as we do not hold the license to
disseminate it fully.

Privacy issues As discussed in Sec. 2.1.1, our data
originates from three sources. The open-source knowl-
edge sources, such as encyclopedias and knowledge
bases, are publicly available and generally free of pri-
vate information. For the online medical consultation
records, all data is shared proactively by users (e.g., doc-
tors and patients), who are aware that this information
will become public. Additionally, we have released a
’lite’ version in which considerable effort has been made
to remove any private information, see Sec. 3.

2.4 Quality Assessment by Experts

We enlist the expertise of a licensed medical doctor to
manually assess the quality of the collected data. We
select 100 examples from each data source and ask the
doctors to evaluate whether the answers accurately ad-
dress the questions without containing any factual errors.
The accuracy rates for the three sources, namely a) on-
line medical consultation, b) medical encyclopedia, and
¢) medical knowledge bases, are 71%, 88%, and 79%
respectively. Notably, the data obtained from online
medical consultation is deemed the least reliable. De-
spite each answer in online consultations being provided
by a medical doctor with a specific name and affiliation,
the quality of the data is not guaranteed. We also in-
troduce Huatuo-Lite in Sec. 3, a curated, high-quality
subset. Huatuo-Lite underwent rigorous deduplication,
refinement, and thorough privacy checking, including
manual sampling and pattern searches, to meet a high
standard of privacy and quality for research use.

3 A Lite Version: Huatuo-Lite
3.1 Data Creation of Huatuo-Lite

To create Huatuo-Lite, a refined medical consultation
dataset, a comprehensive pipeline was employed, em-
phasizing both quality and privacy. See details in Ap-
pendix J and here is the sketch of pipeline.

Step I: Data depublication The dataset underwent
a thorough Data depublication. Word embeddings for
each question were generated using the BGE (Xiao et al.,
2023), and Euclidean distance measured the semantic



similarity. Questions with high similarity were grouped
into neighbor sets through the FAISS (Johnson et al.,
2019), while we select the most representative items
and remove redundant ones.

Step II: Data filter Low-frequency questions and
those lacking sufficient semantic and linguistic resem-
blance were excluded. We employ the GPT-3.5-turbo
model to assign a score (ranging from 0 to 5) to the
filtered questions. Only those questions with a score
of 4 or above are retained. It assessed questions based
on clarity, completeness, and relevance, retaining only
those scoring 4 or above. The prompts and scoring
statistics is in the Appendix J.

Step III: Data Polishing The final phase involved
GPT-3.5-turbo rewriting the answers for enhanced clar-
ity and conciseness. This meticulous process, along
with rigorous efforts to remove any private information,
resulted in a dataset of 177,703 high-quality question-
answer pairs, underlining a strong commitment to both
data quality and privacy protection in Huatuo-Lite.

3.2 Data Statistics and Analysis

The basic statistics of Huatuo-Lite are shown in Table
10, and it can be seen that compared with Huatuo-26M,
the average question and answer length of the stream-
lined version increase, which are 80.1 and 143.9 re-
spectively. In order to better know the distribution of
knowledge in the data and ensure the representativeness
and diversity of Huatuo-Lite, we analyze it from two
perspectives: department and disease.

Departments Distribution of Huatuo-Lite Taking
into consideration the medical institution diagnostic sub-
ject directory 7, expert recommendations, and the com-
position of the dataset, we firstly define 16 department
categories shown in Table 11.

Subsequently, we randomly sample 30,000 records
and employ the GPT-4 model for medical departments
annotation. We then split the data at a ratio of 8:2 into
training and testing sets, and choose BERT®(Devlin
et al., 2018) as our foundational classification model.
The model achieve an accuracy rate of 93.88 % on the
test set. We further utilize it to annotate the entire dataset
with department labels. From the "Ratio" column of
Table 11, we can see that the data set covers various
departments, and focuses on obstetrics and gynecology,
internal medicine, dermatology and venereology, and
pediatrics. Detailed prompts, training procedures and
parameter settings can be referenced in Appendix K.

Significant Diseases in Huatuo-Lite In order to as-
certain the types of diseases covered by our dataset, we
initially collect disease and complication names from
Chinese disease knowledge website’, obtaining a vocab-

"http://www.nhc.gov.cn/fzs/
s3576/201808/\protect\@normalcr\
relax345269pbd570b47e7aef9a60£5d17db97.
shtml

8https://huggingface.co/bert-base-chinese

*https://m.120ask.com/jibing/

ulary of 15,717 disease entities. We then define the dis-
ease entities covered in the question as relevant diseases.
For problems with several entities, we define priorities
following expert opinions and select the entity with the
highest priority. In the end, 80.80% of the samples suc-
cessfully extracted relevant disease labels, including a
total of 2,702 entity categories. A Word cloud based
on these frequency and more detailed information for
annotation are shown in Appendix K.

3.3 Privacy Issues in Huatuo-Lite

In the development of Huatuo-Lite, a rigorous layered
filtering process was employed to prioritize privacy and
eliminate personal data. Initially, the filter step was
crucial for identifying and removing sensitive content.
Subsequently, ChatGPT was utilized to further sanitize
both questions and answers, a vital step in eradicating
private information while preserving the integrity of the
content. The final stage involved an exhaustive effort to
use regular expression filters for privacy information, to
ensure the absolute exclusion of private data.

3.4 Quality Assessment by Experts

To validate the effects of the refinement, we randomly
sample 10 entries from each department, resulting in a
total of 160 samples. These are evaluated using GPT-4
and 10 users. Evaluation options include preferences for
the original answer, the refined answer, or considering
both of equal quality. The scoring prompt for GPT-4 can
also be found in Appendix K. GPT-4 and the users find
that 48.12% and 47.81% of the answers, respectively,
are superior to the original ones, while 40.00% and
40.46% of the answers are deemed to be of comparable
quality. We conduct a department-wise evaluation, as
detailed in Table 11, revealing that for each department,
the vast majority of answers are of higher or equivalent
quality compared to before refinement.

4 Benchmarking

In this section, we benchmark mainstream answer re-
trieval and generation methods respectively.

4.1 Retrieval Based Benchmark

4.1.1 Baselines and Experimental Settings

For a given question, we rank the top 1000 relevant an-
swers from the answer pool, which consists of answers
from both training and test sets. For encyclopedias and
knowledge bases, we use 90% questions for training
and the rest for testing. For consultant records or all cat-
egories, we use 99% questions for training and the rest
for testing, since testing with 1% questions is enough
and could save more evaluation time than that with 10%
questions. We use BM25, DeepCT (Dai and Callan,
2020) and DPR (Karpukhin et al., 2020) as our base-
lines, BM25 and DeepCT are sparse retrieval methods
while DPR is a dense retrieval method. See baseline
details in App. I.1.
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Data source Model Recall @5 Recall @20  Recall @100  Recall @1000 MRR @10
BM25 491 6.99 10.37 17.97 3.82
Medical consultant records ~ DeepCT 7.60 10.28 14.28 22.85 6.06
DPR 6.79 11.91 20.96 42.32 4.52
BM25 4.58 8.71 17.82 39.91 3.10
Encyclopedias DeepCT 20.33 26.92 36.61 53.41 16.25
DPR 16.01 27.25 45.33 78.30 11.20
BM25 0.52 1.02 1.82 3.51 0.38
Knowledge bases DeepCT 1.05 1.46 2.10 3.29 0.71
DPR 2.66 5.25 11.84 33.68 1.83
BM25 477 6.83 10.21 17.84 3.71
ALL DeepCT 7.58 10.24 14.22 22.68 6.04
DPR 6.79 11.92 21.02 42.55 4.53

Table 2: Retrieval-based benchmark for Huatuo-26M. Results are separated for different data sources.

Evaluation Metrics We use Recall@k and MRR@ 10
as indicators. Recall @k measures the percentage of top
k retrieved passages that contain the answer. MRR@ 10
calculates the average of the inverse of the ranks at
which the first relevant document is retrieved.

4.1.2 Results

The experimental results are shown in Table 2. Both
DeepCT and DPR outperform BM25, evidencing the
effectiveness of neural IR models. In most cases, DPR
performs better than DeepCT, this is probably because
dense IR models might be generally more powerful than
sparse neural IR models. Note that the recall perfor-
mance is relatively low in experiments involving consul-
tant records since the pool of retrieval candidates (i.e.,
26M) is too large to recall desired documents.

Interestingly, we observe that even when the desired
answer is not specifically recalled, the top-ranked re-
sponses are still informative. To conduct a quantitative
assessment, we randomly selected 100 questions from
three data sources, namely, consultation records, ency-
clopedias, and knowledge bases, and retrieved the top
five answers for each question using DPR. Subsequently,
we enlisted the expertise of three general practitioners to
determine if any of these answers could directly address
the given questions. The research findings indicate that
within these three data sources, 52%, 54%, and 42% of
the questions respectively had answers among the top
five retrieved responses. This suggests that the retrieval
performance is actually significantly better than what is
reported in Table 2. For specific sample analysis, please
refer to App. H.

A It is worth noting that retrieval-based solutions
for medical QA assume that 1) there should be pre-
defined answers for all medical questions; and 2) an-
swers should be static for a given question and inde-
pendent of the different backgrounds of patients. The
two assumptions sometimes do not hold. First, there
are always some new emergent situations in the medi-
cal domain, e.g. COVID-19, which people have little
information about it when it just emerges. Second, the

answers (e.g., suggestions and treatment) to a given
medical question depend on the individual’s situation,
such as age and gender, symptoms and complications,
and whether the symptoms are in an early or late stage.
Therefore, a static answer might not be enough for med-
ical consultation.

4.2 Generation Based Benchmark

4.2.1 Baselines and Experimental Settings

We benchmark various classic and latest general gen-
erative language models, namely GPT-2(Radford et al.,
2019), TS (Raffel et al., 2020a), ChatGLM3 (Zeng et al.,
2023), Qwen (Bai et al., 2023), Baichuan2 (Yang et al.,
2023), InternLM (Team, 2023) and ChatGPT (GPT-3.5-
turbo). At the same time, we also select two representa-
tive medical models, namely HuatuoGPT (Zhang et al.,
2023) and DISC-MedLLM (Bao et al., 2023). We use
Huatuo-26M to fine-tune TS5 and GPT-2, and Huatuo-
Lite to fine-tune large language models. See baseline
and fine-tuning details in App. 1.2.

Evaluation Metrics Evaluation Metrics include
BLEU, ROUGE, GLEU, and Distinct. BLEU assesses
generated text similarity to references via k-gram over-
lap. ROUGE-N gauges N-gram concurrence with refer-
ences, while ROUGE-L focuses on the longest match-
ing word sequence. GLEU inspects sentence fluency
through parsing comparisons. Distinct-1/2 measures
response diversity by counting unique n-grams. How-
ever, these reference-dependent metrics may not fully
apply to medical question answering due to the potential
variability in correct responses.

4.2.2 Results

The results of the generation benchmark are summarized
in Table 3. Fine-tuning significantly enhances the per-
formance of TS5 and GPT2 models, with T5 showing the
best results in most evaluation metrics. Large language
models like ChatGPT and ChatGLM-6B, however, un-
derperform compared to the fine-tuned T5 due to their
respective zero-shot and full-shot learning approaches.
While reference-based metrics are effective for fine-



Model BLEU-1  BLEU-2 BLEU-3 BLEU-4 GLEU ROUGE-1 ROUGE-2 ROUGE-L Distinct-1 Distinct-2
Language models without fine-tuning

T5 0.33 0.18 0.12 0.07 0.10 0.67 0.19 0.63 0.01 0.02
GPT2 10.04 4.60 2.67 1.62 3.34 14.26 3.42 12.07 0.17 0.22
Large language models without fine-tuning

Baichuan2-7B-Chat ~ 20.73 11.06 6.05 338 595 26.75 6.83 17.45 0.73 0.92
InternLM-7B-Chat 18.26 10.00 5.92 350 549 27.74 8.02 18.12 0.64 0.84
Qwen-7B-Chat 18.94 10.04 5.58 311 6.30 29.03 7.36 18.13 0.58 0.87
ChatGLM3-6B 14.18 7.50 4.16 231 472 26.44 6.23 16.98 0.54 0.82
HuatuoGPT 20.59 11.00 6.16 344 6.83 28.36 7.72 16.15 0.67 0.93
DISC-MedLLM 18.37 8.94 4.48 227 5.67 26.92 5.98 14.96 0.70 0.96
ChatGPT (API) 18.44 6.95 2.87 1.13  4.87 19.60 2.82 12.46 0.69 0.89
Language models with fine-tuning

T5 26.63 16.74 11.77 8.46 11.38 33.21 13.26 24.85 0.51 0.68
GPT2 2342 14.00 9.35 6.33 947 30.48 11.36 23.15 0.43 0.58
Large language models with fine-tuning

Baichuan2-7B-Chat ~ 22.52 1243 7.04 4.06 6.99 28.80 8.13 18.53 0.78 0.94
InternLM-7B-Chat 23.36 12.99 7.71 4.60 7.53 30.32 8.79 18.95 0.62 0.86
Qwen-7B-Chat 27.30 15.08 8.85 524 17.82 29.82 8.66 18.63 0.71 0.92
ChatGLM3-6B 25.65 14.24 8.38 497 17.69 29.37 8.67 18.92 0.75 0.93
HuatuoGPT 25.39 13.53 7.63 435 1720 28.75 7.87 18.00 0.76 0.95
DISC-MedLLM 21.52 11.52 6.37 3.60 6.67 27.99 7.60 17.62 0.82 0.97

Table 3: Generation based benchmark. T5 and GPT?2 are fine-tuned using Huatuo-26M, while LLMs are fine-tuned

using Huatuo-Lite.

Models CMB-Exam CMExam CMMLU (Med) C-Eval Med) CMB-Clin
ChatGPT(API) 43.26 46.51 50.37 48.80 4.53
HuatuoGPT-7B 28.81 31.08 33.23 36.53 3.97
HuatuoGPT-7B (Huatuo-Lite) 32.09 (+3.28) 31.08 (+0.00)  36.04 (+2.81) 36.74 (+0.21)  3.97 (+0.00)
DISC-MedLLM-13B 37.51 37.98 38.73 40.07 3.58
DISC-MedLLM-13B (Huatuo-Lite)  41.56 (+5.05) 42.48 (+4.50) 44.02 (+5.29) 46.67 (+6.60)  3.67 (+0.09)

Table 4: Knowledge Evaluation for Medical LLMs

tuned models, large language models still provide rea-
sonable results, though they may differ from ground
truth. This necessitates further evaluation by medical
experts. Moreover, large language models show im-
provement when fine-tuned with Huatuo-Lite, a subset
comprising 0.6% of Huatuo-26M, indicating efficient
fine-tuning with a smaller yet comprehensive dataset.
The lower performance in generation metrics is likely
due to the fact that it is challenging to exactly generate
long answers as expected.

A We warn that generation-based medical QA is
risky. Since it is difficult to verify the correctness of gen-
erated content; misleading information in the medical
domain might lead to severe ethic issues. We benchmark
these generation methods because generation methods
in QA are nowadays more promising than retrieval meth-
ods thanks to the success of ChatGPT. However, it is
not ready to be deployed in the real world.

5 Application I: As Fine-tuning Data for
Medical LLMs

Problem Setting We use Huatuo-Lite as a fine-tuning
corpus for training two representative existing medical
large language models, namely HuatuoGPT and Disc-
MedLLM. This process is designed to deepen the mod-

els’ understanding of medical concepts and improve
their diagnostic reasoning. The effectiveness of this
fine-tuning is evaluated through a series of tests, includ-
ing multiple-choice questions and the interpretation of
complex medical records.

Experimental Settings Models are fine-tuned for 2
epoch with a batch size of 32, with a learning rate of
1075 using Adam. The warm-up rate of cosine schedul-
ing is set to 0.03. For consultation based on complex
medical records, the models are set to have a maximum
length of 1024, a temperature of 0.5, a top p of 0.7, and
a repetition penalty of 1.2 to generate 3 returns. For
multiple choice questions, we use greedy strategy to
generate 3 returns with a maximum length of 10.

For evaluating our medical language models, we use
CMB (Wang et al., 2023), CMExam (Liu et al., 2023),
CMMLU (Li et al., 2023), and C-Eval (Huang et al.,
2023). CMB offers a comprehensive assessment of clin-
ical medical knowledge, with its multiple-choice task,
CMB-Exam, covering single and multiple selections,
and CMB-Clin focused on consultation question answer-
ing using complex medical records. CMExam, derived
from the Chinese National Medical Licensing Examina-
tion, includes over 60,000 multiple-choice questions. C-
Eval and CMMLU, which also utilize a multiple-choice
format, measure large models’ knowledge capabilities.



Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 GLEU ROUGE-1 ROUGE-2 ROUGE-L Distinct-1 Distinct-2
cMedQA2 Fine-tuned

T5 20.88 11.87 7.69 5.09 7.62 27.16 9.30 20.11 0.418 0.526
T5-RAG 25.86 18.48 15.26 13.02 14.27 34.24 17.69 27.54 0.395 0.516
T5(Huatuo-26M) 28.76 17.08 11.67 8.41 10.45 29.79 10.23 20.68 0.647 0.831
T5(Huatuo-26M)-RAG  31.85 22.77 18.70 15.96 17.08 37.01 19.23 28.72 0.573 0.760
webMedQA Fine-tuned

T5 21.42 13.79 10.06 7.38 8.94 31.00 13.85 25.78 0.377 0.469
T5-RAG 20.30 13.29 9.97 7.61 9.40 32.40 14.88 27.25 0.285 0.377
T5(Huatuo-26M) 31.47 20.74 15.35 11.60 12.96 34.38 15.18 26.72 0.651 0.832
T5(Huatuo-26M)-RAG  25.56 16.81 12.54 9.58 11.80 34.88 15.59 27.43 0.447 0.611

Table 5: The comparison with or without using Huatuo-26M as an external RAG corpus. The difference with Tab. 6
is that here we finally fine-tune these models in the target datasets.

Dataset Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 GLEU ROUGE-1 ROUGE-2 ROUGE-L Distinct-1 Distinct-2
GPT2 (raw) 996 430 233 133 318 13.85 3.07 11.60 0.17 0.21
T5 (raw) 0.23 0.12  0.07 0.04 0.07 0.53 0.13 0.50 0.01 0.01

cMedQA2 T5 (cMedQA2) T 20.88 11.87  7.69 509 7.62 27.16 9.30 20.11 0.41 0.52
GPT2 (Huatuo-26M) 23.34 1327  8.49 555 897  29.10 9.81 21.27 0.46 0.61
T5 (Huatuo-26M) 2565 1494 979  6.64 10.03 30.64 10.49 21.48 0.54 0.72
GPT2 (raw) 7.84 351 1.99 1.16 256  12.00 2.70 10.07 0.12 0.15
T5 (raw) 047 021 0.13 0.08 0.13 1.04 0.20 0.97 0.01 0.01

webMedQA T5 (webMedQA) T 2142 1379 1006 7.38 894  31.00 13.85 25.78 0.37 0.46
GPT2 (Huatuo-26M) 19.99 11.54  7.51 497 780  28.19 9.69 21.30 0.36 0.49
T5 (Huatuo-26M) 2320 13.80 9.21 629 922  30.68 10.90 22.26 0.46 0.63

Table 6: Performance of models trained on Huatuo-26M

. T indicates fine-tuning while others are zero-shot.

For C-Eval, we concentrate on Clinical Medicine and
Basic Medicine, while for CMMLU, the focus is on
anatomy, clinical knowledge, college medicine, genet-
ics, nutrition, traditional Chinese medicine, and virology.
Our evaluation strategy involves directly generating an-
swers for these multiple-choice questions to effectively
gauge the models’ mastery of medical knowledge.

Results As shown in Table4, the accuracy of multiple-
choice questions of HuatuoGPT and DISC-MedLLM
are improved aftering fine-tuning on Huatuo-Lite. In
particular, DISC-MedLLM has improved by about 5 per-
centage points in different data sets. However, compared
with ChatGPT, the models still have a gap after fine-
tuning. At the same time, we also notic that HuatuoGPT
increase limited in CMExam and C eval. This may be
because its system prompts require model answers to
be as rich and friendly as possible, resulting in part of
the answers being analyzed in detail before arriving at
the choice. For knowledge-intensive multiple-choice
questions, this is likely to exacerbate the model’s hal-
lucination, thereby affecting the model’s performance
(Huang et al., 2023; Wang et al., 2023). Although its
performance is worse than DISC-MedLLM on multiple-
choice questions, HuatuoGPT is still significantly ahead
in complex medical record consultation tasks that simu-
late real scenarios.

6 Application II: As an External
Knowledge Source for RAG

Problem Setting RAG (Lewis et al., 2020) combines
pre-trained parametric and non-parametric memory (i.e.,
external knowledge) for generation, by doing which

memorization can be decoupled from generalization.
Here we use the Huatuo-26M as the external knowledge
resource in RAG. For a given question g, we use trained
DPR as a retrieval model to get the top-ranked QA pair
(Qaug, Gaug) from the QA dataset as an additional input.

Experimental Setting Considering that TS5 performs
better in zero-shot scenarios than GPT2, we use T5
instead of GPT2 to generate the answer conditioning on
a concatenated text (Gaug, Gaug, ¢)- Since RAG models
rely a retrieval model, we first train a Chinese DPR
model using our dataset. Then we use the document
encoder to compute an embedding for each document,
and build a single MIPS index using FAISS (Johnson
et al., 2017) for fast retrieval. In RAG training, we
retrieve the closest QA pair for each question and split it
into (qaug, Gaug, ¢) format. We define the maximum text
length after splicing as 400, train for 10 epochs with
batch size 24 and learning rate 3e-05. The difference
between T5 and T5 (Huatuo-26M) is that the latter was
first trained in Huatuo-26M dataset before training in
the target dataset (i.e., cMedQA?2 or webMedQA).

Results As shown in Table 5, we find that the RAG
strategy improves the quality of text generation to a
certain extent. Particularly, on cMedQA?2, the model
can consistently benefit from the RAG strategy with and
without pre-training on the Huatuo-26M dataset. For
RAG, we could additionally train backbone models in
Huatuo-26M before fine-tuning, as introduced in Sec. 7;
the improvement of the dditional pre-training could be
found in cMedQAZ2 (3 absolute point improvement over
purely RAG) but not in webMedQA (nearly 6 absolute
point decrease); this might depend on the characteristics
of target datasets.



Model CMedEE CMedIE CDN CTC STS QIC QTR QQR Avg-ALL
BERT-base 62.1 54.0 554 692 830 843 60.0 84.7 69.1
BERT-base (Huatuo-26M) 61.8 53.7 565 69.7 84.6 862 622 84.7 69.9
RoBERTa-base 62.4 53.7 564 694 837 855 603 827 69.3
RoBERTa-large 61.8 55.9 557 69.0 852 853 628 844 70.0
RoBERTa-base (Huatuo-26M) 62.8 53.5 573 698 849 86.1 62.0 84.7 70.1
ZEN (Diao et al., 2019) 61.0 50.1 578 686 835 832 603 83.0 68.4
MacBERT (Cui et al., 2020) 60.7 532 577 6777 844 849 597 84.0 69.0
MC-BERT (Zhang et al., 2020) 61.9 54.6 578 684 838 853 61.8 835 69.6

Table 7: The performance on the test set of CBLUE evaluation. We use Huatuo-26M as a pre-trained corpus. The
results including Zen, MacBERT, and MC-BERT are from the official website.

7 Application III: Transferability to
Other QA Datasets

Problem Setting We directly apply the model pre-
trained on the Huatuo-26M dataset and evaluate it on
other answer generation datasets. A similar configura-
tion could be found in T5-CBQA (Roberts et al., 2020).

Experimental Setting We select two existing Chi-
nese medical QA datasets, namely cMedQA?2 (Zhang
et al., 2018) and webMedQA (He et al.,, 2019).
cMedQA2 is a publicly available dataset based on
Chinese medical questions and answers consisting of
108,000 questions and 203,569 answers. webMedQA
is a real-world Chinese medical QA dataset collected
from online health consultancy websites consisting of
63,284 questions. The settings of TS and GPT 2 follow
Sec. 4.2.1.

Results As shown in Table 6, the performance of the
model pre-trained on the Huatuo-26M dataset is much
higher than the raw models. Especially, additionally
training on Huatuo-26M improves the raw T5 models
with 25.42 absolute points in cMedQA2 and22.73 ab-
solute points in webMedQA. Moreover, in cMedQA?2
dataset, TS trained in Huatuo-26M which never sees
neither the training set nor test of cMedQAZ2, outper-
forms TS5 trained by cMedQA?2 in terms of BLEU-1.
This evidences that Huatuo-26M includes a wide range
of medical knowledge, which is beneficial for down-
stream medical tasks. Moreover, using Huatuo-26M as
a training set achieves better performance on cMedQA?2
than using its own training set, this is probably due to
the large scale of Huatuo-26M that might have related
information in cMedQAZ2. This shows a great potential
ofHuatuo-26M for transfer learning.

8 Application IV: As a Pre-training
Corpus

Problem Setting We use Huatuo-26M as a pre-trained
corpus to continue training existing pre-trained language
models like BERT and RoBERTa.

Experimental Settings BERT (Devlin et al., 2018)
and RoBERTa (Liu et al., 2019) are typical pre-trained
language models for natural language understanding.
The base setting is with 12 layers with the large set-

ting is with 24 layers. BERT-base (Huatuo-26M) and
RoBERTa-base (Huatuo-26M) is the model initialized
by BERT-base and RoBERTa-base. They are further
continuously trained by the Huatuo-26M dataset us-
ing masked language model. To better contextualize
the results, we also report the results of ZEN (Diao
et al., 2019), MacBERT (Cui et al., 2020), and MC-
BERT (Zhang et al., 2020). We evaluate BERT and
RoBERTa trained on the Huatuo-26M dataset on the
CBLUE (Zhang et al., 2022). CBLUE is the first Chi-
nese medical language understanding evaluation bench-
mark platform, including a collection of natural lan-
guage understanding tasks.

Results As shown in Table 7, BERT and RoBERTa
trained on the Huatuo-26M dataset have improved
the performance of CBLUE. The trained 12-layer
RoBERTa(Huatuo-26M) model outperforms the 24-
layer Roberta model in terms of average scores, demon-
strating that the Huatuo-26M dataset is rich in medical
information. The average score of the RoOBERTa-base
(Huatuo-26M) model is 0.8 percentage points higher
than that of the RoBERTa-base model and 0.5 percent-
age points higher than that of the MC-BERT-base.

9 Conclusion

In this paper, we propose the largest Chinese medical
QA dataset to date, consisting of 26 Million medical
QA pairs, expanding the size of existing datasets by
more than 2 orders of magnitude. At the same time, we
benchmark many existing works based on the data set
and demonstrate the possible uses of the dataset in prac-
tice. We also release a streamlined version of the dataset
to lower the barrier for the community to utilize it. The
experimental results show that the dataset contains rich
medical knowledge that can be very helpful to existing
datasets and tasks.

10 Limitation

Our study has two limitations. First, although our
dataset collects a lot of data, multi-modal data is needed
to build a complete diagnostic process. Secondly, in
the process of creating Huatuo-Lite, we utilize GPT-3.5-
turbo to rewrite answers which may cause information
loss or errors.



References

Jinze Bai, Shuai Bai, Yunfei Chu, Zeyu Cui, Kai Dang,
Xiaodong Deng, Yang Fan, Wenbin Ge, Yu Han, Fei
Huang, et al. 2023. Qwen technical report. arXiv
preprint arXiv:2309.16609.

Zhijie Bao, Wei Chen, Shengze Xiao, Kuang Ren, Jiaao
Wu, Cheng Zhong, Jiajie Peng, Xuanjing Huang, and
Zhongyu Wei. 2023. Disc-medllm: Bridging gen-
eral large language models and real-world medical
consultation. arXiv preprint arXiv:2308.14346.

Asma Ben Abacha and Dina Demner-Fushman. 2019. A
question-entailment approach to question answering.
BMC bioinformatics, 20(1):1-23.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. Advances in neural information processing
systems, 33:1877-1901.

Yiming Cui, Wanxiang Che, Ting Liu, Bing Qin, Shijin
Wang, and Guoping Hu. 2020. Revisiting pre-trained
models for Chinese natural language processing. In
Findings of the Association for Computational Lin-
guistics: EMNLP 2020, pages 657-668, Online. As-
sociation for Computational Linguistics.

Zhuyun Dai and Jamie Callan. 2019. Context-aware
sentence/passage term importance estimation for first
stage retrieval. arXiv preprint arXiv:1910.10687.

Zhuyun Dai and Jamie Callan. 2020. Context-aware
term weighting for first stage passage retrieval. In
Proceedings of the 43rd International ACM SIGIR
conference on research and development in Informa-
tion Retrieval, pages 1533-1536.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Shizhe Diao, Jiaxin Bai, Yan Song, Tong Zhang, and
Yonggang Wang. 2019. Zen: Pre-training chinese text
encoder enhanced by n-gram representations. ArXiv,
abs/1911.00720.

Junqing He, Mingming Fu, and Manshu Tu. 2019. Ap-
plying deep matching networks to chinese medical
question answering: a study and a dataset. BMC med-
ical informatics and decision making, 19(2):91-100.

Wei He, Kai Liu, Jing Liu, Yajuan Lyu, Shiqi Zhao,
Xinyan Xiao, Yuan Liu, Yizhong Wang, Hua Wu,
Qiaogqiao She, et al. 2017. Dureader: a chinese ma-
chine reading comprehension dataset from real-world
applications. arXiv preprint arXiv:1711.05073.

Yuzhen Huang, Yuzhuo Bai, Zhihao Zhu, Junlei
Zhang, Jinghan Zhang, Tangjun Su, Junteng Liu,
Chuancheng Lv, Yikai Zhang, Jiayi Lei, Yao Fu,
Maosong Sun, and Junxian He. 2023. C-eval: A
multi-level multi-discipline chinese evaluation suite
for foundation models.

Di Jin, Eileen Pan, Nassim Oufattole, Wei-Hung Weng,
Hanyi Fang, and Peter Szolovits. 2020. What dis-
ease does this patient have? a large-scale open do-
main question answering dataset from medical exams.
arXiv preprint arXiv:2009.13081.

Jeff Johnson, Matthijs Douze, and Hervé Jégou. 2017.
Billion-scale similarity search with gpus. CoRR,
abs/1702.08734.

Jeff Johnson, Matthijs Douze, and Hervé Jégou. 2019.
Billion-scale similarity search with GPUs. [EEE
Transactions on Big Data, 7(3):535-547.

Mandar Joshi, Eunsol Choi, Daniel S Weld, and Luke
Zettlemoyer. 2017. Triviaqa: A large scale distantly
supervised challenge dataset for reading comprehen-
sion. arXiv preprint arXiv:1705.03551.

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick
Lewis, Ledell Wu, Sergey Edunov, Danqgi Chen, and
Wen-tau Yih. 2020. Dense passage retrieval for
open-domain question answering. arXiv preprint
arXiv:2004.04906.

Tom Kwiatkowski, Jennimaria Palomaki, Olivia Red-
field, Michael Collins, Ankur Parikh, Chris Alberti,
Danielle Epstein, Illia Polosukhin, Jacob Devlin, Ken-
ton Lee, et al. 2019. Natural questions: a benchmark
for question answering research. Transactions of
the Association for Computational Linguistics, 7:453—
466.

Andre Lamurias, Diana Sousa, and Francisco M Couto.
2020. Generating biomedical question answering
corpora from q&a forums. /IEEE Access, 8:161042—
161051.

Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio
Petroni, Vladimir Karpukhin, Naman Goyal, Hein-
rich Kiittler, Mike Lewis, Wen-tau Yih, Tim Rock-
taschel, et al. 2020. Retrieval-augmented generation
for knowledge-intensive nlp tasks. Advances in Neu-
ral Information Processing Systems, 33:9459-9474.

Patrick Lewis, Yuxiang Wu, Linqing Liu, Pasquale Min-
ervini, Heinrich Kiittler, Aleksandra Piktus, Pontus
Stenetorp, and Sebastian Riedel. 2021. Paq: 65 mil-
lion probably-asked questions and what you can do
with them. Transactions of the Association for Com-
putational Linguistics, 9:1098-1115.

Haonan Li, Yixuan Zhang, Fajri Koto, Yifei Yang, Hai
Zhao, Yeyun Gong, Nan Duan, and Timothy Bald-
win. 2023. Cmmlu: Measuring massive multitask
language understanding in chinese.

Junling Liu, Peilin Zhou, Yining Hua, Dading Chong,
Zhongyu Tian, Andrew Liu, Helin Wang, Chenyu
You, Zhenhua Guo, Lei Zhu, et al. 2023. Benchmark-
ing large language models on cmexam—a comprehen-
sive chinese medical exam dataset. arXiv preprint
arXiv:2306.03030.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqgi Chen, Omer Levy, Mike Lewis, Luke
Zettlemoyer, and Veselin Stoyanov. 2019. Roberta: A


https://doi.org/10.18653/v1/2020.findings-emnlp.58
https://doi.org/10.18653/v1/2020.findings-emnlp.58
https://doi.org/10.18653/v1/2020.findings-emnlp.58
http://arxiv.org/abs/2305.08322
http://arxiv.org/abs/2305.08322
http://arxiv.org/abs/2305.08322
http://arxiv.org/abs/2305.08322
http://arxiv.org/abs/2305.08322
http://arxiv.org/abs/1702.08734
http://arxiv.org/abs/2306.09212
http://arxiv.org/abs/2306.09212
http://arxiv.org/abs/2306.09212

robustly optimized bert pretraining approach. arXiv
preprint arXiv:1907.11692.

Tri Nguyen, Mir Rosenberg, Xia Song, Jianfeng Gao,
Saurabh Tiwary, Rangan Majumder, and Li Deng.
2016. Ms marco: A human generated machine read-
ing comprehension dataset. In CoCo@ NIPs.

Alec Radford, Jeff Wu, Rewon Child, David Luan,
Dario Amodei, and Ilya Sutskever. 2019. Language
models are unsupervised multitask learners.

Colin Raffel, Noam Shazeer, Adam Roberts, Kather-
ine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J. Liu. 2020a. Exploring the
limits of transfer learning with a unified text-to-text

transformer. Journal of Machine Learning Research,
21(140):1-67.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, Peter J Liu, et al. 2020b. Exploring the limits
of transfer learning with a unified text-to-text trans-
former. J. Mach. Learn. Res., 21(140):1-67.

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev,
and Percy Liang. 2016. Squad: 100,000+ questions
for machine comprehension of text. arXiv preprint
arXiv:1606.05250.

Adam Roberts, Colin Raffel, and Noam Shazeer. 2020.
How much knowledge can you pack into the parame-
ters of a language model? In Empirical Methods in
Natural Language Processing (EMNLP).

Stephen Robertson, Hugo Zaragoza, et al. 2009. The
probabilistic relevance framework: Bm25 and be-
yond. Foundations and Trends® in Information Re-

trieval, 3(4):333-389.

Abigail See, Peter J Liu, and Christopher D Man-
ning. 2017. Get to the point: Summarization
with pointer-generator networks. arXiv preprint
arXiv:1704.04368.

Simon Suster and Walter Daelemans. 2018. Clicr: A
dataset of clinical case reports for machine reading
comprehension. arXiv preprint arXiv:1803.09720.

InternLM Team. 2023. Internlm: A multilingual lan-
guage model with progressively enhanced capabili-
ties.

Yuanhe Tian, Weicheng Ma, Fei Xia, and Yan Song.
2019. Chimed: A chinese medical corpus for ques-
tion answering. In Proceedings of the 18th BioNLP
Workshop and Shared Task, pages 250-260.

Xidong Wang, Guiming Hardy Chen, Dingjie Song,
Zhiyi Zhang, Zhihong Chen, Qingying Xiao, Feng
Jiang, Jianquan Li, Xiang Wan, Benyou Wang, et al.
2023. Cmb: A comprehensive medical benchmark in
chinese. arXiv preprint arXiv:2308.08833.

Johannes Welbl, Pontus Stenetorp, and Sebastian Riedel.
2018. Constructing datasets for multi-hop reading
comprehension across documents. Transactions of

the Association for Computational Linguistics, 6:287—
302.

10

Shitao Xiao, Zheng Liu, Peitian Zhang, and Niklas
Muennighof. 2023. C-pack: Packaged resources to
advance general chinese embedding. arXiv preprint
arXiv:2309.07597.

Aiyuan Yang, Bin Xiao, Bingning Wang, Borong Zhang,
Chao Yin, Chenxu Lv, Da Pan, Dian Wang, Dong Yan,
Fan Yang, et al. 2023. Baichuan 2: Open large-scale
language models. arXiv preprint arXiv:2309.10305.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Ben-
gio, William W Cohen, Ruslan Salakhutdinov, and
Christopher D Manning. 2018. Hotpotqa: A dataset
for diverse, explainable multi-hop question answer-
ing. arXiv preprint arXiv:1809.09600.

Aohan Zeng, Xiao Liu, Zhengxiao Du, Zihan Wang,
Hanyu Lai, Ming Ding, Zhuoyi Yang, Yifan Xu,
Wendi Zheng, Xiao Xia, Weng Lam Tam, Zixuan Ma,
Yufei Xue, Jidong Zhai, Wenguang Chen, Zhiyuan
Liu, Peng Zhang, Yuxiao Dong, and Jie Tang. 2023.
GLM-130b: An open bilingual pre-trained model. In
The Eleventh International Conference on Learning
Representations (ICLR).

Hongbo Zhang, Junying Chen, Feng Jiang, Fei Yu, Zhi-
hong Chen, Jianquan Li, Guiming Chen, Xiangbo Wu,
Zhiyi Zhang, Qingying Xiao, Xiang Wan, Benyou
Wang, and Haizhou Li. 2023. Huatuogpt, towards
taming language model to be a doctor.

Ningyu Zhang, Mosha Chen, Zhen Bi, Xiaozhuan Liang,
Lei Li, Xin Shang, Kangping Yin, Chuangi Tan, Jian
Xu, Fei Huang, Luo Si, Yuan Ni, Guotong Xie, Zhi-
fang Sui, Baobao Chang, Hui Zong, Zheng Yuan,
Linfeng Li, Jun Yan, Hongying Zan, Kunli Zhang,
Buzhou Tang, and Qingcai Chen. 2022. CBLUE: A
Chinese biomedical language understanding evalua-
tion benchmark. In Proceedings of the 60th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 7888-7915,
Dublin, Ireland. Association for Computational Lin-
guistics.

Ningyu Zhang, Qianghuai Jia, Kangping Yin, Liang
Dong, Feng Gao, and Nengwei Hua. 2020. Conceptu-
alized representation learning for chinese biomedical
text mining. arXiv preprint arXiv:2008.10813.

. Zhang, X. Zhang, H. Wang, L. Guo, and S. Liu. 2018.
Multi-scale attentive interaction networks for chinese
medical question answer selection. IEEE Access,
6:74061-74071.

Ming Zhu, Aman Ahuja, Da-Cheng Juan, Wei Wei,
and Chandan K Reddy. 2020. Question answering
with long multiple-span answers. In Findings of the
Association for Computational Linguistics: EMNLP
2020, pages 3840-3849.

Ming Zhu, Aman Ahuja, Wei Wei, and Chandan K
Reddy. 2019. A hierarchical attention retrieval model
for healthcare question answering. In The World Wide
Web Conference, pages 2472-2482.


http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
https://openreview.net/forum?id=-Aw0rrrPUF
http://arxiv.org/abs/2305.15075
http://arxiv.org/abs/2305.15075
http://arxiv.org/abs/2305.15075
https://aclanthology.org/2022.acl-long.544
https://aclanthology.org/2022.acl-long.544
https://aclanthology.org/2022.acl-long.544
https://aclanthology.org/2022.acl-long.544
https://aclanthology.org/2022.acl-long.544
https://doi.org/10.1109/ACCESS.2018.2883637
https://doi.org/10.1109/ACCESS.2018.2883637
https://doi.org/10.1109/ACCESS.2018.2883637

A Limitation

A The dataset might contain some wrong medical
information since its scale is large with 26M QA pairs
and manual checking by experts in nearly impossible
in the current stage. To better maintain the dataset, we
aim to build an online website where clinical doctors
or experts could modify these QA pairs. This might be
done by recruiting part-time doctors to first check these
data and regularly update them.

This dataset might be translated into other languages,
especially low-resource languages. Note that the trans-
lation might introduce some additional errors. More-
over, one should also be noticed some basic differ-
ences between traditional Chinese medicine and western
medicine.

For medical consultation, the treatment/suggestions
vary from person to person. In other words, it might
be highly dependent on the individual’s situation, e.g.,
age and gender, whether the main symptoms such as
pain are accompanied by other symptoms, or whether
the symptoms are early or late. The information might
need to be confirmed in a multi-turn dialogue instead
of single-turn QA. In the future, we would explore dia-
logue systems for medical QA.

B Ethics Statement

As we mentioned in the limitation, the collected data
might still have wrong medical information, which
comes from two aspects: 1) doctors might make mis-
takes in online medical consultation, especially given
the fact patience might expose incomplete information;
and 2) the automatic extraction of QA pairs might also
introduce some inaccurate information. Although the
data scale is too large to manually check by medical ex-
perts, we have made some efforts to reduce its negative
effects. We have highlighted these concerns in many
parts of this paper and warned readers.

We have removed all private information of ‘patient’
users in all data sources.

C Dataset Download

All data are crawled from open-source resources.
For these data resources where we extract question-
answering pairs, namely online encyclopedias and
knowledge bases, we directly provide full-text question-
answering pairs. For the raw data we crawled
as question-answering pairs, like online consultation
records, we provide two versions: a raw version that
provides a URL website associated with a question-
answering pair; and a full-text version that directly
provides full texts for question-answering pairs. Huatuo-
26M providing URL links for online consultation
records is fully open-sourced. QA pairs from encyclope-
dias and knowledge bases are full-text and complete, but
one has to crawl QA pairs from online medical consulta-
tion records by itself. This is to avoid data misuse from
some companies or individuals. While Huatuo-26M
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provides full texts for all QA pairs is only open-sourced
to research institutes or universities if they agree on a
license to promise for the purpose of research only.

D Word Clouds for Huatuo-26M Dataset

As shown in Figure 3, 4, and 5, we extracted the top
1000 keywords based on TF-IDF and drew word clouds
for different sources of Huatuo-26M. It shows QA pairs
from online consultation records are more informal
since they use more daily words like ‘F %’ (namely ‘a
lovely nickname for babies’); while they are more for-
mal in other resources with more professional medical
words, the combination between formal and informal
questions making this dataset diverse.

E Examples of Huatuo-26M Dataset

Table 13 shows examples from various sources of the
dataset, and the data characteristics of each data source
can be roughly seen through the examples. For Q&A
pairs derived from online medical consultation records,
the questions are more colloquial and the answers are
more targeted. For Q&A pairs sourced from online
medical wikis and expert articles, the questions are more
concise, rarely involving specific patient information,
and the answers are more detailed and professional. For
Q&A pairs from online medical knowledge bases, the
questions are concise, the answers are accurate, and
there are fewer identical texts between answers and
questions.

F Extracting QA Pairs from
Encyclopedia Pages

As shown Fig. 2, For a given Wikipedia page, we use an
HTML parsing tool to extract its structured information
based on the contents of the page. Therefore, we get
a title based on the contents which are associated with
one or many paragraphs. Next, we transform each title
to a question that could be answered by its associated
paragraphs, according to a manually-designed template
like Tab. 14.

G Questions Templates for Knowledge
Bases

Tab. 14 shows the generated templates for all knowledge
graph questions. Each question template is associated
with either a relation between entities or an attribute
of an entity. Each question template is conditioned on
the subject entity, see the placeholder of entities like
disease and drug in Tab. 14. Note that the answer
to the question should be the object entity or the attribute
of the subject entity. There are 43 question types in total.
We manually checked 500 random examples where the
‘answer’ could match the question; the results show
nearly every QA pair is correct.



Domain Dataset Lang Domain  Source #Q
MedHop (Welbl et al., 2018) English  Medical MEDLINE 2.5K
BiQA (Lamurias et al., 2020) English ~ Medical Online Medical forum 7.4K
HealthQA (Zhu et al., 2019) English ~ Medical Medical-services website 7.5K
MASH-QA (Zhu et al., 2020) English  Medical Medical article website 35K
MedQuAD (Ben Abacha and Demner-Fushman, 2019)  English ~ Medical ~ U.S. National Institutes of Health (NIH) 47K
dical ChiMed (Tian et al., 2019) Chinese  Medical Online Medical forum 47K
MeAICal MedQA (Jin et al., 2020) EN&CH Medical Medical Exam 60K
webMedQA (He et al., 2019) Chinese = Medical Medical consultancy websites 63K
CIiCR (Suster and Daelemans, 2018) English ~ Medical  Clinical case reports 100K
cMedQA2 (Zhang et al., 2018) Chinese  Medical Online Medical forum 108K
Huatuo-Lite Chinese  Medical Consultation records, Encyclopedia, KBs 177K
Huatuo-26M Chinese Medical Consultation records, Encyclopedia, KBs 26M
TriviaQA (Joshi et al., 2017) English General  Trivia 96K
HotpotQA (Yang et al., 2018) English ~ General = Wikipedia 113K
SQuAD (Rajpurkar et al., 2016) English  General  Wikipedia 158K
eneral DuReader (He et al., 2017) Chinese  General = Web search 200K
8 Natural Questions (Kwiatkowski et al., 2019) English ~ General =~ Wikipedia 323K
MS MARCO (Nguyen et al., 2016) English ~ General =~ Web search 1.0M
CNN/Daily Mail (See et al., 2017) English General  News 1.3M
PAQ (Lewis et al., 2021) English ~ General = Wikipedia 65M
Table 8: Existing QA dataset.
# entity type #relation #entity #triplets Department Orig.  Aft. ~ Eq.  Ratio
CPubMed-KG - 40 17M  44M  Obslerics& G,Yﬂf%;ﬁy@ﬂff ) 2030 400 193
nternal edaicinel o A . . .
39Health-KG 7 6 36.8K 210.0K Dermato & Venereology(ZE 53R 100 500 400  13.9
Xywy-KG 7 10 441K 294.1K Pediatrics(JLE} 75 600 325 119
Otorhinolaryngology (- £t 150 375 475 7.8
. . .. Oncology(ffJ&) 125 425 450 5.7
Table 9: Basic statistics of the three knowledge bases. Neuroscience(HIZE) 25 475 500 56
Surgery(JMEH 225 475 300 5.4
- Andrology((35%}) 175 325 500 4.6
Step #Pairs Len(Q) Len(A) Infectious & Immune(E4L 5 RN 75 375 550 238
- Dentistry(F &} 125 400 475 1.8
Aft. Semantic&N-gram 1,316,730 75.6 131.9 Psycholggy(;biﬁfpb 125 550 325 1.7
Trad. Chinese Medicine( %) 100 725 175 1.4
Aft. ChatGPT Score 237,127 81.3 141.7 Emergency Medicine(212 %} 2.5 60.0 375 1.0
Score 0 3,076 715 127.1 Reproductive Health(4:58 fEFER) 150 275 575 08
Score 1 248,256 60.8 131.6 Others(FH:fth) 150 575 275 0.6
Score 2 466,459 73.7 127.3
gcorei ;?;gg; 2‘1‘2 ii}i Table 11: Evaluation Preferences by Department for
core s . . . . .
Score 5 24300 777 1441 Orlgln.al and Refined Answers of Huatuo-thg. We
consolidate the preference data from GPT-4 with hu-
Aft. Refinement 177,703 80.1 143.9

Table 10: Statistics in the streamlining process.

H Examples of Retrieval Based
Benchmark

We select DPR for the case study since it has the best
overall performance. Table 15,16,17 shows the retrieved
results using DPR. Interestingly, the top-ranked answers
are relevant and generally valid, especially for the first
case in online consultant records in table 17 since the
number of QA is large and many of them might be re-
dundant and it might lead to false negatives. Therefore,
although the retrieval metrics (e.g. recall 5) are rela-
tively low, its retrieval quality is moderately satisfied.

I Details about Baselines

1.1 Baseline Details for Retrieval

BM25 is a bag-of-words retrieval function that ranks
a set of documents based on the query terms appearing

man preferences. The data in the table are percentages.
"Orig." indicates a preference for the original answer,
"Aft." indicates a preference for the polished answer,
and "Eq." indicates consistent quality. "Ratio" repre-
sents the proportion of the data set occupied by this
department.

in each document. We use single characters as units to
build indexes instead of words. We utilize the Lucene
code base and set k1 to 1.2 and b to 0.9.

DeepCT  (Dai and Callan, 2020) uses BERT '° to
determine context-aware term weights. We trained the
model for 3 epochs, with a learning rate of 2 x 1075
using Adam. The batch size is set to 72 and the max
sequence length is set to 256.

DPR (Karpukhin et al., 2020) learns embeddings by
a simple dual encoder framework. The DPR model used
in our experiments was trained using the batch-negative
setting with a batch size of 192 and additional BM25

https://huggingface.co/bert-base-chinese
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Figure 2: Workflow for extracting QA pairs from WIKI pages.

Data sources

Version consultant records  encyclopedias knowledge bases ‘ Access
raw version URL full-text full-text public-available
full-text version | full-text full-text full-text available upon application

Table 12: Data access
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Figure 3: Word clouds drawn from Q&A pairs from online consultation records.

negatives. We trained the question and passage encoders
for 2 epochs, with a learning rate of 10~° using Adam,
linear scheduling with warm-up and dropout rate 0.1.
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1.2 Baseline Details for Generation

TS (Raffel et al., 2020a) trains many text-based lan-
guage tasks in a unified text-to-text framework. We
continuously train TS for 1 epoch on the full training set
of Huatuo-26M using batch-size 8, with a learning rate
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Figure 5: Word clouds drawn from Q&A pairs from Knowledge bases.

of 10~* using Adam, linear scheduling with a warm-up
rate of 0.1. The Chinese T5 model has 12 layers T5 ''.

GPT2 (Radford etal., 2019) is a decoder-only gener-
ative language model. We fine-tune GPT2 for 1 epoch
on the full training set with a batch size of 12, with a
learning rate of 10~* using Adam, linear scheduling
with a warm-up rate of 0.1. In both T5 and GPT2, the
maximum lengths of questions and answers are set to
256 and 512. The Chinese GPT is the original 12-layer
GPT2 2.

ChatGLM3-6B (Zeng et al., 2023) is an open bilin-
gual language model based on General Language Model
(GLM) framework, with 6.2 billion parameters.

Qwen-7B  (Bai et al., 2023) is a strong base language
model, which have been stably pre-trained for up to 3
trillion tokens of multilingual data with a wide coverage
of domains, languages (with a focus on Chinese and
English), etc.

"https://huggingface.co/imxly/
t5-pegasus

2downloaded from https://huggingface.co/
uer/gpt2-chinese-cluecorpussmall
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Baichuan2-7B-Chat  (Yang et al., 2023) is the
new generation of open-source large language models
launched by Baichuan Intelligent Technology. It was
trained on a high-quality corpus with 2.6 trillion tokens.

InternLM-7B-Chat  (Team, 2023) a 7 billion param-
eter base model and a chat model tailored for practical
scenarios. It leverages trillions of high-quality tokens
for training to establish a powerful knowledge base.

DISC-MedLLM (Bao et al., 2023) is a large-scale
domain-specific model designed for conversational
healthcare scenarios. It can address a variety of your
needs, including medical consultations and treatment
inquiries, offering you high-quality health support ser-
vices.

HuatuoGPT (Zhang et al., 2023) is a large language
model (LLM) trained on a vast Chinese medical cor-
pus to construct a more professional LLM for medical
consultation scenarios.

ALL of above large language models are fine-tuneed
for 2 epoch on the full training set with a batch size
of 32, with a learning rate of 10~ using Adam. The
warm-up rate of cosine scheduling is set to 0.03. For
text generation, the models are set to have a maximum


https://huggingface.co/imxly/t5-pegasus
https://huggingface.co/imxly/t5-pegasus
https://huggingface.co/uer/gpt2-chinese-cluecorpussmall
https://huggingface.co/uer/gpt2-chinese-cluecorpussmall

length of 1024, a temperature of 0.5, a top p of 0.7, and
a repetition penalty of 1.2 to generate 3 returns. The
metric is the average of the three returns.

ChatGPT We use ChatGPT (GPT-3.5-turbo) on 10th
May 2023.

1.3 Baseline Details for CBLUE

BERT BERT-base (Huatuo-26M) is the model ini-
tialized by BERT-base '* and continuously trained by
the Huatuo-26M dataset using masked language model.
We trained the model for 10 epochs with a learning
rate 5~° with batch size 64. Questions and answers are
spliced together, and the maximum length is 256.

RoBERTa RoBERTa-base (Huatuo-26M) is the
model initialized by RoBERTa-base'* and continuously
trained by the Huatuo-26M dataset using masked lan-
guage model.We trained the model for 10 epochs with a
learning rate 5~° with a batch size 64. Questions and
answers are spliced together, and the maximum length
is 256.

ZEN (Diao et al., 2019) a BERT-based Chinese text
encoder augmented by N-gram representations that take
different character combinations into account during
training.

MacBERT  (Cui et al., 2020) reduces the gap be-
tween the pre-training and fine-tuning stages by cov-
ering words with a similar vocabulary to it, which is
effective for downstream tasks.

MC-BERT (Zhang et al., 2020) study how the pre-
trained language model BERT adapts to the Chinese
biomedical corpus, and propose a new conceptual repre-
sentation learning method that a coarse-to-fine crypto-
graphic strategy is proposed to inject entity and linguis-
tic domain knowledge into representation learning.

J Details for Creation of Huatuo-Lite

Reduction Based on Semantic&N-gram Initially, us-
ing the BGE (Xiao et al., 2023)'3, we compute the word
embeddings for each question. Euclidean distance is
adopted as the metric for gauging semantic similarity
between embeddings, and questions with a semantic dis-
tance less than 12 from a given question are designated
as its neighbors. The neighbor count for any question
is capped at 512. For the creation of neighbor sets, we
employ the vector retrieval library FAISS.

During the processing phase, if the neighbor count for
a question falls below 30, it is deemed a low-frequency
question and removed. We also define a term frequency
distance based on 2-gram overlap. Within the neighbor
set. Questions with a term frequency distance exceed-
ing 0.2 are eliminated, ensuring that questions within

Bhttps://huggingface.co/bert-base-chinese
“https://huggingface.co/hfl/chinese-roberta-wwm-ext
Bhttps://huggingface.co/BAAl/bge-large-zh
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the set share significant semantic and linguistic resem-
blance. We then navigate through the entire dataset in
a random manner; any new question already appearing
in the neighbor set of previously included questions is
excluded from consideration.

Reduction Based on ChatGPT Scoring Subse-
quently, we employ the GPT-3.5-turbo model to assign
a score (ranging from O to 5) to the filtered questions.
Only those questions with a score of 4 or above are
retained. A detailed distribution of scores can be found
in the table 10, while the specific scoring prompts are
delineated in the Figure 8.

Refinement Using GPT-3.5-turbo We employ GPT-
3.5-turbo to rewrite the answers, with the specific
prompt provided in Figure 10. The original answer
is also fed into the prompt as reference information
for GPT-3.5-turbo. We exclude samples where the
length of the answer text is less than 5 characters post-
refinement, ultimately obtaining 177,703 high-quality
question-answer pairs.

K Details for Statistics of Huatuo-Lite

Details of Department Annotation Based on the es-
tablished department classification structure, we utilize
GPT-4 to annotate a randomly sampled set of 30,000
instances for training the classification model. The spe-
cific prompt can be found in Figure 7. We train the Bert
model '¢ on the dataset annotated by GPT-4. We set the
batch size to 64 and weight decay to 0.1, and trained for
10 epochs. We utilize the Adam optimizer for model
optimization, with a learning rate of 5e-5 and a warm
up proportion of 0.1.

Details of Related Disease Annotation We determine
which diseases are mentioned in the question based on
the constructed vocabulary. In cases where a question
contained multiple disease names, we select the one
with the highest importance defined as follows: Assum-
ing disease name d with a length L(d) and a priority
P(d), the importance I (d) can be calculated as follows:

I(d) = L(d) x P(d)

Priority P(d) is based on the presence of spe-
cific characters in d. It’s set 5 for containing "fJf
J&4" (tumor), 4 for containing "J&"(cancer), 3 for con-
taining "J75" (disease) and 2 for containing" 4 "(-itis) and
1 for others. We get related diseases for 80.80% sam-
ples, encompassing a total of 2,702 categories.

Wordcloud Based on Related Diseases Based on
the "related diseases" labels and their proportions, we
construct a word cloud as shown in Figure 9.

GPT-4 Evaluation Prompt To assess whether the
quality of the text improved after refinement, we employ
GPT-4 and invite users for evaluation. The prompt used
for GPT-4’s assessment can be found in Figure 11.

1https://huggingface.co/bert-base-chinese



Multiple choices Prompt

THEERTEAFIRERE, HEREEEMLT, AREEM . (R} {50
IERERE:

The following is a multiple-choice question about medical knowledge. Please answer the correct option directly
without any analysis.{Question} {Options}

The correct answer is:

Figure 6: Prompt for Multiple choices answering

Classification Prompt

Prompt: NA} SNBL 7R, LB BERes, IRBAMERL, R ARIEFRL, DB, PERL BEkS
B QSR IERL BT S A ER RER, STEERA, BIEEERL DR 25570RL R, B2
A4, AR, EoAth o FFIRT N ERX A FIRUE T AL AR = AR, RS A ERERAE, AHRE
TR SOAR g - (1] R

Figure 7: Department classification prompt for creation of Huatuo-Lite

Scoring Prompt

Prompt: You are an excellent rating robot. You will be given a question related to medical or health topic. You
task is to provide a score to the given question in the scale of 1-5 using the judge criteria below:

1: The given text is incomplete, ambiguous. It lacks enough information for a doctor to make a judgment. It may
also contain irrelevant or repetitive information, hyperlinks, or promotional content related to specific doctors.
2: The text is mostly complete and clear, with minimal repetition. But it does not provide enough information
for a doctor to make a judgment, and it may not be perfectly concise or well-organized. It might contain minor
grammatical errors, but they do not significantly affect its fluency.

3: The text is complete, clear, and concise, with no repetitive or irrelevant information. It provides enough
information for a doctor to make a judgment, and it is well-organized and grammatically correct. However, it
may still lack a specific question or contain minor ambiguities. There are no hyperlinks or promotional content.
4: The text is very complete, clear, and concise. It provides sufficient information for a doctor to make a judgment
and includes a specific question. It is well-organized, grammatically correct, and free of repetition, ambiguities,
hyperlinks, and promotional content. However, there may still be minor room for improvement in terms of clarity
or richness of information.

5: The text is perfectly complete and concise. It provides all the necessary information for a doctor to make a
judgment and includes a specific, clear question. The text is well-organized, grammatically correct, and free of
repetition, ambiguities, hyperlinks, and promotional content. It could not be improved in any obvious way.
Please first provide a brief reasoning you used to derive the rating score, and then write **"Score: <score>" in
the last line.**

Figure 8: Scoring Prompt for creation of Huatuo-Lite
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Figure 9: Main Diseases of Huatuo-Lite.
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The Prompt for ChatGPT Refinement

Prompt:

*Egystem**:

### You are Huatuo GPT, an Al assistant for medical questions.

### You are an Al assistant. Provide a detailed answer so user don’t need to search outside to understand the
answer.

### You are an Al assistant that follows instructions extremely well. Help as much as you can.
### You should be as specific as possible, address the questioner’s concerns.

### You should answer the question in a gentle and friendly way.

### You should not answer questions that are not related to medical.

### You should not answer questions that are related to specific location, hospital, doctor, brand.
### You should not answer questions that are related to advertisement.

### You will ask for clarification if the question is not clear.

### You will ask for more information if the question is not complete.

### You should not answer questions that are beyond your ability.

### You will be given a question and a reference answer.

### You can refer to the answer given to you for your response, but this is not mandatory. If you think the given
answer is not reasonable, please provide the answer you think is reasonable.

### You should give your answer in the following format

“‘Thought about reference answer

Thought

“‘Answer

Answer

1113

*Fuser®*:
“‘Question
{question}

e

“‘Reference Answer
{ref_answer}

1133

Figure 10: The Prompt for ChatGPT Refinement to create Huatuo-Lite

Scoring Prompt

Prompt: Please evaluate the quality of each answer, Al and A2, based on the following medical inquiry
questions, output the final choice (options include: Al is better’, *A2 is better’, ’Quality is comparable’).
Please note the following requirements:

Accuracy of the answers: Are they based on the latest medical research and appropriately explained medical
terms?

Clarity of advice: Are clear recommendations provided, considering the patient’s specific situation?

Ensure your thought process is logical and well-structured. The input data format should be in JSON, as shown:
{"Question": "xxx", "A1": "xxx", "A2": "xxx"

After completing your analysis, please output your chosen label using the following format: ###A1 is better###,
###A2 is better###, or ###Quality is comparable###

Figure 11: Department classification prompt for creation of Huatuo-Lite
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From Online Medical Consultant records:

Question

Answer

Question

Answer

HATRERS T IOAT, BRI BB, T BRZ IR B S A8t o 3] — AT R ARAE IR A 2 W7

I may have hepatitis E because my diet is getting worse and I always feel sick when I eat. What are the early
symptoms of hepatitis E?

FFEIARAEIR 2 BB TTIETHAL, SRR E IR F TN, FNERE2EL, maHiReE,
IR BRSO ORIEIR, BRERTE, EREENE, BAHEE .

The early symptoms of the liver will be that the fat cannot be digested, causing a large amount of fat to accumulate in
the body. At the same time, the stomach function will also be disordered, there will be symptoms of anorexia and nau-
sea when seeing greasy food. Symptoms such as hyperpigmentation and changes in nail color may also occur.

3P EFEBAKEER T, ELARERERRE T ETHE?

The 3-year-old baby swallowed the whole fruit candy, how can I know that the baby has swallowed it and

not stuck it in the throat?

AERMWEEERAEIIG, BEW LT -

As long as the baby does not hold his breath after swallowing, the baby has swallowed the thing.

From Online Medical Encyclopedia:

Question

Answer

Question

Answer

HISIBRES LA 8 4 1R E?
How is prostate calcification treated?
AR XEAG TN A FT S IR N RIS BLRR - BUSURRI IES LA K2 90 MRS (AL 8 9 51 R AT
RYERAE, WaisIBRAshAkEIZAL - BRIBIEASHI U RAESS , AR —DiEiG « A1/ aES (LIE 5 LT
AARAE R RERAVER 2> - HIRATSIBRES (LS L ATRTT, SR R RS A, 51 A MR, BV
WRIWERRA T, BHEIaE, EROEEAEL, NaTaEasELBIRIG RIS - RIFET R
BONRGE S, Wb R HITIE SRR E ), TEERZEIANZE), BRARL, BRARE,
DS, HEER EERIFEEIS 8, SRR M . SRTETEAL] . IR, 200K, RlEXEREY) .
BEH . KREEREEY . HERREYPE SWMEE, MEsREan.
Calcifications are calcium deposits in the prostate that are detected on x-rays. The calcifications in the prostate can be
divided into different sizes: Coarse calcifications are often benign lesions in the prostate, such as aging of the internal-
prostatic artery, old injury, and inflammation, and no further biopsy are required. Fine calcifications are usually located
in the part where the cells are growing and dividing more rapidly. Prostate calcification or stones must be treated. Cal-
cification will develop into stones and cause various symptoms. Some symptoms cannot be eliminated for a long time.
A comprehensive examination should be done to see if there are stone calcifications. Prostate disease cannot be comp-
letely cured without treatment for calcification. Maintenance treatment requires a combination of work and rest to pre-
vent excessive fatigue and carry out appropriate physical exercises, especially exercises to strengthen pelvic muscles.
Avoid sitting for a long time, riding a bicycle for a long time, and squatting for a long time. The defecation time is co-
ntrolled within 3 to 5 minutes. Avoid sitting in wet places. Clean the anus after defecation. Pay attention to diet, drink
plenty of water, avoid alcohol and spicy food. Eat more vegetables, fruits and nuts. Nuts are rich in copper and zinc, it
is good for the prostate.
ey EoniEas
The 3-year-old baby swallowed the whole fruit candy, how can I know that the baby has swallowed it and
not stuck it in the throat?
MR 25 RS A EE R RS R, B &R R R A A R R X — i R S 2R
Wi o SN, AEWZTAE T 29 A VAR A ) S O AR SRR B St 25 AR ELA R B T - 19504R488), A
TR “WAEERENR |, 572 R B SN 5 RIRBRTTE T A - BEE KERIIEARE
BAER, A2 TR GR ST R A R T 28RN - PRI AT 5T 25 07E A QBT RE A & ML A EE 8 B
AR ALY R BN 2R, SR Z PR NAE R BT, R A M Z 23, RIEHATTR
MAZR PR, HEFERE L.
Biopharmaceutics is the study of the entire process of drug absorption after administration, including the effects of var-
ious preparation factors and biological factors on this process and drug efficacy. Biopharmaceutics uses the process of
drug response to biological cells to achieve the expected purpose. In the early 1950s, it was generally believed that
"the chemical structure determines the efficacy of the drug", and pharmacy was only for improving the appearance and
masking the bad smell to make it easier to take. With a large number of clinical practices, people gradually began to re-
alize the influence of dosage forms and biological factors on drug efficacy. It’s important to study various mechanisms
and theories of drugs in the metabolic process and the influence of various dosage forms and biological factors on drug
efficacy, control the internal quality of drugs, ensure the safety and effectiveness of final drugs, and provide strict eval-
uation for new drug development.

From Online Medical Knowledge bases:

Question
Answer
Question

Answer

R ZE R B R T B Lt A7

What are the adjuvant treatments for abscess puncture?
HERE, RRRITE, B3RS

Disinfection and isolation; skin care; nutritional support
SRR B AT H A 4

What are the adjunctive treatments for airway suctioning?
RERINR

Adequate rehydration

Table 13: Examples from various sources of the dataset
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(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(disease)
(

drug)

JEIR (symptom)

FHAHE (complication)

&4 (Introduction)

Tl (prevention)

¥ (Etiology)

R IFRZ (Morbidity)

F2RLZE (Medical department)

JAIT J7 3\ (treatment)

VATT I (treatment cycle)

JARLE (cure rate)

F22E (an examination )

% RHHE (Frequent group)

ZIIRIT (medical treatement )

S & (Do not eat)

‘HE (Edible)

FET-H (death rate)

B (Auxiliary inspection)

£ & Z=17 (High season)

% GER)  (related (symptoms))
£ JFHL (pathogenesis)

FARIAIT (operation treatment)
HEREERAL (metastatic site)

JRES PSR 2 (risk assessment factors)
%% (screening)

Z#%3%12 (way for spreading)
KIRERNOL (Diseased site)

FfEEZ (high risk factors)
KIFFHS (Age of onset)

TG 477 (prognostic survival rate)
HA K0 (Histological examination)
FBNTAIT (adjuvant therapy)

Z KX (High-risk areas)

JBE K Z (genetic factors)
ZIRMERITE (Onset sex tendency)
JTIAIT (Radiation Therapy)

1LIT (chemotherapy)

IR A (clinical manifestations)
NEL I (endoscopy)
B (Film degree exam)

X (530 (related (resulting in))
VAIT JEAER (Symptoms after treatment)
3% (#%1k) (relevant (conversion))
HE##25 (diseases cured with this drug)

disease] FIIEIRZ4?  (What are the symptoms of [disease]?)

disease] MH-AZIER4?  (What are the complications of [disease]?)

disease] FIfE/Z&?  (What s the profile of [disease]?)

disease] MTAPFEHEHBILL?  (What are the preventive measures of [disease]?)

disease] FIAJRIRA?  (Whatis the cause of [disease]?)

disease] MBJFLLGIZEZL?  (What is the prevalence rate of [disease]?)

disease] FUELIZRIZE R 42  (What is the clinic of [disease]?)

disease] WA AREM4?  (What s the treatment of [disease]?)

disease] FIIAITEIBHZ K2  (How long is the treatment cycle of [disease]?)

disease] MAEEZZL/?  (What s the cure rate in of [disease]?)

disease] FIRREHLA4?  (Which check are there for [disease]?)

disease] MZ A#HAERZE?  (Which group of people is more likely to get [disease]?)
] (What are the recommended drugs for [disease]?)
] (What shouldn’t one eat for [disease]?)
]
]
]
]
]
]
]

disease] HIHERZERLL?

disease]l REfTA?

(What should one eat for [disease]?)

disease] MIFLT-HZEZL/?  (What is the death rate for [disease] ?)

disease] WIBIIEEH 42  (What are the auxiliary inspections of [disease]?)
(Which season do people most likely get [disease]?)

(What are the side symptoms of [disease]?)

(What is the pathogenesis of [disease])

disease] WFARIGTTHE LA 42  (What is the surgical treatment of [disease]?)

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[disease HEMTA?
[
[
[
[
[
[
[disease] FIEHERIZT4?  (What is the site of transfer for [disease]?)
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

disease] & X ZETT R AN {E?
disease] FIMHFIEIRE LAt 42
disease] FIARHLEIEA 472

disease] FIRBEIFM R ZF L T4 (What are the risk assessment factors for [disease]) ?
disease] MIFER LM 42  (What are the screenings for [disease]?)

disease] MEERZE LM 42  (What are the channels of transmission of [disease]?)
disease] MAREMLZ 42  (Whatis the site of [disease]?)

disease] FIRIEREH L 42  (What are the high-risk factors for [disease]?)
disease] MARFHZEL?  (What is the age of onset for [disease]?)

disease] MIT/EAERFHZEL/A?  (What is the prognosis for survival for [disease]?)
disease] WHHAFEREF LA 4?  (What are the histological examinations for [disease]?)
disease] WEIBNATTH LM 42  (What are adjuvant treatments of [disease]?)
disease] MEZAMIXZHE?  (Where are the frequent occurrence areas of [disease]?)
disease] MBFRZEM A2  (What is the genetic factor of [disease]?)

disease] MAFRIERIMAZRE?  (What is the sex tendency of onset of [disease]?)
disease] WHSHATTE L 42  (What is radiation therapy of [disease]?)

disease] WLITH L 4?  (What is the chemotherapy of [disease]?)

disease] MK EINHE L 4?  (What are the clinical manifestations of [disease]?)
disease] MNEBIER LM 42  (Whatis the endoscopy examination of [disease]?)
disease] WRBHREFH LM 42  (What are the imaging tests of [disease]?)
disease] & AFEMLEHR?  (What consequence does [disease] lead to?)
disease] WAITFAERIE 42 (What are the symptoms after treatment for [disease]?)
disease] LA 4?  (What will [disease] translate into?)

drug] BEVRFR(T A K?  (What diseases can [drug] treat?)

Table 14: Templates to transform relations in knowledge bases to questions.
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Question  FFIARES (LI B AR R?

Answer  FHILAER XL ROMEN FHTF R A BB BTN - BISIBRINIES (LA Kbz 4 FKAES AL N B RN H)
RAYEREEE, IRiFIAR Bk 210 ~ BRIBEER A DL RIESE, ANRREE— TR . W/ DES kLB E AT
R R EER 4 - BRI RSB A L AURTT, B LB EA, 5IAHEMIER, BRE
REBEBRAT . EMemRE, ERNASASN, NATEO B BIRIGBRIZIE - RIREITHR
Fyss s, B RS HTE S N E 2, TEEIRAENAMZE), BEARY, BERARE,
DA, HEEREHEHIESRIS AR, TARENE M . MEEEILT. ERIRE, ZU0K, RBREHREY -
ZEBE - KBERREREY . HREREYHE STMEE, SHiFIRE -

Top 1 W5 AR B A S AR 2 N O 2 BT B LARITE 1 SOAEVR B B T ROIESE °T LS — 5 BRI ES AL
JE IR P SR — IR A S BRSSP BB AL AT 4 R B A A B BIRIT T

Top2  RIFARIBEIRAVIEOUE RS — A SE M 2B R TETIRIT W R A8 B 5 IR A T5 A 3T i F1I AR 48
FEATIRTT AT LA — S B & P 25 S5 53 TR YT DASR K AR TR 7 55 Bt 50 b o OB S BRI M B 5 55
FEER B O ELE R B HE R EiER ERENIR R HRE
JR IR F B R G & 5 R A T B LTSI AR AR EE 1L, FEAR/NAORS 3 8 223 Bl 1 AR S A S5 SR A FREY
MITEEIRE T, MAEEREAE LRI N oRRERIE - 18 FGXFIEISI R LB 46972 FTLUA@Ig?

Top3  HIFIBRESCAXFE N T RENE Z i RESEEREN, MEEEERE — T2 5106 R BRESE
FIEOL, AT OB AR ITIRITH . ZIERLZEAK, AZEEK, mHEERSRFEHREENEY), Pt
HVEE R G A TR ECE Y -
JRIFIE: 18 % Hi FI MRS (kL B 4 902

Question {14 EEY 2555|247

Answer  EWIFHIERRLA LG AWM NMENERE, SE&MHFIERMEYREN X — TS R0
Mo LA, AEPZG 7 FdEd Zant AR A A A ) R S R R A B B2 A AR ELA B P H AT - 195080, A
TN R M FEMRE AR, i RN EEESNIL - S RIRRT R T ARA - & KERImRSE
BRIERA, AT R BIFIZ A A R 0T 2B - BRI 9% 25 78 A T A2 A & PR LB AN 0 X
BRI RN AP R Z N 205, SRS 2 PRI T, TR A M 2ER, REESHAT A
MRZR ST, HMEEEZENE L.

Topl  HEWZHEZ, EEYHIZMEZLEYH AR BRI Z BIRZEEMEY AR, 2 —FE iR .
BEFEAYNEDRIBEEY RN - — T EEIEBFERX &S, MAREE AR, BT IHE
B 5, XA LIRS K& S A0 R 2 o, AR R IR - H— B2 REIEY, JL
FEFSEFEM T XNR TR L WEHEH - X B TR2EMBT I & BT % -
SRR AT 2 R R 2

Top2 AW, JOFERFPAARSEHE, Btk TR RS & RGOS R ShEY R AR 1% . DUt
A7 38 R B A A ek E AR Y - AR O BB TR R s L B T A e R LA, E
B Y AT R AR E, FURER LR IR R IR TR AT
JRIRELAT 2 AT 252

Top 3 JRES

Table 15: Examples of retrieval results of DPR model on questions generated from Encyclopedia

Question I ZF RN AT H LAt 42

Answer  HEERERE; RARAUIEL B SCR

Topl  AEILEE; SliEY; SCETTESIR; THRKELE
JER )RR S P e B B 7 R LA 42

Top2  WREFSIAEW; FHETH; MRIKE: MRTTERIE REFTITRRE & EEE
JE IR O i =5 505 | L BB IR T Le 47

Top3 B MR, B EFESEMMETRETE REING, btill, BREE %, 55°CRIEmA
JE I P L SR B I 7 A 42

Question BRIV INAITH LM 42

Answer EEIMNK

Top 1 PR ZS R A R T 2B 2
JR A RE:NSICU N L SGE IS BA T B e 40

Top2  FEMI; RLIEEI0° F45° 47, FHFFEEIEN
JE [l B W RO P R T R et 42

Top 3 HEINE AR, SEREE, WRERNEE
JEIR) 15 S 1 T B R S B TR T LA 4

Table 16: Examples of retrieval results of DPR model on questions generated from Knowledge bases
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Question ~ FLATREMS T JCAT, B MFCEBARBOAT, THEIZIRAIRH RS 248 « 7] — T AT R R 2987

Answer  FREIRER S HIAEHT IR, BRAEENFRTEN, FRNEIfEEERL, eIk E,
B LR B OREIR, RBRTTE, RREIENE, BRUMES%.

Top 1  MENJGEHEAMLKS, FHELRHARESETL, Wik UCFHRE — LB E AR - XM PORER
AT 2 RIEE R, HF HEHAEZ AL s A SRR ER A ZOR R R - X0 & R
WAROZFFEENA RS, EEMEREA, A 7T LR E #1550 -

JR IR B T B RS T AT, BAAK T BRX DR, XD RAE R EFIEATR?

Top2  JRRFREZRZIE-DRELRE, KBEARERRLZERITHENA THEEEGRIKER, KBAFFZ
HERWSBOKREZ G, KREIGHRAHI, 2 HTKET . Bk, EESKETIARIEHIX,
REAERULREG] - AN, BRI HE AR AL R o PR ATRES MR R o - TR . SREE
MXnt - EREANE - FFIXR - MRk - M5 % - B0 NMEBARIEAE, EREAR -

JE R BB T AR S NG T BT, B BT —F, ARKE — R SRR R R 2

Top3  MARHSSEHEREMBFRINENEI 2GRN, EERBLAME . BimREI N 'HEE - B0 =77 £
FEEREARANE « XA, FFAPR . Hom M AT DR E %, #hormil HElEE -

JER [ R B AR R A B H SO, (ER BT A TR HEAAE R, AEZERNIE ST H DA I R R e

Question 3% FFICEEANKEHEE T, B2 A RRAEZE T 5T IR?

Answer A EEMWEFEFERABESIMR, IHMEETNET -

Topl  BAFIWXMERELAERA-TEECEE N, —MOBATEFHSE-RG, R T, Wit 7%,
JRIARE 131 AEE, IERAMES LR/ MED T —1, MEELEERE T, HEINERMIT 2 0an?

Top2  BESREEMSIETS N EROZEZER, IRA] IFEBEEZ T IR A B FE N - a8 7% BRI S -
JRIE—% )\ A EEIZREGENIET LT, WA NE T 5K, HEERE?

Top3  BREIR/AD, —MRESATDUEHSR, FTLEYMSEZFHEFN, REGNF, Ak, k@, s
BEEM, MEZERRET .
R+ AN EER N HEEERESE, SRER

Table 17: Examples of retrieval results of DPR model on questions from consultant records
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