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ABSTRACT

We introduce a framework for benchmarking optimizers according to multiple
criteria over a collection of test functions. Based on a recently introduced union-
free generic depth function for partial orders/rankings, it fully exploits the ordinal
information and allows for incomparability. Our method describes the distribution
of all partial orders/rankings, avoiding the notorious shortcomings of aggregation.
This permits to identify test functions that produce central or outlying rankings of
optimizers and to assess the quality of benchmarking suitesE]

1 INTRODUCTION

Despite its importance for machine learning research, there is no broad agreement on how to com-
pare optimization algorithms on benchmark suites with regard to multiple criteria, see Hansen et al.
(2022) for instance. This is particularly relevant for multi-objective optimization, which has diverse
applications ranging from reinforcement learning (Basaklar et al., 2023 Zhu et al., 2023) to repre-
sentation learning (Gu et al., |2023)), neural architecture search (Lu et al., 2019) and large language
models (Zhou et al.| [2023)). But such comparisons also arise when single-objective optimizers are
evaluated with respect to several metrics, see [Sivaprasad et al.| (2020); Mattson et al.| (2020); Dahl
et al.|(2023). A popular example is the duality of fixed-budget (performance) and fixed-target (speed)
evaluation of deep learning optimizers, see e.g. [Dewancker et al| (2016) or results in section 3]

We propose a novel framework for comparing optimizers with respect to multiple criteria over a
benchmarking suite of test functions. It is motivated by two observations from benchmarking prac-
tice. Firstly, in many cases, ranking optimizers is the overall aim of benchmarking, which then
renders the metric information a mere means to an end. Secondly, multiple criteria give rise to in-
comparability of optimizers (“better with respect to one metric, worse with respect to another one”)
— a fact that classical aggregation methods aiming at total orders fail to represent (Dewancker et al.,
2016). In general, it has been proven that it is impossible to aggregate a set of total orders to a single
total order while assuming natural conditions on the aggregation, see appendix [F] In contrast, our
framework is based on partially ordering optimizers according to their performance on a single test
function, thus deliberately allowing for incomparability. When considering a benchmarking suite of
test functions, we obtain a set of such partially ordered sets (posets) describing the performance of
optimizers. To evaluate these posets, we use the concept of depth functions which provide a notion
of centrality and outlyingness, see Zuo & Serfling| (2000) and the adaptation to poset-valued data
developed by Blocher et al.| (2023) which is called union-free generic (ufg) depth. This gives us a de-
scription of the distribution and not just an aggregation. Thus, by applying the ufg depth to the posets
given by a benchmark suite, we can identify those test functions that give a central/well-supported
performance ordering of the optimizers and those test functions that return outliers, see appendices|C|
and[D] This paves the way for analyzing the diversity of problems covered by benchmarking suites.

2 METHOD

Depth functions describe an empirical distribution by indicating how central/outlying each point is
relative to an entire data cloud or underlying distribution. Our framework relies on the union-free
generic (ufg) depth presented in|Blocher et al.[(2023). This is an adaptation of the simplicial depth
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function, which denotes the probability that a point z € RY (with d € N) lies in a randomly drawn
d+1 simplex (,i.e., in the output of the convex hull/closure operator, see appendix [A)). For adaptation
to posets, let P be the set of all possible posets on a finite set M. The ufg depth is based on the
closure operator y: 27 — 27 P+ {p € P | Nyep p Cp C Uscp P} . Analogous to the simpli-
cial depth, where only the edges of the d + 1 simplices are used, the ufg depth considers only those
subsets of 27 that are non-trivial, minimal, and not decomposable without loss of information based
on the closure operator . More specifically, set . = {P C P | condition (C1) and (C2) hold}
with (C1): P C (P), and (C2): there exists no family (A;);c(1,....¢3 such thatforalli € {1,..., ¢}
A; © Pand Ujeqy,.. 37 (A;) = v(P). Thus, the ufg depth of a poset p € P is the proportion of sets
S € . that contain (i.e. p € v(S5)) the poset of interest. More details can be found in appendix [B]
Consider now the task of comparing d optimizers with respect to c criteria for each of n test func-
tions. Based on a fixed test function, we say that optimizer ¢ is better than optimizer j iff optimizer
1 is better for at least one criterion and not worse for all others. Thus, if there are two criteria that
contradict each other (one criterion states that optimizer ¢ performs better than optimizer j and the
other criterion states the opposite), then we say that these two optimizers are incomparable}’| Hence,
when we consider n test functions, we obtain n posets describing the performance of d optimizers
based on c criteria. Now, we apply the ufg depth on these posets. Then, the poset with the highest
ufg depth value contains the structure that is most supported by the performance order given by all
the test functions, while the poset with the lowest ufg depth gives a structure that can be seen as an
outlier. Another interpretation is that a test function that produces the poset with a high (low) ufg
depth value is a typical (an atypical) problem compared to the other test functions.

3 RESULTS

We illustrate our framework on DeepOBS, a benchmark suite SGD
for deep learning optimizers (Schneider et al., 2019). We closely

mimic the setup in|Schneider et al.|(2019, section 4) and compare SGD

vanilla stochastic gradient descent (SGD), adam, and momen-
tum as baselines on 8 test functions, which arise from training
various models on different data sets, e.g., a Long Short-Term
Memory network (LSTM) (Hochreiter & Schmidhuber, [1997) Figure 1: Orderings of opti-
for character-level language modeling on Leo Tolstoi’s War and mizers corresponding to high-
Peace, see |Schneider et al.| (2019, Appendix A) for details. We est (0.65, left) and lowest (0.29,
benchmark SGD, adam, and momentum with respect to perfor- right) ufg depth.

mance (minimal test loss achieved in a fixed time budget) and

speed (time required to achieve a given test loss) We obtain 8 posets describing the order of the
optimizers. We observe 5 unique and 3 duplicated posets. From the 8 observed posets, figure [I]
shows the poset corresponding to maximal and minimal ufg depth value. Here, an ascending chain
of edges between any two optimizers means that the optimizer below is outperformed by the one
above. The poset on the left has the highest ufg depth value with 0.65 and therefore the structure
which is most supported by the observed benchmarking results. This poset is the duplicated one.
In contrast, the poset on the right with the lowest ufg depth value of 0.29 can be seen as outlying.
This means that the underlying problem (LSTM on War and Peace) produces an order structure that
is atypical compared to the other 7 orders given by the test functions. Indeed, it appears surprising
for vanilla SGD to outperform adam and momentum, the latter two being enhancements of SGD.
We reckon the reason could be that the other 7 test functions in DeepOBS are all based on more
modern network architectures than LSTM. Besides delivering benchmarking results, our framework
also informs the benchmarking suite designer about the distribution of orderings produced by her
suite. Depending on its overall aim, the designer might use this information to remove or add test
functions, giving rise to a more targeted curation of benchmarking suites. For instance, the detection
of LSTM on War and Peace as an outlier in DeepOBS could lead to the removal of the latter in case
the designer wants the suite to test optimizers on modern network architectures, and vice versa. See
appendix |[E| for more details on how our framework can inform benchmarking suite designers.

|Momentum| IMomentumI | Adam |

2Equality of all criteria values does not occur in the following illustration and is discussed in appendix[a

3Further results for 11 optimizers on the Black-box Optimization Benchmarking (BBOB) suite (Hansen
et al.| [2010) comprising 24 test functions as well as for 7 multi-objective evolutionary algorithms (Wu et al.|
2023)) benchmarked on 13 test functions can be found in appendixgand@ respectively.
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A PRELIMINARY DEFINITIONS

In this section, we state all general definitions necessary to this paper.

Partial orders (posets) are based on a fixed set M, which orders the elements of M. A partial
order p is therefore a subset of M x M which is reflexive (for all y € M we have (y,y) € p),
antisymmetric (if (y1, y2) € p withy; # ys then (y2,y1) € p) and transitive (if (y1,y2), (y2,y3) € p
then (y1,y3) € p). A poset that is strongly connected (for all y1,y2 € M either (y1,y2) € p or
(y2,y1) € pholds) is called a total/linear order. Note that a subset of M x M that is only reflexive
and transitive is called a preorder.

A closure operator on a set § is a function v : 22 — 2% which is extensive (for A C  we have
A C yq(A)), idempotent (for A C 2 we have yq(A) = ya(7a(A))), and increasing (for A, B C Q
with A C B we have vo(A) C vo(B)). The convex hull/closure operator is defined on R? with
d € N. This operator maps each subset A C R to the smallest convex set that contains A. Note
that it defines indeed a closure operator on R.

B DEFINITION OF THE UNION-FREE GENERIC DEPTH FUNCTION ON POSETS
AND SOME COMPUTATIONAL ASPECTS

In the following, we define the union-free generic (ufg) depth on the set of partial orders (posets), see
appendix |A] and Blocher et al.| (2023)). Therefore, let M be a finite set and P the set of all possible
posets on M.

Depth functions can be regarded as a generalization of the univariate median and quantiles to multi-
dimensional spaces. They provide a natural ordering of data points from center to outwards based on
an observed data cloud or underlying distribution. There have been several different depth functions
defined, like the simplicial depth on R4, see|Liu[(1990), or depths on functional data, see|Gijbels &
Nagy| (2017).

The union-free generic (ufg) depth function developed by Blocher et al.| (2023)) is based on the
simplicial depth on R?, see [Liu (1990). As described in section [2| the empirical simplicial depth
uses the d + 1 simplices with observed edges and computes the proportion of simplices that con-
tain the point of interest. Thus, it is based on the d + 1 simplices, where all edges are observed
points {z1,...,7,} € R% with n € N. Here, “contain” means that the point of interest is inside
the simplex. Hence, it lies in the output of the convex hull/closure operator, see appendix [A]l In
particular, from the perspective of the convex hull operator, the edges of d + 1 simplices are special
subsets of R?. More precisely, these subsets are non-trivial in the sense that the output of the convex
hull operator is a proper superset. They are minimal in that we cannot delete one point without
changing the output. Moreover, they cannot be divided without loss of information. This means
that dividing these edges into proper subsets and looking at the union of the output of the convex
hull operator applied to these subsets yields a different set than applying it directly to the entire set,
see Carathéodorys theorem on convex sets, see Eckhoff| (1993)). InBlocher et al.| (2023) the authors
describe this connection in more detail and exploit it in the definition of ufg depth.

Since the ufg depth is an adaptation of the simplicial depth, Blocher et al.| (2023) starts by defining
a closure operator, see appendix[A] on P:

v:2P 2P, P {peP|(NbpCp< UD
peP peP

The next step is to adapt the d + 1 simplices to this new framework. Thus, the non-triviality and the
union-freeness are defined more general by |Blocher et al.|(2023)), and one obtains the following two
conditions for P € P:

(Cl) P Cy(P),

(C2) there does not exist a family (A;);e(1,...,¢y such that forall i € {1,...,£} A; € P and
Uieqr,...p 7(A4i) = (P).
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The authors showed that by applying these two conditions to R? together with the convex hull
operator, one ends up with the d + 1 simplices. Thus, Blocher et al.| (2023)) set

. ={P C P | Condition (C1) and (C2) hold}
and say that it consists of union-free generic sets.

Example B.1. We consider a subset of the observed posets given by the benchmarking suite
DeepOBS by|Schneider et al.|(2019), see section[3] These are

p1 = {(SGD, Momentum)},
p2 = {(SGD,Adam)}, and
p3 = {(Momentum, SGD), (Momentum, Adam), (SGD, Adam)}.

Note that ps is the poset on the left of the figure (Il Then, since v({p1,p2,p3}) = {p1,p2,p3} is
trivial and gives no more information, we get {p1,p2,ps} & 7. (Note that it is not trivial when it

contains a poset that is not observed.) As p* = {(SGD, Momentum), (SGD, Adam)} € v({p1, p2})
and no proper subset of {p1, p2} contains the poset p* in the output of its closure operator, we get
that {p2,p3} € <.

Now, analogous to simplicial depth, the union-free generic depth function of a partial order p is the
weighted proportion of sets .S € . containing p in its closure. The weight comes from the positive
probability of observing the same poset more than once

Definition B.1. Let p1,...,p, € P be a sample with corresponding empirical probability measure
vy, (equipped with the power set as o-field). Then, the (empirical) union-free generic (ufg) depth is
given by

P —[0,1]
D,,: s 0, ifforall S € Hﬁesz/n(ﬁ)zo
Cn ZSey,pew(S) Hﬁes v (D), else

with ¢, = (Zsey’ [Liesvn (]3)) , see Blocher et al.|(2023).

Note that since v, (p) = 0 if p € P is not observed, we can restrict the set . to S5 = {S € & |
S C{p1,...,pn}} consisting only of the observed posets.

Example B.2. Recall example assume that only pi1,p2 and ps were observed (without du-
plicates) and let v3 be the corresponding empirical probability measure. By the remark after
the definition of the ufg depth, we get that it is sufficient to consider only all union-free and
generic sets that can be obtained by restricting to the observed posets. Thus, we obtain that
Fobs = {{p1,02}, {2, 3}, {P1,p3}}. With this, we get that the ufg depth value of all three ob-
served posets is equal to 2/3.

In [Blocher et al.[(2023)), the authors also introduce a population version. In addition, they showed
some properties that the union-free generic depth function satisfies. This consists of properties such
as how duplicates affect the result, what kind of posets have a depth of zero (e.g., when the poset has
a preference structure that does not appear in any observed poset), and showing that the ufg depth
approach cannot be reduced to a function based only on the pairwise comparisons. Furthermore, the
authors prove that the ufg depth is consistent and therefore converges to the population version of
the ufg depth under the independent and identically distributed (i.i.d.) assumption.

Finally, we want to discuss some computational aspects. The space of all possible observable posets
grows with the number of elements #M = n. Solving the exact number of posets for a set M

with n = #M is NP-hard, a lower bound is given by on?/ 4 see [Kleitman & Rothschild| (1970).
Although the ufg depth function is defined over all possible posets, computing the depth of all
possible posets can become computationally intensive. This is only needed if we are interested
in inference, see appendix |[El Another computationally intensive aspect is testing whether a subset
satisfies conditions (C1) and (C2). In[Blocher et al.|(2023) the authors explain in detail how this can
be reduced. However, the larger n = # M is, the longer the computation takes. This can be seen
in the runtime of our three examples: DeepOBS (approximate runtime: 1 second), Multi-Objective
Evolutionary Algorithms (approximate runtime: 10 seconds), and BBOB (approximate runtime: 7
hours). Note that not only is the # M different, but also the number of test functions is larger in the
BBOB suite.
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IPOP-CMA-ES

BIPOP-CMA-ES

RANDOMSEARCH

| RANDOMSEARCH |

(1+2_m"s) CMA-ES

IPOP-CMA-ES

IAMALGAM

BIPOP-CMA-ES

Figure 2: BBOB suite based on dimension 2: Poset corresponding to the maximal (0.21, left) and
minimal (0.11, right) ufg depth value.

C RESULTS ON BBOB SUITE

Many researchers rely on the Black-box Optimization Benchmarking (BBOB) suite of test functions
for comparing new optimizers against existing ones. We focus on results and evaluations from
the BBOB 2009 and 2010 workshops on 24 noiseless functions in continuous domain in a black-
box optimization scenario, see Hansen et al.| (2010). The aim of the test function selection was
to provide difficult and commonly faced optimization problems. These test functions are scalable
with dimensions 2, 3, 5, 10, 20, and 40, see Mersmann et al.| (2015). To evaluate the performance
we use the calculations of Mersmann et al.| (2015). We focus on comparing the 11 algorithms
chosen inMersmann et al.|(2015] Section 3.4) as representatives of 11 algorithm groups. These are
RANDOMSEARCH, POS, G3PCX, MOS, BIPOP-CMA-ES, IPOP-CMA-ES, FULLNEWUOA,
(1+2_m"s) CMA-ES, iAMALGAM, BFGS and NELDER-DOERR. We also decided to limit our
analysis to dimension 2. As performance measures, we use the expected runtime for precision
level (distance to optimum) 0.001, see|Auger & Hansen| (2005), and the number of precision levels
achieved overall.

Before discussing the ufg depth based on the posets given by test functions in the BBOB suite,
we take a closer look at the construction of the partial orders. For each test function, we say that
optimizer ¢ outperforms optimizer j iff at least one criterion states that optimizer ¢ is better and all
other criteria say that optimizer ¢ is not worse. If two criteria contradict each other in the sense
that one criterion says optimizer ¢ is better and another criterion states the opposite, then these two
optimizers are incomparable. More precisely, we say that based on this set of criteria, the optimizers
cannot be compared. However, this construction does not cover the possibility that two optimizers
are equal in all criteria. In this situation, the optimizers cannot be distinguished on the basis of the
criteria used. So they are indifferent. Note that this is actually a distinction from incomparability,
where the individual criteria do not agree on the performance order. One can say that in the case of
indifference, optimizer i is preferred over optimizer j, and vice versa, optimizer j is preferred over
optimizer ¢. This precisely defines only the weaker structure of a preorder, and not a partial order
(antisymmetry is missing, see definitions in appendix [A). Thus the first naive approach, to include
this indifference also as incomparability to the posets, does not do justice to the different interpretive
backgrounds[Y]

The problem of indifferent optimizers arises with the 11 optimizers given by Mersmann et al.[(2015)
and the noiseless test functions in the BBOB suite with dimension 2. For test functions 1, 18, and 24,

*Generalizing the ufg depth to the set of preorders could be future work.
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[(1+2_m?s) cmaEs | [BIPOP-CMA-ES] [IPOP-CMA-ES| [FULLNEWUOA) [ Nelder-Doerr | [ G3PCX [ BFGS |

IAMALGAM

RANDOMSEARCH

Figure 3: BBOB suite based on all dimensions: Three posets with the highest depth value have this
dominance order in common, i.e., RANDOMSEARCH being dominated by all other optimizers is
true for the three most central posets.

we have that at least two of the optimizers BFGS, FULLNEWUOA, RANDOMSEARCH, IPOP-
CMA-ES, and G3PCX have equal criteria values. Therefore, we restrict our analysis of the ufg
depth function to the posets given by the test functions without 1, 18, and 24E] Thus, we have 21
test functions resulting in 21 posets describing the performance order of the 11 optimizers where 20
are unique. Applying the ufg depth on these posets, we obtain a maximum depth value of 0.21 and a
minimum depth value of 0.11. Since, in general, the ufg depth maps to [0, 1], this indicates that there
is no poset that is strongly supported because it lies in many observed union-free generic sets. Thus,
each poset contains a dominance or non-dominance structure that is not supported by observed poset
subsets. This result may be due to the large variety of different optimization problems reflected by
the test functions. Nevertheless, a discussion still can give some insight into the performance order
structure of the optimizers and the corresponding test functions.

The maximum ufg depth value is attained for the poset in figure 2| (left). This is a duplicated one and
the corresponding test functions are 10 and 11. Note that the outperformance of NELDER-DOERR
and BFGS over all other optimizers except (PSO, RANDMOMSEARCH, and FULLNEWUOA)
exists within the posets with the 8 highest ufg depth values. The observation of the dominance of
NELDER-DOERR for the test functions restricted to 2 dimensions is consistent with [Hansen et al.
(2010). Besides the poset in figure 2] (left) being the one where the dominance order (edges between
the optimizers) is most supported, it is also the poset where the incomparability or non-dominance
(non-edges) between two optimizers has the most typical order. Interestingly, we observe that the 9
most central posets all agree that RANDOMSEARCH is not dominated by any optimizer other than
PSO. Note that this does not mean that RANDOMSEARCH dominates any other optimizer, only
that for all corresponding test functions and for each optimizer there is at least one criterion where
RANDOMSEARCH is better than the other optimizer. The poset in figure 2] (right) has the minimum
ufg depth value of 0.11. Thus, the corresponding test function 22 produces a performance order of
the optimizer that is more outlying compared to all other performance orders produced. However,
since all ufg depth values are quite low, it is questionable whether this can really be considered an
outlier compared to all others, or whether all posets differ from each other to some extent.

Finally, we want to compare our analysis with Mersmann et al.| (2015, p. 176). In that article, the
authors analyzed the optimizers based on all six dimensions. Here, the aim was to obtain an overall
total order of the optimizers. This was done with Borda consensus ranking, see appendix [F} Since
the above analysis reflects the performance based only on dimension 2, we further evaluated the ufg
depth function and posets, where for each of the test functions we use the expected running time of
each dimension as a performance measure. We observe that the three posets corresponding to the
three highest ufg depth values differ strongly and only agree on the dominance order in figure [3]
The main takeaway is that the three posets that are most central according to ufg depth only agree
on random search being dominated by all other optimizers, while optimizer PSO is dominated by
all expect random search. Optimizers MOS and iAMALGAM both dominate PSO and random

SIf we accept the abuse of incomparability and add indifference as well as incomparability and run the
analysis on all 24 test functions, we get a similar result.



Published as a Tiny Paper at ICLR 2024

search, but are incomparable w.r.t each other and are dominated by all remaining optimizers, which
are in turn incomparable among each other. Since the dominance order falls apart quickly, it is
questionable whether an overall order as suggested inMersmann et al.| (2015} p. 176) is reasonable.

D RESULTS ON MULTI-OBJECTIVE EVOLUTIONARY ALGORITHMS

We apply our framework on recently published benchmarking results for dynamic multi-objective
evolutionary algorithms (Wu et al., 2023). The proposed algorithm by Wu et al.| (2023) called
DVC is compared against six state-of-the-art multi-objective evolutionary algorithms on 13 test
functions with respect to the mean inverted generational distance (MIGD)"|at four different phases
4 criteria)[] This results in 13 (unique) posets describing the relation between the optimizers’ 4
performance criteria on each of the 13 test functions. Figure d]illustrates the posets with the highest
and lowest depth value, respectively. The two depicted posets correspond to those 2 functions from
the 13 considered test functions that entail the most typical relation of the optimizers’ performances
and the most outlying (atypical) one, respectively.

It becomes evident that the proposed evolutionary algorithm DVC is superior to all but two opti-
mizers (namely, HPPCM and DSSP) on the most typical test function. On the most atypical one, it
only dominates PPS and is incomparable to all others. Notably, this very simple illustration of our
framework is enough to detect an oversimplified interpretation by Wu et al.| (2023, page 10): “From
an overall perspective, the DVC algorithm performs well in all phases, although it is slightly inferior
to HPPCM in the FDA3 problem and the dMOP3 problem (2 of the 13 test functions, the authors),
but performs better in all other test problems”. Figure [] (left graph) reveals that this statement is at
least misleading. The DVC algorithm is in fact outperformed with respect to at least one criterion
by DSSP. Otherwise, the two would not appear as incomparable in figure [} A brief glimpse at the
tables reporting the criteria values for all test functions and all optimizers in Wu et al.| (2023, tables
2-5) confirms this. In fact, it can be seen that DVC is outperformed by several more optimizers with
respect to at least one criterion.

[ DSSP | [ HPPCM |[ DvCc | [ FPS |[HPPCM]| [ DVC |

PPS || CKPS || sPPs | [ spps |[ CKPs |[ DssP

Figure 4: Multi-objective evolutionary algorithms: Orderings of optimizers corresponding to highest
(0.39, left) and lowest (0.17, right) ufg depth.

E OUTLOOK: DESIGN AND CURATION OF BENCHMARKING SUITES

When designing and curating benchmarking suites, the question arises quite naturally as to what
extent benchmarking results can be compared to each other. It might be of particular interest for
benchmarking suite designers to gauge the diversity (dispersion) of the observed partial orderings.

We first note that the answer to this question depends on the definition of a benchmarking suite.
While there is broad consensus that the latter entails the specification of test functions and evalua-
tion criteria, it is not clear whether some tested optimizers are an integral part of a benchmarking

The MIGD is based on the minimum sum of distances between solutions belonging to the actual Pareto
front and the solutions generated by the algorithm.

"Notably, Wu et al.|(2023) also benchmark with respect to the mean hypervolume difference at four different
stages. For ease of demonstration, we abstain from including these additional criteria. Note that benchmarking
according to 8 criteria would increase the number of incomparabilities.
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suite, functioning as baselines for future benchmarking. The investigated BBOB benchmarking suite
(Hansen et al.l [2010; 2021), see section [2| does not come — to the best of our knowledge — with a
pre-specified set of baseline optimizers. The deepOBS benchmarking suite (Schneider et al.,2019)),
however, comprises three deep learning optimizers as baselines (SGD, momentun, adam).

If there are no specified baselines, our descriptive analysis of the benchmarking results says little
if anything about the benchmarking suite as such, because they are subject to the actually used
optimizers in the benchmark. Moreover, the space of possible observable posets changes with the
number of optimizers. More specifically, the cardinality of the possible observable posets grows

with lower bound 27°/4 with n the number of items/optimizers, see Kleitman & Rothschild (1970)
Moreover, the different cardinality of possibly observable posets strongly affects the a priori proba-
bility of observing similar posets, e.g., when we have a discrete uniform distribution on posets with 3
optimizers versus on posets with 11 optimizers, it is more likely to observe 3 duplicated posets out of
8 observations for 3 optimizers than for 11 optimizers. However, if the benchmarked optimizers are
considered a property of the benchmarking suite, our descriptive analysis is more meaningful: The
depth values describe all partial orderings produced by the benchmarking suite. Neither more test
functions (“observations”) nor more optimizers (“features/items”) are observable for a so-defined
benchmarking suite. Statistically speaking, this translates to a complete survey, where the sample
equals the population. From the perspective of a benchmarking suite designer, the ufg depth func-
tion values (and their dispersion, measured e.g., by their range) are thus a sensible tool to assess
the diversity of the partial orders produced by the suite. They might also be used to compare their
diversity to the results of other benchmarking suites, keeping in mind that they refer to different
populations.

However, a benchmarking practitioner typically uses the benchmarking suite to compare a newly
proposed optimizer with existing ones. She is thus more interested in inferential statements such as
“Which test functions produce more likely a typical partial ordering of the old and new optimizers
combined, and which produce an atypical order?” Practically speaking, she wants to get rid of test
functions without changing the result. Since the new optimizer is unobserved with no prior knowl-
edge, this question cannot be answered (by any ranking method). We can only restrict ourselves
to some heuristics about how the distribution on the test functions changes for different optimizers.
For example, we could assume that the test functions that produce typical or atypical poset structure
on the benchmarking suite behave similar if we add a further optimizer from the same class of opti-
mizers (e.g., evolutionary algorithms) to the benchmarking suite. This can make future experiments
more time and energy efficient, while presumably not changing their results.

A second question that concerns a benchmarking practitioner is: “On another test function, what
is the most likely poset structure to be observed?” At this stage we cannot answer such questions
because our analysis is descriptive only, see also section [3} Future work will focus on statistical
inference from posets. However, we want to point out that statistical inference will be difficult
because the test functions, and thus the posets, can hardly be seen as independent and identically
distributed over the space of all possible test functions/posets.

F RELATED WORK

In this section, we provide some general background on benchmarking optimizers with respect to
multiple criteria on a suite of test functions and review related work. Particular attention is paid to
the notorious shortcomings of aggregating benchmarking results and how the presented approach
avoids them. Before turning to concurring benchmark analysis methods in more detail, we start by
a general description of the problem.

Comparing optimizers with respect to a single continuous criterion produces a complete ranking, i.e.,
a total order (see definition in appendix A). Aggregating several such orders arising from multiple
criteria into one unique total order is a long-standing problem in social choice theory dating back
toBorda (1781) and |Condorcet| (1785), still being subject of vivid discussion in economics. In the
situation of this paper, the goal is to find a procedure/function that maps every possible set of total
orders on any finite set M to a total order. “Arrow’s Impossibility Theorem”, see|Arrow|(1950), now

80f course, the number of criteria used can restrict the number of possible observable posets as well, see
order dimensions |Yannakakis| (1982).
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states that this is not possible under natural desirable properties. These properties on the procedure,
and especially on the resulting aggregated total order, contain the following three axioms among
others. For all three axioms, let M 2 {a, b} be a finite set with {p;,...,p,} (n > 2) being a set of
total orders.

1. If every ranking p; for i« < n prefers a over b, then the aggregated ranking shall prefer a
over b.

2. The aggregated preference of a over b shall not depend on changes of single total orders p;
for ¢ < n w.r.t. other items.

3. The aggregation shall take into account all single rankings instead of following one prede-
termined ranking (“non-dictatorship”).

Then “Arrow’s impossibility theorem” states that for each procedure there exists a set of total rank-
ings on M such that the resulting aggregated total order does not fulfill all desired properties. For
more details, see (French & Insual 2010, chapter 7). Note that the second axiom implies the ab-
sence of cardinal information on the preferences. Cardinal information can be seen as some kind of
strength between the comparisons, e.g., the difference of the estimated performance of one single
measure between a and b is only 0.0001 instead of 1000. By allowing for such information (which
is available in the typical case of continuous criteria) positive results for the aggregation problem are
reachable, see Bacharach| (1975) for instance. However, one may also argue that due to incommen-
surability (e.g., different scalings, or variation of test functions’ difficulties) of different continuous
criteria such a cardinal information is not given. Using only ordinal information, there exist many
methods/procedures to obtain one single aggregated total order, e.g., Borda ranking Dwork et al.
(2001); Borda| (1781)) or Kemeny-Snell method, see Kemeny & Snell| (1962). Further approaches
can be found in Jansen et al.| (2018a). Note that these methods all have the problem of “Arrow’s
impossibility theorem”.

Going back to the benchmarking approach with multiple test functions and multiple performance
criteria, the question of aggregating total orders arises twice. First, when for each individual test
function we have a set of total orders (given by the individual criteria values), where the aggregation
needs to represent the performance structure on that test function. Second, when an overall ranking
of all performance orders of the test function is desired. Current approaches handle this in different
ways.

Despite the restriction of “Arrow’s impossibility theorem”, established benchmarking schemes usu-
ally proceed by aiming at an aggregated overall total order, see (Mersmann et al., 2010, section 5) or
(Dewancker et al.| 2016 section 2). Mersmann et al.| (2010; 2015)) take into account the problem of
the first aggregation on single test functions by integrating the observed rankings as partial orders.
Nevertheless, the overall goal was to find one single total ranking describing the performance of
the optimizers, which is achieved by consensus ranking. They critically discuss the downsides of
such an aggregation, see (Mersmann et al., 2010, section IV) for instance: “The choice of consen-
sus method is crucial and at the same time highly subjective. There is no right way to choose and
therefore no one best algorithm. Our choice of algorithm will always depend on our choice of con-
sensus method.” Similarly, the method of [Dewancker et al.| (2016) results in an overall total order
that does justice to the partial order character of each individual test function. There, the authors
propose to derive final scores for each optimizer from the individual partial orders through a voting
mechanism. In contrast, Jansen et al.|(2023a) returns an overall partial order. Here the authors work
with so-called preference systems, which are an extension of the partial order to include the cardinal
information, see also|Jansen et al.| (2018bj; [2023b)). Note that Jansen et al.| (2023a)) actually present
a method to compare classifiers with respect to different quality criteria rather than optimizers, but
their approach is principled and can be easily applied to optimizers.

Like Dewancker et al.|(2016), we consider partially ordered optimizers arising from multiple criteria
for a single test function. The main difference to all the approaches above is that our goal is not to
obtain a single partial order that is an aggregation, but rather to describe the entire distribution of
possible partial orders representing the performance of the optimizers. This is done by giving each
partial order a measure of how central and outlying it is. Most importantly, we can also observe
structures that are outlying/atypical and therefore find test functions that produce atypical perfor-
mance structures. In this way, we take into account the fact that, from our point of view, a single
performance structure is not sufficient to describe the overall performance. Nevertheless, the par-
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tial order with the highest depth value is the most central partial order and can be seen as the most
typical performance structure. With this, one can still compare our result with other benchmarking
approaches. Appendix [C] gives an example of the method comparison.
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