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A Scalable Whole-body Trajectory Generator for
Coordinated Mobile Manipulation

Yida Niu1,2,3,4 Xinhai Chang1,2,4,5 Xin Liu4 Ziyuan Jiao4 Yixin Zhu1,2,3,6:

Abstract—Mobile manipulators must seamlessly coordinate
their base, arm, and manipulated objects to perform tasks
effectively, particularly within confined household environments.
While learning-based methods hold promise for discovering
robust, generalizable control policies, they critically depend on
access to large volumes of high-quality, physically valid training
data. Generating such coordinated, whole-body trajectories re-
quires simultaneously satisfying complex robot-scene constraints,
yet existing datasets remain limited by the computational com-
plexity of producing physically valid motions across diverse
robots, environments, and task configurations. Here we present
AutoMoMa, a system that efficiently generates high-quality
whole-body trajectories using Virtual Kinematic Chain (VKC)
modeling and GPU-accelerated motion planning at a rate of 2.5k
valid episodes per hour per consumer-level GPU. Unlike prior
approaches that rely on manual demonstrations or are tied to
specific robot-scene pairs, AutoMoMa generalizes across diverse
household layouts, interactive objects, robot morphologies, and
manipulation tasks while ensuring physical feasibility and strict
constraint satisfaction. This large-scale, diverse dataset estab-
lishes a foundation for advancing learning-based approaches to
mobile manipulation in everyday environments. By making our
code and dataset publicly available, we enable community-driven
research toward autonomous robots that can reliably perform
complex manipulation tasks in human-centered spaces. Website:
https://automoma.pages.dev

I. INTRODUCTION

Effective mobile manipulation in everyday environments
demands seamless coordination between a robot’s locomotion
and manipulation capabilities. As robots navigate through
homes—reaching into cabinets, manipulating furniture, or re-
trieving objects from cluttered surfaces—they must orchestrate
their mobile base and articulated arm as a unified system
while accounting for spatial constraints and task requirements;
see Fig. 1. This whole-body coordination is fundamental to
household service robots [21], requiring simultaneous rea-
soning about base positioning, arm configuration, and object
interaction within dynamic and confined environments [25].

Learning-based approaches offer a promising path toward
robust mobile manipulation policies, but they remain severely
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constrained by the absence of large-scale, diverse datasets
capturing effective whole-body coordination. Current data
collection methods face critical limitations: Reinforcement
Learning (RL) requires prohibitively expensive trial-and-error
exploration [10, 36, 24], especially when scaling across object
variations and environments; teleoperation [11] is bottlenecked
by expert availability and hardware interface limitations; and
traditional planners [25, 38] struggle with real-world complex-
ity without extensive task-specific tuning. These constraints
have fragmented research efforts, forcing teams to develop
narrow-purpose datasets [11, 26, 27, 4, 34] that fail to capture
the full spectrum of mobile manipulation scenarios, ultimately
impeding progress toward general-purpose household robots.

The challenge of generating comprehensive whole-body
coordination data stems from the complex, high-dimensional
nature of mobile manipulation. Effective datasets must si-
multaneously model the entangled interactions between base
motion, arm articulation, and object manipulation across di-
verse robots, environments, and tasks. This complexity makes
manual trajectory generation infeasible, while automated ap-
proaches must efficiently navigate vast configuration spaces
subject to multiple interacting constraints. Consequently, ex-
isting datasets often oversimplify by focusing on static manip-
ulation scenarios [6, 12], specific robot architectures [26, 1], or
limited task classes [34]—failing to capture the rich coordina-
tion behaviors needed for generalizable mobile manipulation.

The VKC framework [18] offers a principled foundation to
address these challenges by unifying the kinematics of base,
arm, and manipulated objects into a cohesive representation.
This integrated approach enables coordinated planning in a
unified configuration space, naturally generalizing across dif-
ferent robots and scenes with known kinematic structures [19].
However, translating this theoretical advantage into practical
data generation faces significant obstacles: conventional VKC
implementations rely on computationally intensive optimiza-
tion that prohibits large-scale dataset creation; they lack di-
verse, photo-realistic environments and object interactions; and
they typically assume fixed grasping poses throughout task
execution, limiting their efficacy in confined spaces where
switching grasp poses in a task is required to complete
operations such as fully opening a dishwasher door.

We present AutoMoMa, a scalable trajectory generator for
diverse, high-quality whole-body mobile manipulation trajec-
tories that overcomes these limitations. By integrating VKC-
based modeling with GPU-accelerated motion planning [32],
AutoMoMa generates physically valid whole-body coordina-
tion trajectories at a rate of 2.5k valid episodes per hour per
consumer-level GPU, orders of magnitude faster than previous

https://automoma.pages.dev


2

(a) Diverse articulated objects

(b) Alternative solutions

(c) Different robot morphologies

(d) Various task setups and grasp-switching
Fig. 1: AutoMoMa generates whole-body trajectories for coordi-
nated mobile manipulation tasks. It covers (a) diverse articulated
objects, (b) alternative solutions, (c) different robot morphologies,
and (d) various task setups and grasp-switching scenarios.

approaches. This efficiency enables the creation of comprehen-
sive datasets spanning diverse household environments, object
types, robot morphologies, and manipulation tasks without

requiring extensive human demonstration or real-world trials.
Our platform extends beyond simple pick-and-place operations
to handle complex articulated object interactions and multi-
stage manipulation requiring strategic grasp-switching in con-
fined spaces. Through extensive simulation studies and real-
world validation on a dual-UR5 Clearpath Ridgeback platform,
we demonstrate AutoMoMa’s effectiveness in producing tra-
jectories that transfer successfully to physical robots.

Our contributions are threefold:
‚ Computationally efficient data generation: We over-

come the VKC’s computational bottlenecks through GPU-
accelerated motion planning, achieving generation rates of
approximately one valid, constraint-compliant whole-body
trajectory per second, enabling creation of diverse, large-
scale datasets that were previously infeasible.

‚ Comprehensive environmental support: Our platform
supports household scenes in USD format, articulated ob-
jects with varied kinematic structures in URDF format,
robot morphologies with URDF description, and household
manipulation tasks defined by start and goal states. These
assets are either publicly available or easily constructed
using standard simulation pipelines, ensuring compatibility
with common robotics frameworks and facilitating rapid
adoption.

‚ Advanced manipulation capabilities: We extend beyond
fixed-grasp manipulation by implementing a trajectory splic-
ing approach that enables strategic grasp-switching during
task execution, allowing robots to complete complex ma-
nipulation sequences in highly constrained spaces where
traditional approaches fail due to kinematic limitations.

II. RELATED WORK

A. Data Collection for Mobile Manipulation

a) Simulated Embodied AI Platforms: Modern sim-
ulation suites like Habitat 2.0 [33], AI2-THOR [22], Omni-
Gibson [24], and RoboHive [23] offer thousands of photore-
alistic environments with articulated assets and multiple robot
embodiments. However, these platforms typically prioritize
visual fidelity over physically plausible motion—interactions
are often simplified to teleport-to-handle primitives or scripted
end-effector trajectories that bypass robot-specific kinematics,
collision avoidance, and whole-body coordination challenges.
Consequently, despite their environmental richness, no stan-
dard dataset of physically valid base-arm-object trajectories
has emerged from these platforms. ManiSkill-HAB [28] begins
addressing this gap with 8,000 demonstrations of coordinated
base-arm motion for table-setting tasks, but its single kitchen
layout and limited task complexity constrain generalization to
diverse environments and robot morphologies.

b) Teleoperation: Human-guided data collection
through teleoperation provides an alternative approach to
capturing realistic mobile manipulation behaviors. Systems
like MOCA [35] and MOMA-Force [37] enable operators to
guide robots through pick-and-place and object manipulation
tasks in real environments. However, these systems typically
record only end-effector positions and base velocities rather
than complete joint-space trajectories, limiting their utility
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for learning whole-body coordination. More recent platforms
like Mobile ALOHA [11] and TeleMoMa [7] capture full
joint-space data with high physical fidelity, but remain
constrained by operator fatigue, hardware limitations, and
environment accessibility. These practical constraints restrict
teleoperation-based datasets to thousands rather than millions
of trajectories, with limited object diversity and typically a
single robot morphology.

c) Standalone Mobile Manipulation Datasets: De-
spite growing interest in mobile manipulation, comprehensive
datasets remain scarce. BC-Z [17] provides 25,000 demonstra-
tions across 100 tabletop tasks, but mostly involves stationary
bases and records only end-effector poses rather than full
base-arm trajectories. Mobile ALOHA [11] contributes 276
teleoperated joint-space trajectories coupling a mobile base
with a 7-DoF arm, but this dataset is limited to a single robot
platform and lacks the scale needed for data-hungry learning
methods. The field currently lacks a publicly available dataset
offering extensible coverage of diverse scenes, articulated
objects, and task variants with verified whole-body motion
across multiple robot embodiments. Our AutoMoMa platform
addresses this critical gap by enabling scalable, automated
generation of diverse, constraint-compliant trajectories that
support large-scale learning and benchmarking across a com-
prehensive range of mobile manipulation scenarios.

B. Motion Planning for Mobile Manipulation

a) Learning-based Planning: Recent research has ex-
plored end-to-end deep RL approaches for coordinated base-
arm control in simulated environments [10, 36]. While RL
can theoretically discover sophisticated coordination strate-
gies through exploration, it remains notoriously sample-
inefficient—requiring millions of interactions to learn even
basic skills—and struggles to generalize across novel environ-
ments or robot morphologies without extensive retraining [30].
Imitation learning offers a more data-efficient alternative by
leveraging human demonstrations [11, 17], but remains inher-
ently constrained by the distribution and quantity of available
demonstrations. The effectiveness of both approaches is funda-
mentally limited by the scarcity of diverse, physically plausible
training data that captures the full complexity of whole-
body coordination. AutoMoMa addresses this bottleneck by
providing a scalable source of high-quality trajectories that
can serve as training data for learning-based methods or as
initialization for hybrid approaches combining data-driven and
model-based components.

b) Model-Based Planning: Classical model-based ap-
proaches to mobile manipulation span from specialized con-
trollers for specific tasks—such as impedance and model-
predictive controllers for door and drawer manipulation [15,
20, 29]—to more general base-arm optimization frameworks
for cluttered environments [2, 13, 3]. While these methods can
achieve reliable performance under controlled conditions, they
typically require extensive hand-tuning for each new robot-
object pair and do not readily scale across diverse environ-
ments or object types without significant manual intervention.
The VKC framework [18, 19] represents a significant advance

by integrating the mobile base, manipulator, and manipulated
object into a unified kinematic model. This integration en-
ables constraint-aware whole-body planning within a single
configuration space, with natural handling of articulated ob-
ject constraints. Recent work [38] has demonstrated VKC’s
feasibility for generating mobile manipulation trajectories and
training control policies for indoor pick-and-place tasks. How-
ever, the framework’s broader potential remains constrained
by CPU-based optimization bottlenecks, fixed-grasp assump-
tions, and limited task variants. AutoMoMa builds upon the
VKC foundation while addressing prior limitations through
GPU-accelerated planning, support for grasp-switching, an
automated environment preprocessing pipeline, and broader
support for diverse task constraints. These enhancements es-
tablish AutoMoMa as the most scalable and versatile platform
for large-scale mobile manipulation data generation currently
available.

III. PRELIMINARY

This section briefs VKC-based mobile manipulation plan-
ning, illustrating how the VKC formulation enables scalable
whole-body trajectory generation for manipulating both rigid
and articulated objects. We begin by introducing the VKC
modeling, then formulate motion planning problems from the
VKC perspective, and finally describe how task and environ-
mental constraints are incorporated into this framework.

A. VKC Modeling

The objective of the modeling is to construct a serial VKC
by composing the kinematics of the mobile base, manipulator
arm, and the object to be manipulated [19]. This requires three
inputs: 1) the robot’s kinematic tree, 2) the object’s kinematic
tree, and 3) the transformation between the robot’s end-effector
and the object’s attachable frame (i.e., the grasping pose). The
procedure for constructing the VKC consolidates the robot and
object kinematic models as follows.

K i
ne

m

atic Inversion

The Virtual Base
Manipulator Kinematics
Object Kinematics
The Virtual Joint

Fig. 2: Modeling a mobile manipulation task using VKC. Con-
structing a VKC involves four key components: the manipulator’s
kinematics, the object’s kinematics, a virtual mobile base, and a
virtual joint that connects the manipulator to the object. For artic-
ulated objects like cabinets, their kinematic models must be inverted
to preserve a valid serial kinematic tree.

The kinematic structures of the robot and the object are
each represented as separate kinematic trees (e.g., Unified
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Robot Description Format (URDF)), as shown in Fig. 2. To
form a serial VKC, we insert a virtual joint, corresponding
to the grasping pose, between the robot’s end-effector and the
object. This requires inverting the object’s kinematic model.
Importantly, inverting a kinematic tree is not simply a mat-
ter of reversing the parent–child relationships; all associated
transformations, including those branching structures, must be
carefully updated, as revolute and prismatic joints typically
define motion relative to the child link’s frame. Moreover,
the geometry of branching structures must also be considered
during trajectory optimization to ensure safety and feasibility.

To jointly optimize locomotion and manipulation, we further
insert a virtual base that models the mobile base’s planar
motion. This is implemented using two orthogonal prismatic
joints and one revolute joint between the virtual base and the
robot’s base, allowing for planar motion while preserving a
serial kinematic structure.

Fig. 2 illustrates a constructed VKC for a door-opening
task. The resulting VKC begins with a fixed virtual link
and ends at the object link connected to the ground (e.g., a
door’s frame). The mobile base and manipulator are embedded
within this serial chain. Consequently, the states of the mobile
base, arm, and object are jointly represented within the VKC
configuration space. Task goals and kinematic constraints
are subsequently imposed during trajectory optimization, as
described in the next section.

B. VKC-Based Mobile Manipulation Planning

The mobile manipulation planning problem can be modeled
as finding a collision-free trajectory within the configuration
space of the VKC. Formally, the resulting VKC state is defined
as:

xxx “
“

qqqTB , qqq
T
M , qqq

T
O

‰T
P Xfree, (1)

where qqqB P R3 is the mobile base pose, qqqM P Rn is the
manipulator joint state (n is the Degree of Freedom (DoF)
of the manipulator), qqqO P Rm is the articulated object’s joint
state (m is the DoF of the articulated object, 0 for rigid object),
and Xfree is the collision-free configuration space. Then, the
motion planning problem seeks a collision-free path of length
T : xxx1:T “ xxxxr1s, . . . ,xxxrT sy Ă Xfree.

During trajectory optimization (following [18]), we enforce:

hchainpxxxrtsq “ 0, @t “ 1, . . . , T, (2)

}ftaskpxxxrT sq ´ ggggoal}
2
2 ď ξgoal, (3)

xxxmin ď xxxrts ď xxxmax, @t “ 1, . . . , T, (4)
}∆xxxrts}8 ď ∆xxxmax, @t “ 1, . . . , T ´ 1, (5)
}∆ 9xxxrts}8 ď ∆ 9xxxmax, @t “ 2, . . . , T ´ 1. (6)

Here, Eq. (2) enforces the physical constraints arising from
robot–environment interactions (e.g., a door hinged to the
ground, or a chair constrained to planar motion along the
floor); Eq. (3) bounds the task goal via ftask : X Ñ G with tol-
erance ξgoal; and Eq. (4)–Eq. (6) impose joint limits, velocity,
and acceleration bounds. Collision avoidance is handled by the
underlying motion planner’s self- and environment-collision
checks.

IV. DATA GENERATION PIPELINE

Our data generation pipeline consists of four main stages.
First, we prepare the planning context by loading a scene, a
set of rigid and articulated objects, and a robot embodiment
into the simulator. Second, we construct VKC for each robot-
object pair and construct environment collision models. Third,
we invoke the planner to generate whole-body trajectories for
different task setups. Finally, we post-process the optimized
trajectories to enforce constraints and render RGB-D images
and point clouds in Isaac Sim, producing a multi-modal dataset
suitable for downstream learning and evaluation tasks.

A. Planning Contexts

The AutoMoMa pipeline receives a triplet pS,O,Rq that
jointly defines the motion planning context: a static scene S,
a finite set of interactive objects O, and a robot embodiment
R.

a) Household scene layouts: Each scene S contains the
geometry, appearance, and semantic tags for all static elements
such as floors, walls, countertops, and fixed appliances. A
world frame is anchored at the scene’s geometric center;
all scene objects consist of visual and collision meshes for
visualization and collision checking, respectively.

b) Interactive objects: The object set O “ Origid YOart
contains rigid bodies Origid and articulated objects Oart. Every
rigid object o P Origid consists of a watertight mesh and a set
of grasp poses expressed in the object’s base frame. For each
articulated object o P Oart, we require a URDF specifying
joint types, axes, limits, and inertial parameters. Grasp poses
are state-dependent—for example, a closed cabinet may afford
different grasps than when open. The articulated objects are
inverted for VKC modeling, as introduced in Sec. III-A.

c) Robot embodiments: A robot embodiment R con-
sists of a virtual mobile base and a manipulator. Both are
defined following URDF; an auxiliary file provides (i) a
spherical approximation of collision geometry, (ii) a self-
collision mask, and (iii) a joint-weight vector www P Rn`m`3

used by the trajectory optimization. Any robot embodiment
that satisfies the above description can be loaded without
further modification. This paper has validated it on a Franka
arm mounted on a Summit base, the R1 robot adopted from
OmniGibson [24], and the Tiago model from PAL Robotics.

B. VKC Construction and Collision Processing

Manipulated objects are integrated into robotic manipulation
pipelines via the following workflow.

a) Preprocessing: Since standalone datasets typically
provide objects at a fixed scale, we resize them to fit the
scene and update grasp poses accordingly. In this process,
the geometric components of each link are merged into a
single mesh and scaled accordingly. Since scaling alters the
spatial configuration, joint origins are updated to preserve valid
kinematic relationships.
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Fig. 3: AutoMoMa data generation pipeline. The pipeline begins by preprocessing planning contexts through VKC construction and collision
processing. It then models mobile manipulation tasks from the VKC perspective and solves them via trajectory optimization. Finally, the
data undergoes postprocessing to enforce constraints and generate multi-modal outputs.

b) VKC construction: To construct a VKC, the post-
inversion object model is treated as an extended limb of the
robot, The grasp pose defines the transformation between the
robot’s end-effector and the target object link. This transfor-
mation, along with the two associated links, forms a virtual
joint that connects the object to the robot, yielding a unified
kinematic model Kvkc for integrated motion planning.

c) Collision Processing: To enable efficient collision
checking in the GPU-accelerated motion planner, each VKC’s
geometry is approximated using a set of fitted spheres. To
avoid overestimating the original shape, the merged mesh is
slightly downscaled before fitting spheres to its geometry. In
rare cases of translational shifts, the sphere cloud’s centroid is
aligned with that of the original mesh to preserve geometric
consistency. Finally, we identify negligible collision pairs (e.g.,
adjacent links that are always in contact) in the VKC, ensuring
efficient collision checking.

d) Environment Collision Models: Each scene is con-
verted into an Euclidean Signed-distance Field (ESDF) to
accelerate collision checking. During planning, only the ESDF
voxels within an axis-aligned bounding box, defined by the
target object’s start and goal states, are considered, further
limiting collision checks to the local workspace and reducing
unnecessary computations.

C. Trajectory Generation

This section outlines how mobile manipulation planning
problems are formulated using the VKC framework.

a) Defining Task Objectives and Goals: The mobile
manipulation planning objective minimizes total traveling dis-

tance and trajectory non-smoothness:
T´1
ÿ

t“1

||wwwv∆xxxrts||
2
2 `

T´1
ÿ

t“2

||wwwa∆ 9xxxrts||
2
2, (7)

wherewwwv andwwwa are diagonal weight matrices over each DoF,
enabling modulation of base–arm coordination strategies. Task
goals are object-centric: for rigid-object relocation, the goal is
the grasp pose to the object or a target placement pose of the
object; for articulated objects, the goal is a desired object state
(e.g., a door opened to a specific joint angle).

b) Specifying Task Constraints: Trajectory constraints
are defined based on the object–scene relationship and task
type. For rigid object relocation, the object is treated as a
free joint. For tasks involving large objects or specific task
requirements—such as pushing a chair or sweeping a table—
we impose planar constraints on the VKC’s end-effector (i.e.,
the object’s base link) to ensure stable, planar motion. When
manipulating articulated objects fixed to the environment,
we enforce a fixed constraint on the VKC’s end-effector,
penalizing deviations of the object’s location from its initial
pose via a pose cost.

c) Start and Goal Configurations: To initialize the
motion planning problem, we compute start and goal VKC
configurations under the assumption of a fixed grasp pose
during execution. These configurations are obtained by solv-
ing Inverse Kinematics (IK) for both object states. Similar
VKC configurations are removed through clustering, yielding
a compact yet diverse set of candidate configurations. This
reduces planning overhead while maintaining broad workspace
coverage, facilitating efficient trajectory optimization.

d) Grasp Switching: Grasp switching is critical when a
single grasp cannot maintain stability or reachability, such as
opening a dishwasher with a handle positioned near the floor,
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making it inaccessible to the robot in one continuous grasp. To
address this, we first sample an intermediate object state ϕmid

between the start ϕ0 and goal ϕT . We then solve for two sets
of IK solutions: one using the initial grasp for rϕ0 Ñ ϕmids

and the other using the final grasp for rϕmid ÑϕT s. A short
transition trajectory is planned between the two grasp config-
urations to enable collision-free detachment and reattachment.
The three segments are concatenated into a continuous motion,
yielding smooth trajectories with grasp switches executed only
when necessary.

D. Data Generation

After trajectory optimization, we refine optimized trajec-
tories to prone constraint-violated trajectories and synthesize
realistic sensor observations for downstream tasks.

a) Trajectory Post-Processing: This stage verifies that
each trajectory waypoint xrts satisfies the required motion
constraints. For fixed-base tasks, we compute the translational
deviation d “ |ppxrtsq ´ ppxrefq| and rotational deviation
θ “ cos´1

`

2 xrpxrtsq, rpxrefqy2 ´ 1
˘

, where pp¨q and rp¨q

denote the translational and rotational components of the VKC
forward kinematics, and xref is the reference configuration.
For planar constraints, such as requiring motion constrained
to the XY plane, we evaluate the vertical displacement
dz “ |pzpxrtsq ´ pzpxrefq| and rool-pitch deviation θplanar “

|ψpxrtsq ´ ψpxrefq|, where pzp¨q is the z-axis translation
and ψp¨q denotes roll and pitch. Trajectories violating any
thresholded constraint are discarded. This process ensures all
retained trajectories satisfy the specified kinematic constraints
for stable, physically plausible execution.

b) Multi-Modal Data Rendering: We integrate both
egocentric and fixed RGB-D cameras into each scene using
NVIDIA Isaac Sim, configuring synchronized color and depth
sensors on the robot and in the environment. At each trajectory
waypoint, Isaac Sim renders high-fidelity RGB images and
aligned depth maps, which are directly converted into point
clouds in the simulation’s coordinate frame. Camera place-
ments are fully customizable, and scenes can be re-rendered
by replaying the generated trajectories. The resulting dataset
supports a wide range of downstream tasks, including imitation
learning [9, 14], visual servoing [31, 16], and affordance
detection [5, 8].

E. Trajectory Generation Performance

To evaluate the effectiveness and generalizability of our tra-
jectory generation framework, we conduct experiments across
six representative kitchen scenes from the data environment.
Each scene poses unique spatial constraints and increasing
layout complexity (lower complexity means more collision-
free IK could be found in that scene) (Fig. 4a). We deploy the
Summit Franka mobile manipulator and execute a common
articulated object manipulation task, opening a wall-mounted
cabinet with an unwieldy door, in each environment.

We evaluate three key metrics:
‚ Generation Speed: Measured as valid trajectories (i.e.,

trajectories that passed trajectory post processing) generated
per second. The results are shown in Fig. 4b. Simpler layouts

(a)

(b) (c) (d)
Fig. 4: Evaluation of trajectory generation performance across six
representative household scenes. (a) Visualizations of test scenes,
with increasing confinement for realistic mobile manipulation. (b)
Generation speed is measured as valid trajectories per second; simpler
layouts result in higher throughput. (c) Average translational effort
of the mobile base per trajectory, with error bars indicating standard
deviation. (d) Average rotational effort of the manipulator, reflecting
the compensatory motion required in constrained environments.

(e.g., Scene #1 and #2) achieve higher data generation speed,
while tightly constrained environments (e.g., Scene #5 and
#6) reduce generation speed due to limited spaces that
constrain base movement.

‚ Translational Effort: Defined as the average distance trav-
eled by the mobile base per trajectory. As shown in Fig. 4c,
variations in base effort result in a diverse set of trajectories
within the dataset.

‚ Rotational Effort: Measured by the cumulative angular
motion of the arm. Similarly, Fig. 4d illustrates that variation
in arm effort also contributes to the diversity of trajectories
in the dataset.

V. REAL ROBOT EXPERIMENTS

We validate our planning pipeline on a physical UR5-
Ridgeback system, which comprises two UR5 manipulators
mounted on a Clearpath Ridgeback mobile base. Two repre-
sentative tasks were tested: opening a drawer and opening a
cabinet door. In both tasks, the robot executed the planned
trajectories smoothly, accurately reproducing the motion pat-
terns generated in simulation without collisions or constraint
violations.

Fig. 5: UR5-Ridgeback executing a planned drawer-opening trajec-
tory.

VI. LIMITATIONS AND CONCLUSION

AutoMoMa introduces a scalable whole-body trajectory
generator for coordinated mobile manipulation based on VKC-
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Fig. 6: UR5-Ridgeback opening a cabinet door using the planned
motion.

base mobile manipulation planning, generating physically
valid trajectories across diverse scenes and robot embodiments.
While the use of fixed layouts and known kinematic models
limits coverage of highly cluttered, outdoor, or deformable-
object scenarios, the framework remains efficient, extensible,
and well-suited for scalable data generation. Looking ahead,
we aim to incorporate learning-based methods to further
automate data generation, and to release community-driven
tools for integrating new scenes, robots, and assets into the
AutoMoMa ecosystem. Future extensions may also support
automatic generation of task and scene assets to further
improve scalability and diversity.
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