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Abstract 

 

Medical image anonymization requires effectively 

balancing patient privacy with clinical feature 

preservation, yet existing methods either compromise 

privacy or obscure critical disease information. We 

propose "Ano-Skin," a framework based on Stable 

Diffusion-v2 Inpainting with three key contributions: (1) 

Focused Feature Enhancement loss, ℒ𝐹𝐹𝐸  for preserving 

disease-specific characteristics, (2) Disease Difference 

loss, ℒ𝐷𝐼𝐹𝐹  to maintain distinct visual patterns between 

skin conditions, and (3) Simple Preference Optimization 

(SimPO) for seamless integration between preserved 

pathology and anonymized regions. Our method enables 

flexible control through mask and text-based prompting 

while maintaining high clinical utility across diverse skin 

conditions. Evaluated on 6,000 dermatological images, 

Ano-Skin significantly outperforms existing methods in 

disease classification performance (94.7% AUC retention), 

anonymization success (100%), and clinical assessment 

(4.5/5 by dermatologists). This work advances medical 

data sharing by resolving the traditional trade-off between 

privacy protection and diagnostic value in dermatological 

imaging. 

 

1. Introduction 

Medical image anonymization is crucial for healthcare 

data sharing, education, and privacy protection, 

particularly in dermatology where patient faces and skin 

lesions often appear in the same frame [1-3]. Despite this 

importance, current approaches fail to simultaneously 

preserve clinically valuable disease features while 

effectively anonymizing patient identity. 

Traditional anonymization methods that apply digital 
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masks or blurring to facial regions [4, 5] have significant 

limitations: they often retain identifying features that 

compromise privacy and, more critically, completely 

obscure disease information on facial regions. This results 

in substantial loss of clinically valuable data, especially for 

dermatological conditions that primarily manifest on the 

face. 

However, although face generation and editing can be 

used for anonymization, issues related to AI fairness still 

remain. Much of the work on face synthesis and editing has 

relied on public datasets, such as CelebA [6] and FFHQ [7], 

which include a limited range of Asian faces. Consequently, 

these models fail to accurately represent Asian facial 

features, such as generally smaller eyes, among other 

characteristics. 

Recent advances in generative models have enabled the 

synthesis of skin lesion images [8, 9], but these approaches 

focus primarily on lesion generation rather than 

anonymization. They face two critical limitations: First, 

they fail to accurately capture disease-specific 

characteristics (such as the scaling patterns of psoriasis 

versus the erythematous patches of atopic dermatitis). 

Second, not being inpainting models, they cannot create 

natural transitions between preserved disease features and 

anonymized facial regions, resulting in visually 

inconsistent images that diminish clinical utility [2]. 

We introduce Ano-Skin, a novel framework based on 

Stable Diffusion v2 Inpainting [10] model that addresses 

these limitations through a specialized architecture 

designed for dermatological image anonymization. Our 

technical approach incorporates three primary mechanisms: 

(1) Focused Feature Enhancement (FFE) loss, ℒ𝐹𝐹𝐸 , that 

operates through critical feature masking to identify and 

enhance disease-specific details, (2) Disease Difference 

(DIFF) loss, ℒ𝐷𝐼𝐹𝐹, that maximizes angular separation in 

the embedding space between different skin conditions, 

and (3) Simple Preference Optimization [11] that ensures 
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seamless integration between preserved pathology and 

generated facial features. 

We evaluated our model using a comprehensive dataset 

of facial skin disease images, demonstrating that Ano-Skin 

significantly outperforms existing methods in clinical 

utility and feature preservation accuracy, as assessed by 

board-certified dermatologists. Our model maintains the 

diagnostic value of images while effectively anonymizing 

patient identity across diverse skin conditions and 

demographics. 

Our contributions are as follows: 

 We propose the framework that balances the competing 

requirements of complete facial anonymization and 

precise preservation of dermatological features across 

multiple skin conditions (psoriasis, atopic dermatitis, 

acne, rosacea, and seborrheic dermatitis). 

 We develop novel loss function mechanisms that 

address the unique challenges of dermatological image 

processing, enabling both fine-grained feature retention 

and inter-disease differentiation. 

2. Related Work 

Medical Face Anonymization. Traditional approaches 

to medical image anonymization have primarily relied on 

basic image processing techniques. Pixelation and blurring 

[12] are widely used in clinical publications but often 

compromise the clinical value of dermatological images by 

obscuring disease features alongside identifying 

characteristics. Studies have shown that these methods still 

pose privacy risks, as machine learning models can 

sometimes recover identity information from blurred 

images [12, 13]. More advanced methods employ digital 

masking techniques [1] that overlay black rectangles on 

specific facial features have become standard practice in 

many medical journals. While these methods preserve 

some clinical information, they fundamentally cannot 

maintain disease features in masked regions, creating an 

inherent trade-off between privacy and clinical utility. 

Additionally, research has demonstrated that partial 

masking often fails to prevent re-identification, especially 

when combined with other available information [13]. 

Recent advances in deep learning have led to GAN-based 

anonymization methods [14, 15] that replace real faces 

with synthetic ones. While promising for general medical 

imaging, these approaches were not designed for 

dermatological applications and typically replace the entire 

facial region, eliminating valuable disease information. 

They also often produce artifacts at the boundaries between 

preserved and generated regions [12], particularly 

problematic in dermatology where boundary 

characteristics are diagnostically significant. 

 

Skin Disease Synthesis. Early work in skin lesion 

synthesis utilized statistical modeling and texture synthesis 

[16], creating simplified representations of common 

conditions. These methods produced visually plausible 

results but lacked the detail necessary for clinical 

applications and were limited to a narrow range of 

conditions. GAN-based approaches for dermatological 

image generation [14, 15, 17, 18] have shown promising 

results for specific conditions like melanoma and common 

skin lesions. Models such as DermGAN [14] can generate 

realistic images of isolated lesions but struggle with 

accurately representing the subtle details that distinguish 

different skin conditions. Diffusion models [19, 20] have 

subsequently emerged as a powerful alternative, offering 

more detailed and diverse generation capabilities 

compared to GANs. Works such as Derm-T2IM [20] have 

leveraged diffusion models' probabilistic approach to 

achieve higher fidelity in texture and color representation 

of dermatological conditions. Existing generative 

approaches fail to address the dual requirements of 

dermatological image anonymization: they cannot 

 
Figure 1: The overview of Ano-Skin. The disease-preserving facial segmentation model generates masks that designate which clinical 

features to preserve during anonymization. The Stable Diffusion v2 Inpainting model serves as our baseline, fine-tuned on dermatological 

images. We apply 𝓛𝑭𝑭𝑬  to enhance disease-specific details (like the atopic dermatitis features shown) while using 𝓛𝑫𝑰𝑭𝑭 to maintain 

distinct characteristics between different skin conditions (shown as atopic vs acne features). Finally, we employ Simple Preference 

Optimization (SimPO), with LoRA Adapter for efficient fine-tuning, producing clinically valuable anonymized images.  

      

            

            

    

       

     

       

       

               

           

               

                

    

       

                     

         

          

               

                 

               

                     

           

    

       

                  

               

           



 

 

 

selectively preserve clinically valuable disease-specific 

characteristics (such as the scaling patterns of psoriasis 

versus the erythematous patches of atopic dermatitis) while 

effectively anonymizing patient identity, and lacking 

inpainting capabilities, they cannot create natural 

transitions between preserved pathology and anonymized 

facial regions, resulting in visually inconsistent boundaries 

that significantly diminish clinical utility for diagnostic and 

educational purposes. 

3. Method 

Our framework addresses the critical challenge of 

dermatological image anonymization through a specialized 

architecture designed to preserve disease-specific features 

while protecting patient identity. We build upon Stable 

Diffusion v2 Inpainting with three key technical 

innovations: precise disease-preserving segmentation, 

clinical feature enhancement with dual loss functions, and 

Simple Preference Optimization for Diffusion model. 

Figure 1 illustrates our overall approach. 

3.1. Disease-Preserving Segmentation 

For precise disease feature preservation, we employ 

PointRend [21] trained on 17,697 annotated facial images 

from A hospital (mIoU: 0.92). This approach efficiently 

segments both facial features and lesion boundaries—

critical for dermatological diagnosis—creating masks that 

designate which disease regions to preserve while 

anonymizing identifiable facial features.  

3.2. Feature-Preserving Fine-Tuning 

Focused Feature Enhancement (FFE) Loss.  We propose 

the Focused Feature Enhancement (FFE) loss ℒ𝐹𝐹𝐸 , to 

preserve subtle dermatological features often lost during 

standard fine-tuning: 

 

ℒ𝐹𝐹𝐸 = 𝜆
1

𝑁
∑ 𝑀𝑐

𝑖(𝑂𝑖 − 𝑇𝑖)2𝑁
𝑖=1                (1) 

 

where 𝑀𝑐 is a critical feature mask that highlights regions 

requiring attention, generated by thresholding the error 

map between predicted output and target image. This 

approach specifically preserves disease-specific details 

like scaling patterns in psoriasis and erythematous patches 

in dermatitis. 

 

Disease Difference Loss.  To maintain distinct visual 

characteristics between different skin conditions, we 

implement the Disease Differentiation Loss that 

maximizes angular separation between disease class 

embeddings: 

 

ℒ𝐷𝐼𝐹𝐹  =
1

|𝑃|
∑ (1 −

𝑧𝑖⋅𝑧𝑗

|𝑧𝑖||𝑧𝑗|
)(𝑖,𝑗)∈𝑃                (2) 

 

This prevents "catastrophic forgetting [22]" of disease-

specific features during fine-tuning, ensuring that, for 

example, psoriasis remains visually distinguishable from 

atopic dermatitis in the model's embedding space. 

 

Simple Preference Optimization for Diffusion model.  

To enhance image quality and generate natural-looking 

anonymized faces, we apply Simple Preference 

Optimization (SimPO) using reference model-free reward 

formulation and implement it with Low-Rank Adaptation 

(LoRA). This approach directly optimizes for image 

quality and region integration based on dermatologist 

preferences, without requiring complex reward models or 

extensive computational resources. 

4. Experiments 

4.1. Experimental Settings 

Baselines.  We compare our model with (1) traditional 

methods (blurring, masking), (2) face anonymization 

models (DeepPrivacy [23], AnonFaces [24]), and (3) 

ablated versions of our model. 

 

Datasets.  We evaluated our method on 6,000 facial skin 

disease images (psoriasis, atopic dermatitis, acne, rosacea, 

seborrheic dermatitis, and normal control) collected from 

three different hospitals. For disease classification, we used 

an 8:1:1 split, while Stable Diffusion Inpainting was 

trained with an 8:2 split. We supplemented training with an 

Asian facial dataset (4,515 images from AI Hub [25]), 

FFHQ, and CelebA-HQ.  

 

Evaluation. Diagnostic preservation was quantified 

through Disease Classification Performance (DCP) using a 

DenseNet-121 [26] classifier to compare AUC scores 

before and after anonymization. Anonymization Success 

Accuracy was measured using the InsightFace [27] face 

recognition model. Image quality was measured using FID, 

MS-SSIM, and LPIPS metrics. Clinical validation was 

conducted by two board-certified dermatologists 

evaluating disease feature preservation and image 

naturalness. Clinical Score was assessed each image on a 

5-point scale (1: poor - 5: excellent) 

4.2. Comparison with the Baselines 

Table 1 presents our approach outperforming baselines in 

both disease preservation, image quality and 

Anonymization Success Accuracy. Clinical validation 

confirmed 4.5 of our anonymized images maintained 

diagnostic equivalence to originals. Figure 2 shows 

Quantitative results of Dermatological Image 

anonymization. 



 

 

 

5. Conclusion 

We presented Ano-Skin, a novel framework for 

dermatological image anonymization that effectively 

balances patient privacy and clinical utility. Our approach 

demonstrates significant improvements in preserving 

disease-specific features while anonymizing patient 

identity across diverse skin conditions. This work 

represents an important step toward ethical medical data 

sharing without compromising clinical value. 

 
Figure 2: Quantitative results of Dermatological Image anonymization. The results demonstrate effectiveness across different age groups 

(children, adults, elderly) and genders in both male and female Asian subjects and race groups (Caucasian, Hispanic, Asian, Black). For 

age-specific conditions like atopic dermatitis and acne that predominantly affect younger populations, our method generates results that 

appropriately reflect typical age-related manifestations. Through mask-based and text-based prompting strategies, our approach enables 

precise preservation of disease-specific features while appropriately adjusting facial characteristics to match typical demographic 

distributions of each condition. 

    

  
  
 
  
 

 
  
 
  
 

  
  
 
  
 

 
  
 
  
 

                                        

  
  
 
  
 

 
  
 
  
 

                  

  
  
 
  
 

 
  
 
  
 

                     

       

                 

                                                               

  
  
 
  
 

 
  
 
  
 

                    

                      

         

                                                                             

      

Methods D. AUC ↑ Ano. Acc ↑ 
 

FID ↑ MS-SSIM ↓ L     ↓ Clinical Score ↑ 

Blurring 54.8 0.89  157.9 0.417 0.472 0.5 

Masking 61.2 1.00  183.4 0.361 0.354 1.0 

DeepPrivacy 72.3 0.98  99.8 0.362 0.338 0.5 

AnonFaces 68.5 0.97  101.3 0.353 0.278 0.5 

SD-v2-I 83.2 1.00  134.7 0.324 0.286 2.5 

DL-I 82.7 1.00  94.48 0.312 0.263 2.0 

SD-XL-I 85.4 1.00  95.24 0.297 0.255 2.5 

Ours 94.7 1.00  94.91 0.295 0.244 4.5 

Table 1: Comprehensive Evaluation of Dermatological Image Anonymization Methods. 
 

D: Disease, Ano: Anonymization, SD-v2-I: Stable Diffusion-v2 Inpainting, DL-I: DreamLike Inpainting, SD-XL-I: Stable Diffusion XL Inpainting 
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