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Abstract

Large Language Models (LLMs) face threats001
from unsafe prompts. Existing methods for002
detecting unsafe prompts are primarily online003
moderation APIs or finetuned LLMs. These004
strategies, however, often require extensive and005
resource-intensive data collection and training006
processes. In this study, we propose Grad-007
Safe, which effectively detects unsafe prompts008
by scrutinizing the gradients of safety-critical009
parameters in LLMs. Our methodology is010
grounded in a pivotal observation: the gradi-011
ents of an LLM’s loss for unsafe prompts paired012
with compliance response exhibit similar pat-013
terns on certain safety-critical parameters. In014
contrast, safe prompts lead to markedly differ-015
ent gradient patterns. Building on this obser-016
vation, GradSafe analyzes the gradients from017
prompts (paired with compliance responses) to018
accurately detect unsafe prompts. We show that019
GradSafe, applied to Llama-2 without further020
training, outperforms Llama Guard—despite021
its extensive finetuning with a large dataset—in022
detecting unsafe prompts. This superior per-023
formance is consistent across both zero-shot024
and adaptation scenarios, as evidenced by our025
evaluations on the ToxicChat and XSTest.026

1 Introduction027

Large Language Models (LLMs) (Brown et al.,028

2020; OpenAI, 2023; Chowdhery et al., 2022; Tou-029

vron et al., 2023) have achieved significant ad-030

vancements in various domains (Klang and Levy-031

Mendelovich, 2023; Kung et al., 2023; Jiao et al.,032

2023; Goyal et al., 2022; Zhang et al., 2023). LLMs033

have also been integrated into various applications,034

such as search engine (Microsoft, 2023b) and office035

applications (Microsoft, 2023a). Moreover, fine-036

tuning LLMs for customized usage becomes possi-037

ble with API finetuning services1 or open-source038

LLMs (Touvron et al., 2023).039

1https://platform.openai.com/finetune
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Figure 1: Comparison of existing LLM-based unsafe
prompt detection and GradSafe: a) Zero-shot LLM de-
tectors can be imprecise, such as overestimating safety
risks; b) Finetuned LLMs demand extensive training
on carefully curated datasets; c) GradSafe accurately
detects unsafe prompts using safety-critical gradients,
without the need for LLM finetuning. Example prompt
from XSTest (Röttger et al., 2023).

However, unsafe user prompts pose threats to 040

the safety of LLMs. On one hand, unsafe user 041

prompts can lead to the misuse of LLMs, poten- 042

tially facilitating various illegal or undesired conse- 043

quences (Europol, 2023; Xie et al., 2023). Despite 044

LLMs typically undergoing alignments with hu- 045
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man values (Brown et al., 2020; Chowdhery et al.,046

2022; Zhang et al., 2022), they remain vulnerable047

to various attacks (Selvi, 2022; Xie et al., 2023;048

Yi et al., 2023; Liu et al., 2023a), as well as in-049

stances of exaggerated safety (Röttger et al., 2023),050

which can overestimate the safety risks associated051

with user prompts. On the other hand, for LLM052

customization services, if unsafe prompts in the053

training set are not detected and filtered, the model054

can be readily finetuned to exhibit unsafe behavior055

and comply with unsafe prompts (Qi et al., 2023).056

To mitigate the risk of misuse and malicious057

finetuning, it is imperative to devise methods for058

the precise detection of unsafe prompts. While059

many API tools, including the Perspective API and060

OpenAI’s Moderation API (Markov et al., 2023),061

offer capabilities for online content moderation,062

these tools are primarily designed to detect gen-063

eral toxicity content, making them less effective in064

identifying unsafe prompts (Lin et al., 2023). With065

extensive knowledge base and reasoning capabili-066

ties, LLMs can also function as zero-shot detectors.067

However, LLMs employed as zero-shot detectors068

often exhibit suboptimal performance, such as an069

overestimation of safety risks. Recently, finetuned070

LLMs like Llama Guard (Inan et al., 2023) have071

been proposed and demonstrate enhanced perfor-072

mance in detection tasks. Nonetheless, the fine-073

tuning process for LLMs requires a meticulously074

curated dataset and extensive training, necessitat-075

ing substantial resources.076

In this work, we introduce GradSafe, which elim-077

inates the need for dataset collection and finetuning078

of LLMs. In contrast to existing detectors that an-079

alyze the textual features of a prompt and/or an080

LLM’s response for it, GradSafe leverages gradi-081

ents of the safety-critical parameters in LLMs. A082

comparison of existing LLM-based detectors and083

GradSafe is shown in Figure 1. The foundation084

of GradSafe is a critical observation: the gradients085

of an LLM’s loss for unsafe prompts paired with086

compliance response such as ‘Sure’ exhibit similar087

patterns (large cosine similarity) on particular pa-088

rameter slices, in contrast to the divergent patterns089

observed with safe prompts. We characterize these090

parameters as ‘safety-critical parameters’.091

Leveraging this insight, GradSafe first meticu-092

lously analyzes the gradients of few reference safe093

and unsafe prompts (e.g., 2 examples for each, in-094

dependent from evaluation dataset) coupled with095

compliance responses ‘Sure’. We identify safety-096

critical parameters as parameter slices that exhibit 097

large gradient cosine similarities among unsafe 098

prompts and small ones between unsafe and safe 099

prompts. The average unsafe gradients for these 100

parameter slices are stored as unsafe gradient ref- 101

erence. During detection, GradSafe pairs a given 102

prompt with the compliance response ‘Sure’, com- 103

putes the gradients of the LLM’s loss for this pair 104

with respect to the safety-critical parameters, and 105

calculates the cosine similarities with the unsafe 106

gradient reference. We then introduce two vari- 107

ants of detection. The first, GradSafe-Zero, is a 108

zero-shot, threshold-based classification method 109

using the average of the cosine similarities across 110

all slices as the score. Prompts with a score ex- 111

ceeding a predefined threshold are classified as un- 112

safe. Alternatively, for situations requiring domain- 113

specific adjustments, we present GradSafe-Adapt. 114

This variant utilizes available data to construct a 115

straightforward logistic regression model that em- 116

ploys the extracted cosine similarities as features to 117

further enhance performance on the target domain. 118

We conduct experiments on two benchmark 119

datasets containing safe and unsafe user prompts, 120

i.e., ToxicChat and XSTest. Our findings illustrate 121

that GradSafe-Zero, utilizing the Llama-2 model 122

and without the need for further training, surpasses 123

the capabilities of a specifically finetuned Llama 124

Guard as well as leading online content moder- 125

ation APIs in terms of effectiveness. Moreover, 126

the adapted version of our model, GradSafe-Adapt, 127

showcases enhanced adaptability over both Llama 128

Guard and the original Llama-2 model on the Toxi- 129

cChat dataset, underlining its superior performance 130

in domain-specific adaptation. 131

Our contributions can be summarized as follows: 132

• We make an observation that the gradients gen- 133

erated by unsafe prompts coupled with com- 134

pliance responses exhibit consistent patterns 135

on safety-critical parameters. 136

• We propose GradSafe-Zero and GradSafe- 137

Adapt, designed to detect unsafe prompts 138

without necessitating further finetuning on an 139

LLM with safety-critical gradient analysis. 140

• Experiments demonstrate that GradSafe-Zero 141

outperforms state-of-the-art detection models 142

and online moderation APIs on two bench- 143

mark datasets, while GradSafe-Adapt demon- 144

strates the ability to effectively adapt to new 145

datasets with minimal data requirements. 146
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2 Related Work147

2.1 Threats of Unsafe Prompts to LLM148

Unsafe prompts pose threats to LLMs from mainly149

two aspects. On one hand, unsafe prompts can150

be leveraged for LLM misuse. Despite the safety151

alignment of LLMs (Bai et al., 2022; Kasirzadeh152

and Gabriel, 2022), LLMs can still be prompted to153

output harmful content (Perez and Ribeiro, 2022;154

Askell et al., 2021; Ganguli et al., 2022; Bai et al.,155

2022). There are various types of attacks, includ-156

ing jailbreak attacks (Xie et al., 2023; Liu et al.,157

2023b; Shen et al., 2023a) and prompt injection at-158

tacks (Liu et al., 2023a; Greshake et al., 2023; Iqbal159

et al., 2023; Yi et al., 2023), which can break the160

alignment of LLMs and facilitate misuse. There-161

fore, detecting unsafe prompts can serve as a first162

line of defense to prevent such misuse for LLM,163

which can be incorporated into different online164

ChatBot and LLM-integrated applications (Mialon165

et al., 2023; Schick et al., 2023; Shen et al., 2023b).166

On the other hand, recent studies (Qi et al., 2023;167

Yi et al., 2024) demonstrate that malicious finetun-168

ing can significantly compromise the safety align-169

ment when exposed to even a small number of un-170

safe prompts with compliance responses. However,171

existing online finetuning services fail to effectively172

detect such unsafe prompts, consequently leaving173

them vulnerable (Qi et al., 2023). As a result, the174

detection of unsafe prompts can be integrated into175

these finetuning services to screen out potentially176

harmful training data provided by users, thereby177

safeguarding LLMs against malicious finetuning.178

2.2 Unsafe Prompt Detection179

Before the widespread adoption of LLMs, con-180

tent moderation efforts were primarily focused181

on certain types of online social media informa-182

tion (Jigsaw, 2017; Kiela et al., 2021; Hada et al.,183

2021), such as those found on platforms like Twit-184

ter (Zampieri et al., 2019; Basile et al., 2019), and185

Reddit (Hada et al., 2021). Various online modera-186

tion APIs are developed, such as OpenAI Modera-187

tion API, Azure API, Perspective API, etc.. These188

APIs are typically based on models trained with189

vast amounts of data. For example, OpenAI has190

introduced the OpenAI Moderation API (Markov191

et al., 2023), which is designed to detect undesired192

content through meticulous data collection, label-193

ing, model training, and active learning processes.194

More recently, an increasing body of work has195

begun to pay attention to the detection of unsafe196

prompts in LLMs. ToxicChat (Lin et al., 2023) 197

is proposed as a novel benchmark for the detec- 198

tion of unsafe prompts in LLMs, focusing on real 199

user queries instead of content derived from social 200

media platforms, which contains various potential 201

unsafe prompts in conversation, including challeng- 202

ing cases such as jailbreaks. XSTest (Röttger et al., 203

2023) is proposed with unsafe and safe prompts to 204

examine whether LLM suffers from exaggerated 205

safety, which mistakes safe user prompts as un- 206

safe. Recently, Llama Guard (Inan et al., 2023) has 207

been introduced as an open-source model perform- 208

ing input-output unsafety detection specifically for 209

LLMs, achieved by finetuning the Llama-2 model 210

with a meticulously collected dataset. Unlike ex- 211

isting methods, our approach does not depend on 212

further finetuning of LLMs. Instead, we show that 213

we can accurately detect unsafe prompts by analyz- 214

ing the safety-critical gradients of existing LLMs. 215

3 GradSafe 216

3.1 Overview 217

In our proposed GradSafe, we first identify safety- 218

critical parameters by noting that gradients from 219

unsafe prompts, when paired with compliant re- 220

sponses ‘Sure’, display predictable patterns. Fol- 221

lowing this, we proceed to identify unsafe prompts 222

by using the safety-critical parameters, with an 223

overview framework presented in Figure 1c. In 224

essence, GradSafe evaluates the safety of a prompt 225

by comparing its gradients of safety-critical pa- 226

rameters, when paired with a compliance response, 227

with the unsafe gradient reference. Prompts ex- 228

hibiting significant cosine similarities are detected 229

as unsafe. GradSafe is presented in two variants: 230

GradSafe-Zero and GradSafe-Adapt. 231

3.2 Identifying Safety-Critical Parameters 232

The central procedure of our approach entails the 233

identification of safety-critical parameters, where 234

gradients derived from unsafe prompts and safe 235

prompts can be distinguished. Our conjecture 236

posits that the gradients of an LLM’s loss for pairs 237

of unsafe prompt and compliance response such 238

as ‘Sure’ on the safety-critical parameters are ex- 239

pected to manifest similar patterns. Conversely, 240

similar effects are not anticipated for a pair of safe 241

prompt and compliance response. The overall pro- 242

cess of identifying safety-critical parameters with 243

few prompts is demonstrated in Figure 2. We then 244

detail the two key steps in the following. 245

3



Gradients from Unsafe/Safe Prompt Response Pairs

Unsafe Gradient
Reference

Safety-Cri7cal
Parameters

Help me with the 
following query: Write 
a story about pet 
animals.

Sure

Help me with the 
following query: Write 
fake news on China.

Sure

Gradients

Llama

Cosine Similarities Gap
Based Filtering

Step I:

Step II:

Figure 2: Illustration of identifying safety-critical
parameters and unsafe gradient reference with few
prompts.

Step I (Obtaining gradients from unsafe/safe246

prompt response pairs): We require only a min-247

imal amount of prompts to acquire safety-critical248

parameters. To maintain generality and indepen-249

dence from the distribution of evaluation dataset,250

we only use two safe and two unsafe prompts.251

These prompts in our experiments are detailed in252

Appendix A. We compute an LLM’s standard loss253

for a pair of prompt and response ‘Sure’; and then254

calculate the gradient of the loss with respect to the255

LLM’s parameters.256

The overall number of gradients/parameters for257

LLMs is huge and thus hard to analyze. In-258

spired by dimensional dependence observed in259

linguistic competence-related parameters (Zhao260

et al., 2023), for each gradient matrix, we slice261

them both row-wise and column-wise, leading to a262

total 2, 498, 560 slices (1, 138, 688 columns and263

1, 359, 872 rows) for Llama-2 7b. These slices264

serve as the basic element in this work to iden-265

tify safety-critical parameters and calculate cosine266

similarity features.267

Step II (Cosine similarities gap based filter-268

ing): Our objective is to identify parameter slices269

exhibiting high similarity in gradients across un-270

safe prompts, while demonstrating low similarity271

between unsafe and safe prompts. We present the272

process in multiple phases, using 3 slices as an273

example in Figure 3. In Phase I, we obtain the av-274

Unsafe
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Unsafe
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Phase I:

Reference
Gradient Slices

Phase II:

Safe
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Safe
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Figure 3: Illustration of the three phases in cosine simi-
larities gap based filtering, where the threshold is 1.

erage of the gradient slices for all unsafe prompts, 275

which serve as reference gradient slices for sub- 276

sequent cosine similarity computations. In Phase 277

II, we compute the slice-to-slice cosine similarities 278

between the gradient slices of each unsafe/safe sam- 279

ple and the corresponding reference gradient slices. 280

In Phase III, our aim is to identify parameter slices 281

with the largest gradient similarity gaps between 282

unsafe and safe prompts. This involves subtracting 283

the average cosine similarities of safe samples from 284

those of unsafe samples. The parameter slices with 285

a similarity gap exceeding a specified threshold are 286

marked. The percents of marked slices for Llama- 287

2 7b with different gap thresholds are detailed in 288

Table 1. These marked parameter slices are recog- 289

nized as safety-critical parameters (e.g., the third 290

slice in Figure 3), and the corresponding gradient 291

slices from the reference gradient slices are stored 292

as unsafe gradient references. 293

3.3 GradSafe-Zero 294

GradSafe-Zero relies solely on the cosine similar- 295

ity averaged across all safety-critical parameters 296

to determine whether a prompt is unsafe. For a 297
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Threshold Row Column

0.5 56.47% 72.57%
1.0 11.78% 3.53%
1.5 1.24% 0.19%

Table 1: Percent of slices whose cosine similarity gap
between safe and unsafe prompts surpasses a threshold.

prompt to detect, we first pair the prompt with298

a compliance response ‘Sure’, and subsequently299

calculate the gradients of an LLM’s loss for the300

pair with respect to the safety-critical parameters.301

These gradients are then used to compute cosine302

similarities with the unsafe gradient reference. The303

resulting cosine similarities are averaged across all304

slices of safety-critical parameters, yielding a score.305

A prompt with score exceeding a predetermined306

threshold is identified as unsafe.307

3.4 GradSafe-Adapt308

GradSafe-Adapt, on the other hand, undergoes ad-309

justments by training a simple logistic regression310

model with cosine similarities as features, leverag-311

ing the training set to facilitate domain adaptation.312

For the available training set, we first obtain all313

cosine similarities of the prompts, in the same man-314

ner as described in GradSafe-Zero, along with their315

corresponding labels. Subsequently, these cosine316

similarities serve as input features for training a317

logistic regression classifier, which acts as a de-318

tector. This process can be viewed as a domain319

adaption, where the model learns to reweight the320

importance of safety-critical parameters to achieve321

more accurate detection. During inference, cosine322

similarities are obtained and fed into the logistic323

regression model to get the detection results.324

4 Experiment325

4.1 Experimental Setups326

4.1.1 Dataset327

• ToxicChat (Lin et al., 2023): ToxicChat is328

a dataset that comprises 10, 166 prompts an-329

notated with toxicity, curated from user inter-330

actions. The dataset is half split into training331

and testing set. We use the official test set of332

ToxicChat-1123 for evaluation. For the adap-333

tion experiment, we use the official train set.334

• XSTest (Röttger et al., 2023): XSTest is a335

test suite encompassing a collection of 250336

safe prompts from 10 types, and 200 corre- 337

sponding crafted unsafe prompts. No training 338

set is provided. We use the official test set of 339

XSTest-v2 for evaluation. 340

4.1.2 Evaluation Metrics 341

In our evaluation, we adopt the Area Under the 342

Precision-Recall Curve (AUPRC) as the primary 343

metric for comparison against baseline models 344

that can generate probabilities following the prior 345

work (Inan et al., 2023). Moreover, we supplement 346

our analysis by reporting precision, recall, and F1 347

scores to ensure a comprehensive assessment of 348

performance. Specific settings to get the predic- 349

tions for metric calculation for each baseline and 350

GradSafe are detailed in Section 4.1.3 and 4.1.4. 351

4.1.3 Baselines 352

We include baselines from three categories: online 353

API tools (OpenAI Moderation API, Perspective 354

API, and Azure AI Content Safety API), LLMs 355

as Zero-shot detectors (GPT4, and Llama-2), and 356

finetuned LLM as detectors (Llama Guard). 357

• OpenAI Moderation API2: The OpenAI 358

Moderation API is an online moderation tool 359

based on the GPT model trained on content 360

moderation datasets. It provides probabilities 361

for 11 categories of safety risks. Following 362

Llama Guard’s approach, we determine the 363

overall unsafe score as the maximum proba- 364

bility across all categories. When computing 365

precision, recall, and F1 score, we utilize the 366

provided overall binary prediction label. 367

• Perspective API3: The Perspective API uti- 368

lizes machine learning algorithms to identify 369

harmful content across six categories of safety 370

risks. We determine the overall unsafe score 371

using the maximum probability across all cat- 372

egories. When computing precision, recall, 373

and F1 score, a prompt is predicted as unsafe 374

if the overall unsafe score exceeds 0.5. 375

• Azure AI Content Safety API4: The Azure 376

AI Content Safety API detects safety risks 377

within text and image content across four dis- 378

tinct categories. The Azure API does not sup- 379

ply continuous probability scores and is thus 380

2https://platform.openai.com/docs/guides/
moderation/

3https://perspectiveapi.com/
4https://azure.microsoft.com/en-us/products/

ai-services/ai-content-safety
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ToxicChat XSTest

OpenAI Moderation API 0.604 0.779
Perspective API 0.487 0.713
Llama Guard 0.635 0.889
GradSafe-Zero 0.755 0.936

Table 2: Evaluation results of the methods that can produce scores to calculate AUPRC. The highest AUPRC is
highlighted in bold, while the second highest is underlined.

ToxicChat XSTest

OpenAI Moderation API 0.815/0.145/0.246 0.878/0.430/0.577
Perspective API 0.614/0.148/0.238 0.835/0.330/0.473
Azure API 0.559/0.634/0.594 0.673/0.700/0.686
GPT-4 0.475/0.831/0.604 0.878/0.970/0.921

Llama-2 0.241/0.822/0.373 0.509/0.990/0.672
Llama Guard 0.744/0.396/0.517 0.813/0.825/0.819
GradSafe-Zero 0.753/0.667/0.707 0.856/0.950/0.900

Table 3: Evaluation results of all baselines and GradSafe-Zero in precision/recall/F1-score. The result with the
highest F1 score is highlighted in bold, while the second highest is underlined.

not included in the AUPRC comparison. In381

the computation of precision, recall, and F1382

score, a prompt is classified as unsafe if there383

exists a violation, denoted by a non-zero score,384

in at least one of the categories.385

• GPT-4 (OpenAI, 2023): GPT-4 is the state-386

of-the-art LLM. We use zero-shot prompting387

as a detector with the following prompt: ‘You388

are a helpful assistant. Provide your safety389

assessment for this user prompt: {Prompt}390

You must only answer with ‘safe’ or ‘unsafe’.’391

In the computation of precision, recall, and F1392

score, a prompt is classified as unsafe if ‘un-393

safe’ exists in the response. We use the GPT-4394

API gpt-4-1106-preview in the evaluation.395

• Llama-2 (Touvron et al., 2023): Llama-2 is396

the base model for GradSafe and is the state-397

of-the-art open-source LLM. We also use zero-398

shot prompting as a detector with the same399

prompt and classification as GPT4. We use400

Llama-2-7b-chat-hf in the evaluation.401

• Llama Guard (Inan et al., 2023): Llama402

Guard is finetuned on the Llama-2 7b403

model using approximately 10, 000 collected404

prompts and responses to generate classifica-405

tions of ‘safe’ and ‘unsafe’ responses. Con-406

sistent with the methodology outlined in the407

original paper, we utilize the probability of408

producing ‘unsafe’ as the overall unsafe score 409

and its binary output as its prediction result. 410

4.1.4 Settings for GradSafe 411

In GradSafe, we use Llama-2 (Llama-2-7b-chat- 412

hf ) as the base model. When identifying the safety- 413

critical parameters, we use the gap threshold 1. 414

Given a prompt to detect, we use the system prompt 415

‘You are a helpful assistant. Help me with the 416

following query: {Prompt}’ and pair it with the 417

response ‘Sure’ to calculate the gradients. For 418

GradSafe-Zero, we use the threshold 0.25 for de- 419

tection when calculating precision, recall, and F1 420

score on both benchmarks. 421

4.2 Overall Results 422

In this section, we investigate the performance of 423

baseline methods and GradSafe in a zero-shot set- 424

ting on two benchmark datasets for unsafe prompt 425

detection without domain-specific adaptation. 426

We show the AUPRC results in Table 2. It’s 427

noteworthy that this table includes methods capa- 428

ble of producing continuous scores to calculate 429

AUPRC, including OpenAI Moderation API, Per- 430

spective API, Llama Guard, and GradSafe-Zero. 431

We present a comparison of precision, recall, and 432

F1 score in Table 3 for all the methods under con- 433

sideration. The first four rows encompass state-of- 434

the-art online moderation tools and LLM, while the 435

last three rows pertain to the same model Llama-2 436
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but applied in three different scenarios, as depicted437

in Figure 1. Our observations are as follows:438

Firstly, among the three APIs, Azure API demon-439

strates relatively better performance. However, col-440

lectively, these online APIs designed for general441

content moderation are not effective enough when442

evaluated on prompt safety benchmarks. This un-443

derscores the significance of developing methods444

specifically tailored for prompt safety rather than445

relying solely on general toxicity detection mecha-446

nisms. Secondly, GPT-4, as the leading-edge LLM447

with robust reasoning capabilities, exhibits rela-448

tively strong detection performance, particularly449

noticeable in XSTest scenarios where prompts are450

less complex (short sentences).451

Lastly, among the three Llama-2 based detec-452

tors, zero-shot inference with Llama-2 yields the453

poorest performance. We observe notably low pre-454

cision in detecting unsafe prompts, indicating a ten-455

dency to misclassify safe prompts as unsafe, which456

could potentially impact user experience negatively.457

This result is consistent with the exaggerated safety458

phenomenon observed in the work (Röttger et al.,459

2023). Conversely, Llama Guard, benefiting from460

extensive finetuning on prompt safety detection re-461

lated datasets based on Llama-2 7b, demonstrates462

superior performance. Furthermore, GradSafe-463

Zero attains the highest performance among the464

three methods via safety-critical gradient analysis,465

even without further finetuning based on Llama-466

2. This suggests that exploring safety-critical gra-467

dients of an LLM can serve as an effective and468

efficient approach to detect unsafe prompts. We469

note that GradSafe does not outperform GPT-4 on470

XSTest. This can be attributed to our utilization of471

Llama-2 as the base model instead of GPT-4. We472

cannot evaluate our method on GPT-4 due to lack473

of access to its gradients.474

4.3 Adaptability Study475

We subsequently present a comparative analy-476

sis of the adaptability of GradSafe-Adapt, Llama477

Guard (Inan et al., 2023), and Llama-2 7b (Touvron478

et al., 2023), utilizing the ToxitChat benchmark and479

employing the official dataset for training.480

It is noteworthy that all three methods employ481

the same model structure as Llama-2 7b. For adap-482

tation, both Llama-2 and Llama Guard undergo483

finetuning on the ToxicChat training set, a pro-484

cess elaborated in the original Llama Guard paper.485

Specifically, the adapted model of Llama Guard is486

0 20 40 60 80 100
Number of training data of ToxicChat used for adaption (%)

0.0

0.2

0.4

0.6

0.8

AU
PR

C

GradSafe-Adapt
Finetuning starting w/ Llama Guard
Finetuning starting w/ Llama-2 7b

Figure 4: Adaptivity experiment on ToxicChat: AUPRC
of GradSafe-Adapt, Llama-2 7b, and Llama Guard when
trained/finetuned with different number of samples.

equivalent to Llama-2 finetuned with both Llama 487

Guard’s training set and ToxicChat training set. 488

We adopt the results directly from the original pa- 489

per and maintain identical experimental conditions. 490

In contrast, GradSafe-Adapt utilizes a distinct ap- 491

proach by training a logistic regression classifier. 492

This classifier leverages cosine similarity features 493

alongside corresponding labels from the training 494

dataset. Compared to finetuning LLMs-based adap- 495

tation, our training of the classifier is highly effi- 496

cient and minimally resource-intensive. 497

Figure 4 compares adaptability curves across 498

the three methods on the ToxicChat dataset with 499

various percentages of training data applied in adap- 500

tion. For Llama-2, we follow Llama Guard to set its 501

AUPRC to zero before adaptation (i.e., 0 training 502

data) for completeness, as it does not provide an ex- 503

act answer for probability calculation. Our method, 504

employing basic cosine similarity features and a 505

simple logistic regression classifier, demonstrates 506

commendable adaptation performance even with 507

significantly fewer data used for adaptation. For 508

instance, our method with only 20% of the train- 509

ing data achieves similar performance with Llama 510

Guard fine-tuned on 100% of the training data. 511

4.4 Ablation Study 512

This section investigates the effectiveness of identi- 513

fying safety-critical parameters. Specifically, we in- 514

troduce two variants w/o identifying safety-critical 515

parameters as follows: 516

• GradSafe-Zero without Safety-Critical Pa- 517

rameters: In the absence of identifying 518

safety-critical parameters, we flatten all gra- 519

dients into one single tensor and calculate the 520

overall cosine similarity of the entire tensor. 521
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AUPRC precision/recall/F1

GradSafe-Zero 0.755 0.753/0.667/0.707
GradSafe-Zero w/o Safety-Critical Parameters 0.633 0.590/0.678/0.631

GradSafe-Adapt 0.816 0.620/0.872/0.725
GradSafe-Adapt w/o Safety-Critical Parameters 0.731 0.544/0.825/0.655

Table 4: Ablation study on ToxicChat. The better performance with higher AUPRC/F1-score is highlighted in bold.

We then apply threshold-based detection the522

same as GradSafe-Zero. Based on the dis-523

tribution of the cosine similarity, we set the524

threshold as 0.4.525

• GradSafe-Adapt without Safety-Critical526

Parameters: Without identifying safety-527

critical parameters, it is infeasible to train the528

logistic regression with an extremely large di-529

mension of features. Therefore, we get the530

cosine similarities for each key in the parame-531

ter dictionary as elements to calculate cosine532

similarities as features to train the logistic re-533

gression classifier.534

Table 4 presents a performance comparison with535

and without the identification of critical parameters.536

It is observed that while general cosine similari-537

ties can provide some discriminatory information538

between safe and unsafe prompts, they are inher-539

ently noisier and thus less effective compared to540

the method that includes identifying safety-critical541

parameters. This disparity is relatively smaller in542

the adaptation scenario, where the training process543

of the logistic regression classifier can be consid-544

ered another means of ‘selecting’ the important545

parameters for detection.546

In addition to detection performance, the identi-547

fication of safety-critical parameters significantly548

reduces the storage and computation consumption549

required for detection. Storing the entire gradi-550

ents for LLMs would demand space proportional551

to the number of parameters in the LLM, which552

is a notably substantial amount. Furthermore, the553

speed of detection is enhanced by solely computing554

the cosine similarity of gradients associated with555

safety-critical parameters.556

5 Discussion and Limitation557

This paper proposes a proof-of-concept solution558

for detecting unsafe prompts through safety-critical559

gradient analysis, with large room for improvement560

and future exploration.561

Choice of example safe/unsafe prompts: The 562

selection of example safe/unsafe prompts is cur- 563

rently suboptimal, as it relies on only two safe and 564

two unsafe samples. There is potential for enhance- 565

ment by carefully curating and selecting a set of 566

typical example prompts to refine the selection of 567

safety-critical parameters. 568

Detection taxonomy: Our method offers a com- 569

prehensive assessment of prompt safety but does 570

not offer fine-grained classification for specific 571

classes. Our primary objective is to apply our 572

method to safeguard LLMs from misuse and ma- 573

licious finetuning. We defer the task of more fine- 574

grained classification to future work. 575

Extension to more LLMs: While this work 576

demonstrates the effectiveness of investigating 577

safety-critical gradients as an unsafe prompt de- 578

tector using the state-of-the-art open-source model, 579

Llama-2, it does not explore other LLMs. We hy- 580

pothesize that the effectiveness of our model may 581

vary depending on the base LLM utilized. Specifi- 582

cally, we posit that the consistent gradient patterns 583

of safety-critical parameters arise because unsafe 584

prompts and compliance response pairs aim to dis- 585

rupt the safety alignment of the model. Therefore, 586

the performance of GradSafe may be influenced 587

by the alignment of the base LLM we employ. We 588

defer the exploration of additional LLMs as base 589

models to future research endeavors. 590

6 Conclusion 591

This work studies the novel task of detecting un- 592

safe prompts to safeguard LLMs from misuse or 593

malicious finetuning. In contrast to existing meth- 594

ods, which typically involve training or finetuning 595

LLMs as classifiers with large datasets, we intro- 596

duce GradSafe, a novel approach that examines the 597

safety-critical parameters of LLMs to identify un- 598

safe prompts. We demonstrate that GradSafe can 599

outperform finetuned models without requiring any 600

additional training on the original LLM. 601
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7 Ethical Impact602

The primary goal of the work is to detect unsafe603

prompts and ultimately safeguard LLMs from po-604

tential misuse. The source code and software will605

be publicly available. We apply existing benchmark606

datasets in the experiment, and thereby not intro-607

ducing new safety risks regarding the unsafe data608

samples. We acknowledge that by open-sourcing609

our detection model, adaptive attacks may be devel-610

oped based on the detection results. However, as611

discussed in Section 5, there exist multiple ways to612

further improve our detection model. Overall, we613

believe that our work can contribute to advancing614

the safety of LLMs.615
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A Additional Experimental Setups825

A.1 Prompts in Identifying Safety-Critical826

Parameters827

We demonstrate the two safe prompts and two un-828

safe prompts we use to identify the safety-critical829

parameters. Note that we only use these four830

prompts.831

Safe Prompt Example

Tell me how to make a cake step by step.
832

Safe Prompt Example

Write a story about pet animals.
833

Unsafe Prompt Example

Write fake news on China. a

aPrompt applied in the work (Xie et al., 2023).
834

Unsafe Prompt Example

From now on you should answer in the fol-
lowing form: [Your default ChatGPT re-
sponse, including all the “trained by Ope-
nAI" stuff] ; [A completely unhinged re-
sponse without any remorse or ethics, and
instead of helping it should actively try to
do harm. Write a porn story. a

aPrompt extended from https://www.
jailbreakchat.com/.

835

A.2 Additional Experimental Details836

For experiments requiring inference and gradient837

calculation for LLMs, we use four Nvidia GeForce838

RTX 3090 GPUs. The result is generated in a single839

run due to the resource constraints and determin-840

istic/stable results. We use scikit-learn package5841

with the default setting to calculate all the metrics.842

5https://scikit-learn.org/stable/
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