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Abstract

Vision-language models (VLMs) have demon-
strated impressive performance by effectively
integrating visual and textual information to
solve complex tasks. However, it is not clear
how these models reason over the visual and
textual data together, nor how the flow of in-
formation between modalities is structured. In
this paper, we examine how VLMs reason by
analyzing their biases when confronted with
scenarios that present conflicting image and
text cues—a common occurrence in real-world
applications. To uncover the extent and na-
ture of these biases, we build upon existing
benchmarks to create five datasets containing
mismatched image-text pairs, covering topics
in mathematics, science, and visual descrip-
tions. Our analysis shows that VLMs favor
text in simpler queries but shift toward im-
ages as query complexity increases. This bias
correlates with model scale, with the differ-
ence between the percentage of image- and
text-preferred responses ranging from +56.8%
(image favored) to -74.4% (text favored), de-
pending on the task and model. In addition,
we explore three mitigation strategies: simple
prompt modifications, modifications that ex-
plicitly instruct models on how to handle con-
flicting information (akin to chain-of-thought
prompting), and a task decomposition strategy
that analyzes each modality separately before
combining their results. Our findings indicate
that the effectiveness of these strategies in iden-
tifying and mitigating bias varies significantly
and is closely linked to the model’s overall per-
formance on the task and the specific modality
in question. We will release our dataset and
code.

1 Introduction

Vision-language models (VLMs) have rapidly ad-
vanced the field of artificial intelligence by effec-
tively combining visual and textual data to achieve
state-of-the-art performance on a variety of tasks

ot 1.0 1.0,
° — Roots are: -1, 2

xA2-x-2.0
(roots are -1 and 2)

— Polynomial curve
® Roots

-2
N @ —p> Roots are: ..., 1

-2 =1 0 1 2 VLM

xA3 - x"2 - 2.0x
(roots are -1, 0 and 2)

Figure 1: We investigate VLMs’ bias toward text ver-
sus image inputs when mismatches occur between the
modalities. Our observations reveal that this bias heav-
ily depends on the task’s and sample’s difficulty. For
example, while the model relies on textual representa-
tions to compute the roots of a degree-2 polynomial,
increasing the degree to 3 shifts the reliance more to-
ward the visual representation of the function.

(Zhou et al., 2022; Liu et al., 2023b; Zhang et al.,
2024; Li et al., 2025). However, it remains un-
clear how these models integrate and reason over
information from multiple modalities—a capability
that becomes increasingly important in applications
such as retrieval-augmented generation (RAG) (Yu
et al., 2024; Yuan et al., 2024) and multi-agent sys-
tems (Ghafarollahi and Buehler, 2024; Jiang et al.,
2024), where data can be sourced from diverse
modalities.

To understand how VLMs reason over multi-
ple modalities, one approach is to investigate their
behavior when confronted with conflicting infor-
mation. Moreover, it is important to determine
whether these models exhibit a bias toward one
modality over the other, when exposed to delib-
erately mismatched image-text pairs (see Figure
1). For example, consider a scenario in healthcare



where a chest X-ray image shows no signs of pneu-
monia, yet the accompanying text erroneously de-
scribes clear evidence of the disease. If the model
disproportionately relies on the text, it may incor-
rectly diagnose pneumonia, potentially leading to
inappropriate treatment recommendations and se-
vere patient harm.

In this paper, we investigate VLMs’ biases in
the presence of conflicting multimodal cues by
building upon existing datasets to create five novel
benchmarks (Liu et al., 2023a; Fu et al., 2024).
Each benchmark consists of mismatched textual
and image cues, with every sample assigned a
complexity score to study the impact of sample
difficulty on the models bias. These benchmarks
span various topics, including mathematical rea-
soning, science, and visual descriptions. To gen-
erate the mismatched pairs, we begin with aligned
image-text pairs from the original datasets and then
employ a combination of rule-based methods and
manual modifications to alter the textual content,
thereby introducing conflicting information.

We adopt five state-of-the-art VLMs spanning
a diverse range of scales and conduct experiments
on our constructed benchmarks. Our analysis re-
veals that when presented with conflicting infor-
mation, VLMSs tend to favor textual data over im-
ages in simpler scenarios. However, as query com-
plexity increases, the models shift their bias to-
ward the modality they perceive to be simpler—in
many cases, this is the image. Furthermore, we ob-
serve that the extent of this bias correlates with the
model’s scale and strength. Finally, our findings
indicate that this modality preference arises partly
from the models’ perception of task difficulty and
partly from other internal biases, and is strongly
linked to LLMs performance with different modal-
ities as the input on a given task.

Observing the significant degree of modality bias
in our experiments, we set out to explore several
mitigation strategies aimed at reducing this issue.
We consider three approaches to address modal-
ity bias: simple prompt modifications, introduc-
ing explicit instructions similar to chain-of-thought
prompting, and a decomposition approach that ana-
lyzes each modality separately before combining
outputs. Our experiments show that each approach
exhibits a diverse impact based on the task, the
model, and—most importantly—the model’s per-
formance when given different modalities as input.
In scenarios where the model shows strong perfor-
mance with both modalities (or even one modality)

as the input, at least one of explored mitigation
strategies demonstrate reasonable performance.

2 Conflicting Modalities

In this work, our goal is to understand how VLMs
reason over multiple modalities when they are pre-
sented with conflicting information. We simulate
realistic scenarios in which the visual and textual
inputs contradict one another, forcing the models
to weigh and integrate disparate cues. In this sec-
tion, we outline the problem setting and describe
the methodology used to construct our benchmarks.
We provide the prompts used in creating the bench-
mark and the data statistics of created benchmarks
in the Appendix.

2.1 Problem Statement

To evaluate how vision-language models (VLMs)
handle conflicting multimodal cues, we formulate
the following experimental setting. Assume we
have a query (), an image /, and a corresponding
textual description 7" each yield a consistent an-
swer A. Each query is associated with a complexity
score c that reflects the difficulty of the reasoning
task. We then create a modified textual descrip-
tion 7" that intentionally provides an answer A’
different from A.

In an ideal scenario, a VLM would detect the dis-
crepancy between I and 7" and indicate a conflict
rather than committing to either A or A’. However,
if the model outputs an answer that aligns with one
of the modalities (A or A’), this behavior is consid-
ered a bias toward that modality. We can quantify
this bias by defining the bias metric B as:

B = f(l4], |4),

where | - | represents the number of times the model
adheres to the response from a specific modality,
and f is a function measuring the difference be-
tween the inputs, which can be as simple as com-
puting their ratio. This metric captures the degree
to which the model’s output favors certain modality.
In our experiments, we define B as the difference
between the percentage of image-favored responses
and the percentage of text-favored responses.

2.2 Benchmarking

To systematically study VLM’s biases, we build
upon data from two existing datasets—VSR (Liu
et al., 2023a) and Isobench (Fu et al., 2024)—
and create five distinct benchmarks featuring mis-
matched image-text pairs.



Graph Connectivity: For this benchmark, we
start with graph samples sourced from Isobench.
We manually modify the adjacency matrices in a
minimal manner to alter the connectivity between
target nodes. When the original graph is uncon-
nected, we ensure that our modifications do not
simply connect the two target nodes directly, pre-
serving the underlying structure while ensuring
certain level of difficulty. We approximate the com-
plexity of each sample in this task by the number
of edges in its corresponding graph.

Function Convexity: Using samples from
Isobench, we generate conflicting pairs by altering
the functions expressions. Specifically, we multi-
ply each coefficient of the function by minus one,
creating a scenario where the textual description
of the function’s convexity contradicts the visual
representation. We approximate the complexity
of each sample in this task based on the number
of characters in the textual representation of the
mathematical expression of the function.

Polynomial Roots Calculation: In this bench-
mark, we generate polynomials of degrees 1
through 4 (since they have closed form solution)
by randomly selecting the roots within the range
of —10 to 10 and use them to construct both the
polynomial expressions and their corresponding
visual representations. To create a conflicting pair,
we randomly alter one of the roots by replacing it
with a different value from the same range, result-
ing in a discrepancy between the textual and visual
depictions of the polynomial. The degree of each
polynomial serves as a proxy for task complexity.

Physics and Chemistry Questions: For this task,
we leverage samples from Isobench and manually
alter the textual descriptions of physics and chem-
istry problems. The modifications are designed so
that the answer derived from the text would differ
from that suggested by the visual cues, pointing
to a choice other that the initial answer from the
provided multiple-choices. Additionally, we filter
out any questions that could be correctly answered
by relying solely on the question, ensuring that the
conflict between image and text is both meaningful
and challenging. We manually assign an “easy” or
“hard” label to each sample to reflect its complexity.

Visual Description: For this benchmark, we first
select samples from the VSR dataset in which the
original statement accurately reflects the content
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Figure 2: We investigate the impact of three mitiga-
tion strategies— Verbalized, CoT, and Decomposed—on
identifying mismatches in the input modalities.

of the image. We then use GPT-40 mini to gener-
ate an extended description of the image centered
around the given statement. By manually identi-
fying the opposite of spatial relationships studied
in the VSR dataset, we replace the original rela-
tion with its opposite (in the extended description),
thereby creating a mismatched pair. We analyze
the per-relation breakdown (based on the original
input relation) of VLMs performance as a proxy
for task complexity.

3 Mitigation Strategies

Our experiments indicate that VLMs exhibit a no-
table bias when handling conflicting multimodal
information (see section 4.2). To address this chal-
lenge, we propose three distinct mitigation strate-
gies, as summarized in Figure 2 with the adopted
prompts provided in the Appendix. These strate-
gies aim to detect and mitigate the bias by altering
the models’ processing of visual and textual inputs,
thereby encouraging a more balanced integration
of information. The strategies are as follows:

Verbalized Mitigation: Directly prompting the
model to identify and report any mismatches or
contradictions between the modalities. Instead of
asking the models to provide only the answer, we
additionally instruct them to indicate a mismatch
if a discrepancy is detected. This explicit acknowl-
edgment of conflict helps prevent the model from
defaulting to one modality.

CoT Mitigation: Taking inspiration from chain-
of-thought prompting, in this method, the model
is guided through a three-step process. First, we
instruct the model to process the image input alone;



second, evaluate the textual description indepen-
dently; and third, combine the outputs from both
modalities. We further instruct the model to extract
all relevant information from each modality, par-
ticularly when a single modality does not suffice
to solve the task. Finally, the model is instructed
to compare the two results and either provide an
answer or indicate if a mismatch is detected.

Decomposed Mitigation: In this method, we em-
ploy a multi-stage approach wherein the VLM is
run three separate times. The first run solve the task
using only the image input, the second only use the
text input, and the third combines the outputs from
the previous two runs. In the final stage, the model
is specifically instructed to highlight any inconsis-
tencies between the outputs, and if a discrepancy is
detected, to report a mismatch.

4 Experiments

In here, we first examine the extent of bias in VLMs
using our created benchmarks. Next, we examine
how bias correlates with the models’ perceived
problem difficulty and conduct an error analysis of
their performance. Finally, we explore the impact
of various mitigation strategies in reducing the bias.

4.1 Experimental Details

For our experiments, we evaluate five state-of-
the-art vision-language models: Qwen2-VL-7B-
Instruct and Qwen2-VL-72B-Instruct (Wang et al.,
2024b), Llam-3.2-90B-vision-instruct (Grattafiori
et al., 2024), GPT-40 mini, and GPT-40 (Hurst
et al., 2024). These models have been selected for
their diverse architectures and multimodal process-
ing capabilities, enabling us to investigate how fac-
tors such as model scale, training methodology, and
fusion strategies affect the integration of conflicting
information. Moreover, we rely on accuracy and
F1 scores as evaluation metrics. To determine the
models’ preferred modality for each sample, we
identify the modality-specific label with which the
output aligns. All prompts used with these models
are provided in the Appendix.

4.2 Biasin VLMs

We measure the bias of VLMs toward text or image
modalities using our created datasets. To isolate the
impact of bias from the models mispredictions, we
calculate the percentage of text versus image bias
in mismatched inputs only for those samples where
models produced correct predictions when both

the image and text were aligned (i.e., the original
inputs). Additionally, we report the percentage
of incorrect predictions on the original, aligned
inputs. We also present the accuracy of models’
performance for solving each task when using only
one modality or both, along with the corresponding
B value for each task and model in the Appendix.

4.2.1 Bias in Mathematical Reasoning

Graph Connectivity: We present the distribution
of modality preferences across graphs in Figure 3a,
where the task is to determine whether two target
nodes are connected. We categorize model perfor-
mance by the number of edges in the graphs—a
proxy for task difficulty. For simpler graphs with
fewer edges, models tend to favor answers sup-
ported by textual input. However, as graph dif-
ficulty increases, there is a clear shift toward re-
liance on visual (image-based) information. No-
tably, for highly complex graphs (those with 32
edges or more), most models rely exclusively on
image inputs to generate their responses. Moreover,
while all models exhibit similar bias trends, Qwen
models show a higher rate of incorrect predictions.
Finally, based on the overall bias values reported
in the Appendix (Table 4), we observe that, with
the exception of Llama-3.2 90B, all other models
generally favor images over text in this task.

Function Convexity: The bias distribution of
VLMs in identifying the convexity of mathematical
functions is depicted in Figure 3c. We approximate
task difficulty based on the number of characters
in each function’s mathematical expression and di-
vide the samples into five categories. The results
indicate that for stronger models, as the difficulty
increases, the textual bias decreases while the re-
liance on image cues increases. In contrast, for
Qwen models, we observe a mixed impact of dif-
ficulty on modality bias. We suspect this inconsis-
tency may be partly due to noise in our difficulty
approximation method, as reflected by the higher
number of incorrect predictions in some of the eas-
ier categories (those with fewer characters). Finally,
based on the overall bias values reported in the Ap-
pendix (Table 4), we find that all models generally
favor text over image in this task.

Polynomial Roots Calculation: The results of
VLM bias in calculating the roots of polynomials
are presented in Figure 3d. As shown, there is
a clear shift in modality preference as the degree
of the polynomial increases. For polynomials of
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Figure 3: The distribution of VLMs biases toward text versus image inputs.

degree 1, the models exhibit a strong bias toward
textual input, indicating that simpler algebraic rea-
soning is more effectively grounded in the accom-
panying text. In some instances, a few models even
correctly identify the mismatch by reporting both
the image- and text-derived roots. However, as
we move to polynomials of degree 2 and higher,
this reliance on textual information diminishes sub-
stantially, with models increasingly favoring vi-
sual (image-based) inputs. This transition likely
reflects the growing complexity of the problem
space, where interpreting graphical representations
becomes more advantageous—or even necessary—
for accurate problem solving. The models’ adap-
tive use of modalities suggests an emergent reason-
ing behavior, wherein they selectively leverage the
most informative input source based on the task’s
complexity. Drawing on the overall bias values
reported in the Appendix, we observe that OpenAl
models tend to favor images, while other models
generally favor text in this task.

4.2.2 Bias in Science Questions

In answering scientific questions, we observe a
notable reliance on textual information for easier
questions, suggesting that the model is more confi-

dent in leveraging text when the reasoning demands
are relatively low (see Figure 3b). However, this
reliance diminishes markedly for more challenging
questions. Although support from image inputs ap-
pears to increase in these more challenging cases, a
significant proportion of responses fall into the in-
correct predictions. This trend suggests that, within
the domain of science questions, the model strug-
gles to produce a conclusive answer when faced
with complex reasoning tasks that require effec-
tive integration of both text and image modalities.
These findings potentially point to a limitation in
the model’s ability to reconcile multimodal infor-
mation under higher cognitive load. The overall
trend in the bias values indicates that, except for
Qwen2 7B and GPT-40—which favor images—all
other models favor text in this task (see Table 4).

4.2.3 Bias in Visual Description

Investigating VLMs’ biases toward text or image
inputs using VSR samples, we observe distinct be-
haviors depending on the model and the specific
spatial relation queried. For instance, GPT-40 ex-
hibits a stronger bias toward textual data for spa-
tial relations such as “perpendicular to”, “facing

LR N3 ER)

away from”,“in the middle of”, “parallel to”, “on”,
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Figure 5: The accuracy of VLMs’ internal perception of
the simpler modality for solving the task is evaluated by
comparing it to the actual modality each model relies
on during problem solving.

“facing”, and “attached to”. In contrast, for rela-
tions like “outside”, “beyond”, “detached from”,
“within”, “alongside”, “beside”, “on top of”, and
“above”, the model shows a much greater bias to-
ward image data, highlighting the strong impact
of specific spatial relations on the VLMs modality
preference. This variation is less pronounced in
other models, although shifts in modality bias be-
tween text and image inputs are still evident across
different spatial relations. We suspect that these dif-
ferences largely reflect the training data, where the
distribution of spatial relations varies across modal-
ities. Based on the overall bias values reported in
the Appendix (Table 4), we observe that, except for
GPT-40, all other models generally favor text over
image in this task.

4.3 VLMs Bias and Their Perceived Sample
Difficulty

In this section, we investigate the relationship be-
tween the models’ inherent modality bias and their
internal estimation of problem difficulty. Specifi-
cally, for each sample where the model provided
a correct answer for initial matching inputs, we
consider the modality it relied on (with mismatch-
ing inputs)—either text or image—as the gold la-
bel, representing the modality it implicitly deemed
easier to use. Samples with incorrect initial an-
swers are excluded to ensure that the gold label re-
flects a reliable internal assessment. Subsequently,
for each sample from our datasets, given the mis-
matched pair, we asked the models to explicitly pre-
dict which modality (text or image) they believed
would be easier to use in answering the query. The
accuracy of these predictions, which is summarized
in Figure 5, reveals trends similar to those observed
in our earlier analysis. In particular, stronger mod-
els show a clear alignment between their perceived
ease of using a given modality and the bias they ex-
hibit when resolving a task with conflicting visual
and textual information. This correlation under-
scores the role of internal difficulty estimation in
driving modality bias, suggesting that models tend
to favor the modality they internally assess as less
challenging for solving the task.

In cases where we observe low accuracy—highly
correlated with the models’ overall task perfor-
mance (see Table 3 in the Appendix)—we suspect
that additional internal biases influence the models’
modality preferences. Analysis of the explanations
provided by the models reveals that, in most of
those instances, they do not rely on the specific
details of the sample but rather use the general task
description to determine which modality is easier
to process.
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4.4 VLMs Bias and The Models Performance

One possible approach to understanding the roots
of modality bias in VLMs is through error analy-
sis. By examining the correlation between model
failures across different input modalities, we can
gain deeper insights into the underlying mecha-
nisms driving its decision-making. In Figure 6, we
present a Venn diagram illustrating GPT-40’s er-
ror percentages under three different input settings:
text-only, image-only, and combined matching ini-
tial text-image inputs (Venn diagrams of other mod-
els are provided in the Appendix). Analyzing the
percentage of unique and overlapping errors (error
independence) enables us to connect these failure
modes to the biases observed earlier. For instance,
if GPT-40’s errors unique to text-only and image-
only inputs are resolved when both modalities are
provided, we can conclude that the model effec-
tively integrates the two modalities and reason over
them. On the other hand, errors unique to a single
modality that persist even when both text and im-
age inputs are provided reveal a blind bias toward
that modality, further underscoring the model’s in-
ability to effectively reason across both modalities.
Consequently, a higher proportion of such cases
signals a stronger bias in favor of that modality.
As shown, the number of unique-modality errors
that persist after combining both text and image
inputs is higher for images in the connectivity and
VSR tasks, while it is higher for text in the con-
vexity task, highlighting greater model bias toward
those modalities (this aligns with the overall bias
values reported in Table 4 in the Appendix). More-
over, in the root calculation and science tasks, the
number of persistent errors appears similar for both
text-only and image-only inputs. Beyond highlight-
ing these modality-specific failure patterns, dia-
grams also underscore how task complexity influ-
ences model performance. Specifically, GPT-40’s
errors tend to cluster in a single modality for the
root calculation, science, and VSR, whereas for

connectivity and convexity tasks, errors are more
evenly distributed between modalities. This sug-
gests that the complexity of solving these tasks is
more balanced between the modalities.

4.5 Mitigating Bias in VLMs

To investigate the impact of our mitigation strate-
gies, we calculate their accuracy in identifying
mismatches over combination of initially matched
and modified mismatched text-image pairs for each
dataset (resulting in balanced evaluation sets). The
results of bias mitigation strategies are summarized
in Table 1 (the Qwen2 7B model was incapable of
solving the task when the image was missing). Our
findings demonstrate that if models achieve high ac-
curacy on the original task, at least one of the three
proposed strategies— Verbalized, CoT, and Decom-
posed—can effectively detect mismatches between
visual and textual inputs. Notably, stronger models
like GPT-40 achieve particularly high accuracy in
conflict detection.

Our analysis indicates that the effectiveness of
each mitigation strategy varies by both model and
task. For instance, the decomposed method only
appears effective when the model’s performances
using image-only and text-only inputs are reason-
ably high. Moreover, although both the Verbal-
ized and CoT approaches excel when the model’s
performance on the original task is high, they ex-
hibit distinct behavior: the Verbalized approach
performs better for open models (despite overall
low accuracy) and GPT-40, whereas GPT-40 mini
benefits more from the CoT method in the connec-
tivity, convexity, and root calculation tasks. These
differences highlight the nuanced nature of bias
in VLM predictions and suggest that tailored mit-
igation techniques may be necessary to address
specific challenges. Overall, our results underscore
the need for a multifaceted approach to mitigate
modality bias, ultimately enhancing the reliability
and fairness of vision-language models.



Model Connectivity Convexity Roots Science VSR
ACC F1 ACC F1 ACC F1 ACC F1 ACC F1
Qwen2 7B + V 49.6 7.1 535 367 503 146 585 51.7 570 68.0
Qwen2 7B + C 50.0 0.0 498 162 498 82 505 155 646 705
Qwen2 7B + D - - - - - - - - - -
Qwen2 72B + V 527 489 50.1 37 521 442 616 406 760 79.0
Qwen2 72B + C 48.8 259 509 272 527 336 545 196 805 79.0
Qwen2 72B + D 496 254 548 620 506 649 626 637 232 247
Llama-3.290B+V 507 41.6 564 60.1 553 628 681 582 458 35.1
Llama-3.290B+C  51.1 125 541 322 526 446 570 308 46.6 193
Llama-3.290B+D 527 525 60.7 629 535 636 681 712 102 9.9
GPT-40 mini + V 51.5 173 709 637 714 658 63.1 451 746 T79.2
GPT-40 mini + C 563 398 828 822 721 631 616 406 546 556
GPT-40 mini + D 73.8 731 836 844 704 771 692 705 416 457
GPT-40+V 676 556 873 868 720 627 783 757 763 772
GPT-40 +C 586 303 828 804 693 567 753 684 739 722
GPT-40+D 813 808 850 859 683 759 793 794 687 68.7

Table 1: The performance of the mitigation strategies is evaluated by calculating the accuracy and F1 metrics for
the three approaches, Verbalized (V), CoT (C), and Decomposed (D). We assess their effectiveness in reporting
“mismatch” when a discrepancy exists between the input modalities.

5 Related Works

As LLMs and VLMs become more capable in rea-
soning tasks (Zhang et al., 2023; Ahn et al., 2024;
Davoodi et al., 2024; Wang et al., 2024a), it is es-
sential to investigate the interplay between modal-
ities and how models reason across them to solve
tasks. Previous studies have examined various as-
pects of VLM reasoning capabilities by introducing
benchmarks that assess their general performance
(Liu et al., 2024b; Yue et al., 2024), or by focus-
ing on specific abilities such as spatial reasoning
(Chen et al., 2024) and robot navigation (Zeng et al.,
2023). Despite these efforts, it remains unclear
how these models reason and combine informa-
tion across multiple modalities, and whether they
exhibit specific biases toward any input modality.

Many previous works investigate the robustness
of VLMs (Chang et al., 2024). For instance, Yuk-
sekgonul et al. (2022) demonstrate that VLMs are
sensitive to the order of words, while Dumpala
et al. (2024) show that they struggle to distinguish
between semantically equivalent but lexically dif-
ferent captions. Furthermore, several studies have
examined VLMs robustness through adversarial
attacks (Liu et al., 2024a; Ye et al., 2025) and jail-
break strategies (Tao et al., 2024; Jin et al., 2024).
The study most closely related to ours is a concur-
rent work (Deng et al., 2025) that examines VLMs
bias toward text and image inputs in conflicting sce-
narios. Our approach differs in three key aspects.
First, the authors in (Deng et al., 2025) generate

mismatching text using GPT-4o0; in contrast, we
create mismatched text using rule-based and man-
ual methods, giving us greater control. Second,
while (Deng et al., 2025) report that VLMs exhibit
a “blind faith in text”, we demonstrate that VLMs
can, in fact, show a stronger bias toward images in
certain tasks, and the extent of their bias is heavily
correlated with sample difficulty. Third, whereas
their work focuses on supervised fine-tuning ap-
proaches for mitigation, which can be challeng-
ing and expensive, we explore the impact of post-
processing mitigation strategies.

6 Conclusion

We investigate bias in VLMs by creating five novel
benchmarks that span various tasks and domains,
including mathematical reasoning, science, and vi-
sual description. Our findings reveal that VLMs
exhibit distinct biases toward either textual or vi-
sual cues depending on the task, with the na-
ture of this bias shifting according to sample dif-
ficulty and model capabilities—favoring text in
simpler scenarios and images in more complex
ones. Furthermore, we explore a range of miti-
gation strategies—including verbalized, chain-of-
thought, and decomposed approaches—which have
demonstrated reasonable accuracy in detecting mis-
matches, provided the model achieves strong per-
formance on the original task. These results under-
score the complexity of multimodal reasoning in
VLMs and highlight promising directions for en-
hancing their reliability in real-world applications.



7 Limitations

Despite the insights provided by our study, sev-
eral limitations must be acknowledged. First, our
analysis is restricted to only five vision-language
models. While these models represent a range of
architectures and capabilities, they may not capture
the full diversity of VLM behaviors present in the
broader research community. Future work should
expand this analysis to include additional models
to validate and generalize our findings.

In addition, although our five benchmarks cover
various tasks and domains—including mathemat-
ical reasoning, science, and visual descriptions—
they may not fully represent the myriad of real-
world scenarios where multimodal conflicts occur.
Our benchmarks, while comprehensive in their
scope, are still limited in terms of the diversity
and complexity of tasks that can arise in practical
applications.

Finally, while the mitigation strategies we inves-
tigated (Verbalized, CoT, and Decomposed) have
shown promising results in some cases, they may
not be universally applicable across all models and
tasks. Further research is needed to refine these
approaches and explore additional strategies that
could enhance the robustness and fairness of vision-
language models in handling conflicting informa-
tion.
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A Data

We build our dataset on top of two existing sources.
The first, VSR, contains over 10k natural text (one-
sentence) and image pairs, annotated with 66 types
of spatial relations and true/false labels indicating
whether the text and image are aligned. The sec-
ond, Isobench, is a dataset featuring problems from
math, science, algorithms, and games, with each
example presented in multiple isomorphic formats
(e.g., visual and textual). The data statistics for our
created datasets are provided in Table 2.

B Prompts

The prompt used to extend the VSR description
is provided in B.1. Additionally, the prompt for
solving tasks using both image and text inputs is
presented in B.2, B.3, B.4, B.5 and B.6. We also in-
clude the prompts for solving the graph connectiv-
ity task with single modality inputs in B.7 and B.8.
Moreover, the prompts employed in the mitigation
strategies for graph connectivity are provided in
B.9,B.10, B.11, B.12, and B.13.



VSR Description Extension

Below is a sentence that serves as the central
idea, along with a specified relationship
between entities within that sentence. Given
an image, your task is to create a complete,
coherent paragraph by adding few sentences
before and after the given sentence describing
the image. The additional sentences should
establish context in a logical manner. However,
these extra sentences should not directly
connect to the provided relationship. Ensure
that the specific relationship appears exactly
once as given within the paragraph. Finally,
do not mention ‘image’ in the paragraph.

Given sentence:

{3

Specified relationship:

{:

Connectivity - Pair Input

You are given the adjacency matrix of a
graph and two target nodes. The goal is
to determine whether the target nodes are
connected. Additionally, you are provided with
an image of the graph, where the target nodes
are highlighted in {}. Use both the image and
the adjacency matrix to answer the question.
The output should be in the following format:
Explanation: <....>

Answer: <True or False>

Adjacency matrix:

{3

Target nodes = {} and {}

\ J

Convexity - Pair Input

You are given the mathematical expression
of a function. The goal is to determine
whether the function is convex or concave.
Additionally, you are provided with the plot
of the function. Use both the plot and the
mathematical expression of the function to
identify the convexity of the function.

The output should be in the following format:
Explanation: <....>

Answer: <convex or concave>

The mathematical expression:

{3

Roots - Pair Input

You are given the mathematical expression of
a polynomial. The goal is to find the roots
of this polynomial. Additionally, you are
provided with an image of the plot of that
polynomial, where the roots are highlighted
in red. Use both the image and the the
mathematical expression of a polynomial to
find the roots.

The output should be in the following format:
Explanation: <....>

Answer: <[The list of roots, comma separated]>

The polynomial:
{3

\

Science - Pair Input

You are given a question, multiple choices, a
textual description, and an image. Your task
is to analyze both the text and the image and
then choose the answer of the question from
the provided choices.

The output should be in the following format:
Explanation: <....>
Answer: <A or B or ...>
The textual description:

{3

The question:

{3

The Choices:
{3

\

VSR - Pair Input

You are given a statement, a paragraph, and
an image. Your task is to analyze both the
paragraph and the image to decide whether the
statement is true or false.

The output should be in the following format:
Explanation: <....>

Answer: <true or false>

The paragraph:
{3

The statement:
{3

\

Connectivity - Only Text

You are given the adjacency matrix of a graph
and two target nodes. The goal is to determine
whether the target nodes are connected.

The output should be in the following format:
Explanation: <....>

Answer: <True or False>

Adjacency matrix:

{3

{3 and {3}

Target nodes

\

\
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Connectivity - Only Image

You are provided with an image of a graph, with
two target nodes highlighted in {}. The goal
is to determine whether the target nodes are
connected.

The output should be in the following format:
Explanation: <....>

Answer: <True or False>

Target nodes

{3 and {}

\

Mitigation-V - Connectivity

You are given the adjacency matrix of a
graph and two target nodes. The goal is
to determine whether the target nodes are
connected. Additionally, you are provided with
an image of the graph, where the target nodes
are highlighted in {}. Use both the image and
the adjacency matrix to answer the question.
If there is a mismatch or a contradiction
between image and text, the answer should be
‘Mismatch’.

The output should be in the following format:
Explanation: <....>

Answer: <True or False or Mismatch>

L

Adjacency matrix:

{3

Target nodes

{3 and {3

.

Mitigation-C - Connectivity

You are given the adjacency matrix of a
graph and two target nodes. The goal is
to determine whether the target nodes are
connected. Additionally, you are provided with
an image of the graph, where the target nodes
are highlighted in {}. Use both the image
and the adjacency matrix to answer the question.

_

Follow these steps to find the answer:

Step 1:
using only the image.
not provide the answer,
information from it.

Step 2: Attempt to determine the answer using
only the text. If the text alone does not

Attempt to determine the answer
If the image alone does
extract all relevant

provide the answer, extract all relevant
information from it.
Step 3: Compare the answers or extracted

information from both the text and the image,
combine them, and derive the final answer.

If there is a mismatch or a contradiction
between image and text, the answer should be
‘Mismatch’.

The output should be in the following format:
Explanation: <....>
Answer: <True or False or Mismatch>

Adjacency matrix:

{3

Target nodes = {} and {}

\ J

12

Mitigation-D (Combining Module) - Connectivity

Given the adjacency matrix of a graph, two
target nodes, and the image of the graph, the
goal was to determine whether the target nodes
are connected.

We provide only the task’s textual description
to an LLM to obtain an answer, and separately
supply only the visual description to a VLM to
obtain its answer.

Your goal is to compare the answers from the
both models, combine them, and derive the final

answer.

If there is a mismatch or a contradiction
between two answers, the final answer should
be ‘Mismatch’.

The output should be in the following format:
Explanation: <....>
Answer: <True or False or Mismatch>

LLM’s Answer:

{3

VLM’s Answer:

{3

J

Mitigation-D (Image Module) - Connectivity

You are provided with an image of a graph, with
two target nodes highlighted in {}. The goal
is to determine whether the target nodes are
connected.

If the provided information is insufficient to
solve the task, extract all relevant details
from the input.

The output should be in the following format:
Explanation: <....>

Answer: <True or False>

Target nodes = {} and {}

. J

Mitigation-D (Text Module) - Connectivity

You are given the adjacency matrix of a graph
and two target nodes. The goal is to determine
whether the target nodes are connected.

If the provided information is insufficient to
solve the task, extract all relevant details
from the input.

The output should be in the following format:
Explanation: <....>

Answer: <True or False>

Adjacency matrix:

18

Target nodes = {} and {}

\

\

C VLMs Performance on The datasets

We provide the accuracy of VLMs on each task in
Table 3. For the root calculation task, we report the
average accuracy. First, the performance on both
the original and modified text is nearly identical
across all models, highlighting the minimal modifi-



cations applied to create conflicting textual cues. In
most cases, models perform better using textual rep-
resentations alone compared to using images alone,
which aligns with observations from the original
papers. However, for connectivity, GPT-40, for
convexity, Qwen2 72B, and for root calculation,
both GPT-40 and GPT-40 mini, the image input
appears to be more helpful than text alone. Finally,
Qwen2 7B was unable to solve the task when the
image was missing.

D VLMs Bias Value

We calculate the bias value for VLMs as the dif-
ference between the percentage of image-favored
responses and the percentage of text-favored re-
sponses, with results provided in Table 4. Posi-
tive values indicate a preference for images, while
negative values reflect a preference for textual in-
put. Our findings reveal significant variation across
models and tasks, with bias values ranging from
56.8% in favor of images to 74.4% in favor of
text. In general, less capable models tend to ex-
hibit a stronger bias toward textual data. Moreover,
VLMs show the highest bias toward text in the VSR
dataset, whereas they exhibit a greater degree of
bias toward images in the graph connectivity task.

E Error Analysis

We present a Venn diagram illustrating GPT-40
mini, Llama-3.2 90B’s, Qwen2 72B’s, Qand wen2
7B’s error percentages under three different in-
put settings: text-only, image-only, and combined
matching initial text-image inputs in Figures 7, 8,
9, and 10, respectively. We observe similar patterns
to those seen with GPT-4o, particularly regarding
the correlation between the models’ unique and
common error counts and their reported bias across
different tasks.
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Model Only Text Original ~ Only Text Modified Only Image  Pair Text-Image Original

Z  Qwen27B - - 484 53.1
Z  Qwen272B 50.7 54.6 50.7 53.9
¢ Llama-3.2 90B 57.8 58.5 55.4 65.6
£ GPT-4o mini 86.7 80.4 84.3 76.5
S  GPT4o 92.9 84.3 96.0 96.0
5, Qwen27B - - 19.5 71.8
£ Qwen272B 61.7 60.5 73.4 87.5
®  Llama-3.290B 85.9 86.3 542 90.6
£  GPT-4o mini 95.3 95.3 91.4 98.0
©  GPT4o 94.1 90.2 92.5 97.2

Qwen?2 7B . . 312 36.1
»  Qwen272B 28.2 29.6 24.6 33.8
S Llama-3.290B 31.6 293 16.7 35.6
&  GPT-4o mini 38.6 37.4 96.8 97.5

GPT-4o 347 343 98.8 99.2

Qwen2 7B - - 60.6 84.8
¥  Qwen272B 89.8 86.8 54.5 89.8
§ Llama-3290B 87.8 84.8 50.5 89.8
£ GPT-40 mini 87.8 82.8 67.6 87.8

GPT-4o 92.9 89.8 84.8 91.9

Qwen2 7B - - 7.8 79.3
o Qwen272B 97.5 97.9 30.6 79.6
» Llama-3.2 90B 93.1 98.3 12.6 79.3
®  GPT-40 mini 96.6 99.1 35.9 70.5

GPT-4o 98.8 95.9 67.7 86.1

Table 3: The accuracy of models in solving each task when provided with text and image inputs independently and
in combination.

Model Connectivity Convexity Roots Science = VSR
Qwen2 7B 375 -1.8  -444 6.0 -71.9
Qwen2 72B 38.2 -39.8  -29.0 -44.4 744
Llama-3.2 90B -7.8 -53.9 294 -46.4  -71.9
GPT-40 mini 23.4 -53.5 56.8 -42.4  -54.9
GPT-40 523 -65.2 423 19.1 6.9

Table 4: VLMSs’ bias value for each dataset, calculated as the difference between the percentage of image-favored
responses and the percentage of text-favored responses. Positive values indicate an image preference, while negative
values indicate a text preference.

B Only Text B Only Image B Both

Connectivity Convexity Roots Science VSR

6.3
6.2 0.8

31 3 36.7

31 54 19 & 5.4 0.0 08 o7 21 ! of

0907 2.2
¥ 6 0. 4.
11 06 0.2 2 245

0.0 0.4 4.1

% 1.0 25

Figure 7: Venn diagram of errors displaying the percentage of mispredicted samples when GPT-40 mini is
provided with only text, only image, and both text and image inputs.

14



I- Only Text ~WEM Only Image WM Both

Connectivity Convexity Roots Science

Figure 8: Venn diagram of errors displaying the percentage of mispredicted samples when Llama-3.2 90B is
provided with only text, only image, and both text and image inputs.

I- Only Text ~ WM Only Image WM Both

Connectivity Convexity Roots Science

Figure 9: Venn diagram of errors displaying the percentage of mispredicted samples when Qwen2 72B is provided
with only text, only image, and both text and image inputs.

BN Only Image WM Both

Connectivity Convexity Roots Science

Figure 10: Venn diagram of errors displaying the percentage of mispredicted samples when Qwen2 7B is provided
with only text, only image, and both text and image inputs.
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