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Abstract: In this paper, we propose a training-free framework for vision-and-
language navigation (VLN). Existing zero-shot VLN methods are mainly designed
for discrete environments or involve unsupervised training in continuous simu-
lator environments, which makes it challenging to generalize and deploy them
in real-world scenarios. To achieve a training-free framework in continuous en-
vironments, our framework formulates navigation guidance as graph constraint
optimization by decomposing instructions into explicit spatial constraints. The
constraint-driven paradigm decodes spatial semantics through constraint solving,
enabling zero-shot adaptation to unseen environments. Specifically, we construct
a spatial constraint library covering all types of spatial relationship mentioned in
VLN instructions. The human instruction is decomposed into a directed acyclic
graph, with waypoint nodes, object nodes and edges, which are used as queries to
retrieve the library to build the graph constraints. The graph constraint optimiza-
tion is solved by the constraint solver to determine the positions of waypoints,
obtaining the robot’s navigation path and final goal. To handle cases of no so-
lution or multiple solutions, we construct a navigation tree and the backtracking
mechanism. Extensive experiments on standard benchmarks demonstrate signif-
icant improvements in success rate and navigation efficiency compared to state-
of-the-art zero-shot VLN methods. We further conduct real-world experiments
to show that our framework can effectively generalize to new environments and
instruction sets, paving the way for a more robust and autonomous navigation
framework. Project Page.

1 Introduction

Vision-and-language navigation (VLN) [1] is an essential foundational capability for various em-
bodied tasks, which requires the robot to move in a novel environment following complex linguistic
instructions. The VLN instructions typically describe the path sequence, including the direction and
distance of movement along the path, as well as scene information near the path. This necessitates
the robot’s ability of linguistic comprehension, environment perception, and spatial reasoning. How-
ever, limited by the availability of annotated data, early data-driven VLN methods exhibit poor gen-
eralization ability in unseen scenarios. Moreover, most existing data-driven VLN methods [2, 3, 4]
are trained in simulator environment, which leads to a large sim-to-real gap. Therefore, building
data-independent zero-shot navigation frameworks is necessary.

Zero-shot VLN methods [5, 6] have been proposed to overcome the limitation of annotated data
and narrow the sim-to-real gap. DiscussNav [7] leverages multi-expert discussions to integrate in-
struction understanding, environmental perception, and decision verification. MapGPT [6] builds a
map-guided GPT-based agent that leverages an online linguistic-formed map for adaptive path plan-
ning. However, constrained by immature simulators, these zero-shot VLN methods can only operate
in discrete environments [1], which only allows the robot to move between a set of discrete nodes
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Figure 1: GC-VLN models the instructions as a graph constraint optimization problem and solve
the graph constraints based on the robot’s observations to obtain the robot’s path, which enables
training-free VLN. We illustrate how graph constraints guide the navigation path and how to re-plan
the path when exploration fails.

within the environment. Methods in discrete simulator environment are impractical for deploying
in real-world scenarios, introducing a significant sim-to-real gap. Vision-and-language navigation
in continuous environments (VLN-CE) [8] is introduced to better simulate real-world environments,
where the robot can move freely and stand at any position within the environment. In VLN-CE,
the robot predicts low-level actions, including turning and moving forward, which is closer to real-
world environments. The VLN-CE methods can be easily deployed in novel real-world scenarios
without the adaptation. Nevertheless, most existing zero-shot VLN-CE methods still rely on unsu-
pervised training within simulators. A2Nav [9] constructs five subtasks for VLN-CE and trains the
five subtask modules in a self-supervised manner within the simulator. The self-supervised training
on simulator data means that these methods still exhibit a sim-to-real gap. Therefore, a training-free
framework for VLN-CE is highly demanded.

In this paper, we propose Graph-Constraints for Vision-and-Language Navigation (GC-VLN), a
training-free framework for VLN-CE. Different from previous works which is deployed in discrete
environments or self-supervised trained on simulator data, GC-VLN adopts a completely training-
free approach to perceive the scene and predict the path. Specifically, we construct a constraint
library to cover all types of spatial relationship constraints found in the instructions. Then the lin-
guistic instruction is decomposed into a directed acyclic graph, which is used to query the library
to construct a graph constraint. The navigation is formulated as a graph constraint optimization
problem, where the coordinates of the waypoint nodes are progressively solved by the constraint
solver. Additionally, we build a navigation tree to address the problem of uncertainty in the number
of solutions during graph constraint solving. We conducted extensive experiments in the simulator
benchmarks R2R-CE and RxR-CE, achieving state-of-the-art performance across the board. Real-
world experiments further demonstrate the strong generalization ability of our method.

2 Related Work

2.1 Vision-and-Language Navigation

In real-world navigation scenarios, humans typically have prior knowledge of the path to the goal.
Therefore, robots do not need to autonomously explore the goal. Using human prior knowledge, the
robot follows human instructions to reach the goal, a task called Vision-and-Language Navigation
(VLN) [1, 10, 11, 12]. Early VLN methods [13, 7] use discrete simulator environments to evaluate
VLN approaches, where the environment is divided into multiple discrete drivable waypoints. The
robot can only stand on the waypoints and selects one of the adjacent waypoints as a short-term goal
at each step. Discrete environments allow the method to focus on path selection. However, due to
the large sim-to-real gap, discrete VLN methods are difficult to deploy in real-world scenarios.
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Figure 2: Framework of GC-VLN. We construct a constraint library, containing all the spatial rela-
tionship mentioned by navigation instruction. The instruction is decomposed into a directed acyclic
graph (DAG) and used to query the library to get the graph constraints. The constraint solver deter-
mines the path by solving the graph constraint optimization. According to the topological sort (TS)
of graph constraint, we build the navigation tree, where the number of leaf nodes equals the number
of graph constraint solutions. In graph constraint and TS, .7 means the i-th object node in stage ¢.

Towards the aim of closely approximating real-world scenarios, Vision-and-Language Navigation in
Continuous Environments (VLN-CE) [8] is proposed, which allows the robot to move freely within
the scene by predicting low-level actions. Methods designed [14, 15, 16, 17, 2] for VLN-CE can
be directly deployed in real-world scenarios without modification. To balance the simplification of
methods in discrete VLN with the approximation of real environments in VLN-CE, the waypoint
predictor [18] is proposed to predict discrete waypoints online within a continuous environment, and
becomes the mainstream technical approach for VLN-CE task.

2.2 Training-free Navigation

Conventional navigation methods are task-training, involving modules such as LSTM [19] and trans-
former [20]. The limit of annotated data results in these methods having restricted generalization
abilities for more diverse goals or human instructions. Moreover, task-training methods also exhibit
sim-to-real gap, which limits their performance in real-world scenarios.

Zero-shot navigation [21, 22] methods have been proposed to address the generalization problem.
In the field of goal-oriented navigation, zero-shot methods for object-goal navigation [23, 24, 25,
21, 26], image-goal navigation [27, 28, 29, 30], and text-goal navigation [31] have already reached
a relatively mature stage. For VLN in discrete environments, zero-shot methods [32] have also seen
significant development. However, for the VLN-CE task, zero-shot methods remain unsatisfactory,
which is the goal of our method.

3 Approach

We first present the task definition and the overall pipeline of our approach, followed by an expla-
nation of how the graph constraint /C is constructed. Finally, we elaborate on how we sequentially
solve the coordinates of nodes in X and utilize X to guide the navigation direction.

3.1 Overview

In VLN, a robot is initialized in an unknown environment. The robot is required to follow the
linguistic instruction Z provided by a human, so that it can move within the environment and reach
the final destination. As shown in Figure 1, the instruction is typically a piece of text that describes



how to navigate from the starting point to the destination point, including navigation directions,
objects encountered along the navigational path, and spatial relationships between the navigation
path and objects. If the agent reaches within r meters of the navigation endpoint in no more than ¢
steps, the navigation is successful.

Pipeline. As shown in Figure 2, the pipeline of GC-VLN contains two main modules, the graph con-
straint construction module and constrained optimization module. First, the original instruction is
decomposed into a multi-stage directed acyclic graph G, which contains all the information required
for navigation. We construct a constraint library that encompasses all types of spatial relationships
in VLN instruction. The graph G is used to query this library to obtain the constraint types between
nodes, thereby the graph constraint /C is constructed. The determination of the node coordinates in
K is formulated as a constrained optimization problem based on their constraints, and the navigation
tree handles the uncertain number of coordinate solutions from the constraint solver, to backtrack
when no solution meets the constraint conditions.

3.2 Graph Constraint Construction

To handle the long sequence characteristics and

complex spatial relationships in the instruction Known Angle

T, we convert Z into a structured representation, ® ® ®
namely the graph constraint, which is required

to meet three criteria: 1. It must not lose any

information from Z. 2. It must explicitly con-

. . . . Unknown Distance Known Distance
tain all the objects mentioned in Z. 3. It must
provide explicit navigation directions, as well & ®
as spatial relationships between objects and the &j

navigation path.

Instruction Decomposition. The LLM is
prompted to decompose the instruction Z into
multiple navigation stages, where each stage
involves exactly one displacement (no require-
ment for the number of rotations). Each stage
has two attributes: the navigation direction and
the objects that appear in that stage. The nav-
igation direction is categorized as one of the
following: ["front", "right", "left",
"back", "unknown"]. Every object men-
tioned in Z belongs to and belongs only to one navigation stage. Each object has one attribute:
its spatial relationship with the navigation path. These nodes and edges constitute a directed acyclic
graph G.

Graph G = LLM(Z), where G = (V,&), and V, € represent the nodes and the directed edges,
respectively. )V can be categorized into waypoints V* and object nodes V°, where V¥ =
{op, vy, o Ve = U {08, 0%, ..., v, }. Edges can be categorized into £* and £° based
on whether they are connected to an object node, where £ = { (v, v ) |1 <i <n—1},E° =
U, ({(vg",v;’j) |1<j<k}uU {(vioj,v;”) |1<j<m}). v and vg; represent the waypoint
nodes and the j-th object nodes in stage i, and e = (u, v) represents the edge pointing from node u
to node v. For details of instruction decomposition, please refer to the supplementary materials.

Unknown Angle

Figure 3: Diagram of the Constraint Library con-
taining six types of constraint. For constraint
¢(v | u), u and v are colored blue and green, re-
spectively. The green region is the possible region
for v.

Constraint Library. The spatial relationships between nodes mentioned in Z are considered spatial
constraints ¢ (v | u) of their coordinates u, v. The type of constraint is distinguished based on the
description of the spatial relationship topology in Z. As shown in Figure 3, we construct a constraint
library £ containing six types of constraint, which covers all types of spatial relationship topologies
involved in VLN instructions.



Assuming u is known, the second type of constraint as an example, the constraint ¢ (v | u) can be
expressed as:

co|u)=(c]|u),c?(v]u), sum(c)=c*+c?, min(c) = min(c?c?) (D)
¢ (v | u) = cos(Ag)[v —ul| = [[lv = ul = (v =) - (cos ¢, sin §)] 2)
(v u) = Ad® ~ (v - ul - d)® 3)

where ¢, A¢ and d, Ad are the baseline and tolerance of angle and distance of e, and ¢, c¢? are the
sub-constraints of angle and distance. The complete expressions of the sub-constraints of the other
five types of constraint are provided in the supplementary materials.

Graph Constraint. We query the constraint library £ using e € £ to obtain the type of constraint
¢ = L(e) corresponding to e. All nodes and constraints together form the graph constraint C:

K=,C), C=1{L(e)|ecé& @)

The direction of ¢ represents the direction of causality and inferring, meaning that the coordinates
of v can only be inferred when the coordinate of its parent node u is known. At the beginning of the
navigation, the coordinate of v} is (0, 0) and that of other nodes in V are all uncertain. At the end
of the navigation, all coordinates of v;" € V* are determined and v,; is the endpoint of this episode.

3.3 Constrained Optimization for Node Coordinates

The graph constraint K is used to guide the robot’s direction of motion. Therefore, the coordinates of
the nodes v € V are determined according to the navigation order. We propose a graph-constrained
optimization framework to determine the coordinates and a navigation tree to handle the uncertainty
in the number of solutions.

Constraint Solver. Graph constraint /C is utilized to solve the coordinates of waypoints v;’ €
V. We determine the coordinates of object nodes v7; € V° by perceiving RGB-D observations
with a pre-trained vision model. Solving for the coordinate of a node v requires knowledge of the
coordinates of all its parent nodes in K. In the initial state of navigation, only the starting point
of stage 1, which serves as the root node v}’ of X, has known coordinates. vj’ acts as the original
reference for solving the coordinates of all subsequent nodes. We perform a topological sort (TS)
on K to determine the order in which the node coordinates are solved during navigation. The order
of the topological sort ensures that for any constraint ¢ (v | u), v always follows after u. Therefore,
when determining the node coordinates in this order, the coordinates of the current node’s parent
nodes are guaranteed to be already solved. The details of the topological sort can be found in the
supplementary materials.

For the waypoint v}’, multiple constraints C,» = {c (vf [ v}* )} U {c (v [vg;) |1 <j <my}
jointly restrict it, corresponding to all edges that points to v;”. We formulate the coordinate determi-
nation as a nonlinear constrained optimization problem (P1):

(P1): Maximize Z sum(c) (5)
vi CECU?J

subject to  min(c) > 0, Ve € Cpw (6)

lo* — ;|| > L, Vj €{1,....,k—1} (7

where x; represents the j-th solution of v}”. The functions sum(c) and min(c) represent the sum
and minimum values of the sub-constraints in ¢, respectively. This constraint is solved for multiple
times, and in the k-th iteration, we incorporate the first £ — 1 solutions into the constraint conditions.
For object nodes v;;, we retain only the constraint conditions (without the optimization objective). A
pre-trained vision model perceives objects in the observation and the objects are projected onto the
BEV map. The coordinates of objects satisfying the constraint conditions are selected as solutions

o
for vg;.

Navigation Tree. The constraint solver generates an uncertain number of solutions for nodes v € V.
We construct the navigation tree 7 to handle this uncertainty, where each node in 7 has a specific



Table 1: Results of R2R-CE and RxR-CE in Habitat simulator. We mainly compare the SR and SPL
of SOTA methods of VLN-CE.

R2R Unseen RxR Unseen

Method Zero-shot Training-free NE OSR SR SPL NE OSR SR SPL
Seq2Seq [8] X X 7.8 37.0 240 220 - - - -
WS-MGMap [3] X X 63 476 389 343 98 298 150 121
NaVid [4] X X 55 49.1 374 359 84 345 238 212
Uni-NaVid [33] X X 5.6 533 470 427 62 555 487 409
ETPNav [2] X X 47 650 570 49.0 5.6 - 54.8 449
Cow [34] v X - - 7.8 58 - - 79 6.1
ZSON [35] v X - - 193 93 - - 142 438
A?Nav [9] v X - - 226 11.1 - - 16.8 6.3
NavGPT-CE [5] v v 84 269 163 10.2 - - - -
CA-Nav [36] v v 76 480 253 108 104 - 19.0 6.0
InstructNav [37] v v 6.9 - 31.0 24.0 - - - -
GC-VLN (Ours) v v 73 418 336 163 88 444 338 138

coordinate in the environment. Assuming that the topological sort (TS) of K is [v1,v2, ..., vy,
the constraint solver progressively solves for the node coordinates. According to the number of
solutions from the constraint solver, TS is extended to a navigation tree, where the nodes at level ¢
in 7 are the coordinate solutions of the i-th node v; in K. Standing at the i-th level of T, the number
of branches in the (¢ + 1)-th level of the navigation tree corresponds to the number of solutions for
vi+1. The path from the root node in 7 to a leaf node in 7 corresponds to a specific path in the
environment.

If the constraint solver fails to find a feasible solution, there will be no branches at that level for v;,
indicating that this particular navigation branch is unsuccessful. In this case, the robot will backtrack
in 7 until it finds a branch point with unexplored siblings. At this branch point, the robot selects the
next unexplored sibling as the future path. The backtracking mechanism enhances the fault tolerance
of GC-VLN, allowing the robot to explore potentially missed correct paths. Navigation terminates
if the robot reaches the last level of 7, corresponding to the endpoint v)y|.

4 Experiments

We conducted extensive experiments using simulators and real-world scenarios to validate the effec-
tiveness of our method. In this section, we will introduce our experimental setup, comparison with
state-of-the-art methods, ablation studies, and qualitative analysis, respectively.

4.1 Benchmarks and Implementation Details

Datasets: We conduct simulator experiments on the mainstream R2R-CE [38] and RxR-CE [39]
datasets of VLN-CE tasks. R2R-CE and RxR-CE are derived by converting the discrete trajectories
from the R2R and RxR VLN datasets into continuous trajectories within the Habitat simulator [40].
The scenes in the R2R-CE and RxR-CE datasets are sourced from the MP3D [41] dataset. We
use the validation-unseen split of R2R-CE and RxR-CE, including 1,839 and 11,006 episodes. The
instructions in R2R-CE are entirely in English, while those in RxR-CE are in three languages. The
average path length and the instruction length in RxR-CE are greater than those in R2R-CE.

Evaluation Metrics: Following [42, 43], we use success rate (SR) and success rate weighted by
path length (SPL) as the main evaluation metrics. SR represents the proportion of episodes where
the agent successfully reaches within m meters of the endpoint, where m = 3. SPL builds upon the
success rate by incorporating path length, reflecting the similarity between the actual path and the
ground truth path. Besides, navigation error (NE) and Oracle Success Rate (OSR) are also reported.

Compared Methods: We compare with state-of-the-art methods for training-free VLN-CE.
NavGPT-CE [5, 44] is the NavGPT adapted version for continuous environments. CA-Nav [36]



Table 2: Effect of pipeline design in GC-VLN on R2R-CE benchmark.
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Figure 4: Demonstration of the graph constraints solving of GC-VLN. Here ¢; is the ¢-th branch
node of the ¢-th level of navigation tree.

is a constraint-aware zero-shot VLN-CE method. InstructNav [37] is a generic instruction naviga-
tion method that is applicable to VLN-CE, ojbect-goal navigation, and demand-driven navigation.

Implementation Details: We evaluate GC-VLN in the habitat simulator and real-world robot Hex-
move. We deploy DeepSeek-R1 [45] as LLM for instruction decomposition and Grounded-SAM-
2 [46, 47, 48] for object perception. The local policy is the Fast Marching Method [49].

4.2 Comparison with State-of-the-art

We compare GC-VLN with the state-of-the-art VLN-CE methods in three settings for VLN-CE: su-
pervised, zero-shot and training-free in Table 1. GC-VLN surpasses previous zero-shot methods, and
surpassed SOTA training-free method InstructNav by 2% success rate on the R2R-CE benchmark.
On the RxR-CE, we outperform all zero-shot methods for which performance has been reported. In
the supervised setting, we also outperform some methods, such as NaVid on RxR-CE.

In particular, RxR is more challenging than R2R. However, our method maintains high performance
on RxR, which demonstrates its stronger ability to handle complex instructions.

4.3 Ablation Study

‘We conduct ablation studies on R2R-CE to validate the effectiveness of each module in GC-VLN.

Effect of graph constraint: In Table 2, we first relax the graph constraints, which means removing
the angle constraint and retaining only the maximum distance for the distance constraint. The results
show a significant drop in SR and SPL. Then we remove the waypoint constraints ¢ (vzﬂ_l | vt“’),
object constraints ¢ (v%ﬂ_l | fufj), unary-constraints (type 1, 2,4, 5) and multi-constraints (type 3, 6),
respectively, replacing them with the weakest constraint (type 4). The performance of GC-VLN
shows varying degrees of decline, demonstrating the effectiveness of graph constraints.

Effect of constraint solver and navigation tree: We rearrange the topological sort by making
object nodes no longer belong to a specific stage. For solution order, we no longer use the order of
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Figure 5: Demonstration of deployment in real-world environment.

coordinate solutions for a node to construct the navigation tree branches but adopt a random order.
For the constraint solver, instead of using the maximization objective function to solve coordinates,
we randomly sample points within the region defined by the constraint conditions. We simplify the
navigation tree 7 by removing the earlier unexplored branches, and remove backtracking by not
saving unexplored branches at all. The performance declines across the board, demonstrating the
effectiveness of constraint solver and navigation tree.

4.4 Qualitative Results

To provide a more intuitive view of our method, we present visualizations of the navigation process
in both the simulator and real-world environments. As shown in Figure 4, the robot progressively
explore the scene in the simulator and solve the position of each waypoint based on spatial con-
straints. As illustrated in Figure 5, we deploy GC-VLN in the real world, demonstrating its strong
generalization ability in real-world deployment.

5 Conclusion

In this paper, we propose a graph constraint-guided training-free vision-and-language navigation
framework. Since zero-shot VLN methods for discrete environment and self-supervised VLN meth-
ods for continuous environment have a large sim-to-real gap, it is challenging to deploy them in
real-world scenarios. We construct a spatial constraint library that encompasses all possible spatial
constraints and utilize LLM to decompose the instruction into a directed acyclic graph. The graph
is used to query the constraint library and obtain the graph constraints. The positions of nodes in
the directed acyclic graph are determined by the constraint solver, which solves the graph constraint
optimization problem. Navigation tree is used to handle the issue of uncertainty in the number of
solutions. Extensive experiments conducted in both simulated and real-world scenarios demonstrate
the performance and generalization ability of GC-VLN, for which it can be easily deployed in real-
world environment without performance degradation.
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A  Overview

This supplementary material is organized as follows:

* Section B provides the algorithm for the overall pipeline of GC-VLN.
 Section D provides the details of the approach.

* Section C provides the details of the hardware used in real-world experiments.
* Section E reports the results of additional ablation experiments.

* Section F shows visualization results of failure cases.

* Section G details the prompts for LLM.

B Pipeline of GC-VLN

In Algorithm 1, we provide an algorithm diagram of GC-VLN.

Algorithm 1 Overall Pipeline of GC-VLN

Require: Instruction Z, Observation O
Ensure: Goal Position (z,y)
G + Decomposelnstruction(Z)
L < ConstraintLibrary()
C + ConstructGraphConstraint(G, £)
T < NewNavigationTree()
while True do
{v; | i=1,2,...,k} < ConstraintSolver(C, O)
T « UpdateNavigationTree(T, {v; | i = 1,2,...,k})
if {v; |i=1,2,...,k} == O then
v < Backtrack(7)
else
v + GetWaypoint({v; | i = 1,2, ..., k})
end if
Gotov (z,y)
if isFinalWaypoint (v) then
Stop at v (z,y)
end if
end while

C Hardware Details

We present the hardware details of the robot employed in our real-world experiments in Figure 6.
The robot base is the TRIGGER platform developed by Hexmove. A monocular RGB-D camera
serves as our input for observations, which is Orbbec Gemini 336L. Our pose input is provided by
the RealSense T265 tracking camera. We utilize the PIPER robot arm from AGILE-X for object
manipulation.

D Details of Approach

D.1 Instruction Decomposition

LLM is prompted to decompose the linguistic instruction Z. The decomposition of Z must meet
several rules: 1. Each stage must contain exactly ONE position change. Rotating alone without
movement is not a stage. 2. The direction of a stage is equal to the direction of the line from the start
to the end of the stage. 3. Each stage comprises two attributes: position and a list of nodes. Each
node consists of two attributes: name and position. 4. ”waypoint_position” must belong to one of



“front”, "right”, "left”, "back”, "unknown”. 5. “object_position” must belong to one of the types

» »

“right”, "left”, "through”, "weave”, "pass”, "near”, "back”.

D.2 Constraint Library

As illustrated in Figure 3 of the main text, based
on the description in the instruction Z, the an-
gle and distance information within a constraint
can be identified, allowing the constraints to be
classified into six types. A unary constraint in-
volves only two nodes, while a multi-constraint
involves three or four nodes. For example, the
instruction “move forward 3 meters to the left”
belongs to type 2, where both u (blue node) and
v (green node) are waypoints. The instruction
”move forward through a door” corresponds to
type 3, where u; (blue node) and v (green node)
are waypoints, while uy (gray node) is a door
node. The instruction “walk forward through
the space between two chairs” falls under type
6, where u; (blue node) and v (green node) are
waypoints, and uo and u3 (gray nodes) are chair
nodes.

Tracking Camera:
RealSense T265

Arm:
AGILE-X PIPER

Robot Base:
Hexmove TRIGGER

We formulate the sub-constraints for all six
types of constraints. Each type of constraint in-
cludes two possible sub-constraints: the angle
constraint ¢ and distance constraint ¢?. The Figure 6: The robot employed for conducting the
constraint types that include angular constraints ~real-world experimental deployments.

are: 1, 2, 3, and 6. The constraint types that in-

clude distance constraints are: 2, 3, 5, and 6.

We formulate the constraint as:

c= (1% 1%, sum(c) =1%*+1%¢, min(c) = min(1%c*, 1%%) 8)
where 1% and 1? denote indicator functions representing the presence of angle and distance sub-

constraints, respectively.

For types 1, 2, 4, and 5, the ¢ and ¢ are:

¢ (v u) = cos(Ad)[lv — ul = [[|lv—ul| — (v — u) - (cos ¢, sin ¢)] ©)
¢! (v |u) = Ad® = (JJv — ul| — d)? (10)
For type 3, the ¢® and c? are:
c® (v ] ur,ug) = cos(A)||v — us|| — [|lv — uz|| = (v — us2) - (cos ¢, sin @)] a1
c? (v]ug,ug) = Ad? — (Jlv — uzl| — d)2 (12)

In type 1, 2, 3, 4, and 5, if the angle and distance are not explicitly specified, then A¢p = 45°,
d = 1.5m and Ad = 1.5m.

For type 6, the c® and c? are:

¢ (v [ ur,uz,uz) = cos(Ag)[lv — ur]| — [[lv —warl| — (v —u1) - (cos g, sing)]  (13)
c? (v |U17U2,U3):Adz—(HU—U1||—d)2 (14)
¢:arg(u2_u1+u3_ul> (15)
lug — w1 |ug — s
Ap = 1arccos<(u2_u1).(u3_ul)> (16)
2 |U27U1|‘|U37U1|



D.3 Topological Sort

To determine the order of nodes in graph constraint X, we perform topological sort on the C, which
ensures that the parent node u of each constraint ¢ (v | u) is always positioned ahead of its corre-
sponding child node v. The topological sort satisfies several conditions: 1. The parent node must
appear before its child node. 2. Among multiple child nodes of a single node, object nodes must
precede waypoint nodes. 3. The order of multiple object child nodes under a single parent node
must be consistent with the order in which they are mentioned in the instruction Z.

E Ablation Study

In Table 3, we report results of additional ablation experiments on hyperparameters of GC-VLN and
RxR-CE benchmark. For R2R-CE, we ablate the angle tolerance A¢ of the constraint type 1, 2, 3, 6,
and the distance baseline d of the all constraint types. For RxR-CE, the settings of ablation are the
same as those in the main text.

Table 3: Effect of angle tolerance and distance baseline on R2R-CE. Effect of constraint and con-
straint solver on RxR-CE.

Constraint Condition on Angle (R2R-CE) Consrtraint Condition on Distance (R2R-CE)
Angle Tolerance A9 NE OSR SR SPL | Distance Baseline d NE OSR SR SPL
30° 102 326 30.1 159 | 0.8m 10.6 357 28.5 14.7
45° (Ours) 73 418 33.6 163 | 1.5m (Ours) 73 41.8 33.6 16.3
75° 102 338 31.5 156 | 2.5m 10.1  39.0 305 14.0

Graph Constraint (RxR-CE) Consrtraint Solver (RxR-CE)
Method NE OSR SR SPL | Method NE OSR SR SPL
Relax constraints in L 10.8 31.5 24.5 9.9 | Random Constraint Solver 11.1 219 18.0 10.6
Full Approach 8.8 444 33.8 13.8 | Full Approach 88 444 338 138

F Visualization of Failure Cases

In Figure 7, we further provide visualizations of failure cases for better understanding.

Stage/Obj

—

Actual Path

—_—

(GET RN (1 —»(2 —— (3 (4 1_>z_>3_.4

front
i open globe open open .x open open x cabinet
doorway doorway doorway doorway doorway

stair

Figure 7: Visualization of three failure cases. In the first case, robot fails to locate the globe. In
the second case, the robot mistakes ’passing through the door to the right” for “forward” during the
construction of the graph constraint. In the third case, the robot initially selects an incorrect path,
and coincidentally encounters a correct object, which prevents timely backtracking.



G Prompts

We provide the prompt used for instruction decomposition in GC-VLN.

Parse navigation instructions into movement stages in JSON format: {

"stage 1": {
"waypoint position": <position>,
"connected nodes": [
{"node": <object>, "object position": <position>},
]

}

Input Instruction: <Instruction>
Rules:

Each stage has one position change. The key "waypoint position" refers
to the relative position of the next waypoint with respect to the
current one, encompassing both the distance and the angle between them.
The key "connected nodes" means the objects involved in the current
stage. Each node includes two attributes: the "node" name and its
"position" which denotes the relative position with respect to the
waypoint.

where <Instruction> will be replaced by the input instruction.
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