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Abstract

Position bias in LLMs leads to difficulty in ac-001
cessing information retrieved from the retriever,002
thus downgrading the effectiveness of RAG ap-003
proaches in open-question answering. Recent004
studies reveal that this bias is related to dispro-005
portional attention across the context. In this006
work, we examine directing the LLMs to allo-007
cate more attention towards a selected segment008
of the context through prompting, such that the009
shortage of attention can be compensated. We010
find that language models do not have relative011
position awareness of the context but can be012
directed by promoting instruction with an ex-013
act document index. Our analysis contributes014
to a deeper understanding of position bias in015
LLMs and provides a pathway to mitigate this016
bias by instruction, thus benefiting LLMs in lo-017
cating and utilizing relevant information from018
retrieved documents in RAG applications.019

1 Introduction020

Retrieval-Augmented Generation (RAG) is an es-021

tablished method for enabling continuous knowl-022

edge updates (Wu et al., 2024; Gao et al., 2023;023

Chu et al., 2024; Lewis et al., 2020) and reducing024

hallucination (Ji et al., 2023; Zhang et al., 2023)025

through retrieving and adding relevant documents026

to the prompt of LLMs (Glass et al., 2022; Xu et al.,027

2024). However, recent research has discovered028

that increasing the number of documents in the029

context may distract the model and degrade perfor-030

mance (Weller et al., 2024; Oh and Thorne, 2023),031

even when they contain accurate and relevant infor-032

mation (Sauchuk et al., 2022).033

Indeed, increasing evidence indicates that LLMs034

struggle to use context effectively due to position035

bias (Xiao et al., 2024; Liu et al., 2023; Zheng et al.,036

2023; Qin et al., 2023) that the models favor the037

beginning or end text within the context (Liu et al.,038

2024a), leading to the “lost-in-the-middle” prob-039

lem. For example, Figure 1 illustrates this problem040
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Figure 1: Top: An example of RAG for open ques-
tion answering, where the prompt contains the sorted
documents. Middle: The position bias (i.e. lost in
the middle) can be visualized by attention score, which
shows a significant drop in the middle wherever the gold
answer is placed. Bottom: We solve this by augmenting
the prompt with an attention instruction.

in the RAG pipeline for the open question answer- 041

ing task, where multiple retrieved documents are 042

added to the prompt. By grouping and averaging 043

the attention scores of tokens across the 3 retrieved 044

documents, we observe that the second document 045

consistently receives less attention scores, irrespec- 046

tive of the gold document’s position, which aligns 047

with previous works (Chen et al., 2023; Zhang et al., 048

2024; He et al., 2024). This bias can lead to in- 049

correct answers when the gold document is in the 050

middle. 051

To address position bias, many researchers have 052

explored either finetuning (He et al., 2023; An 053

et al., 2024; Fu et al., 2024; Wang et al., 2023) 054

or modifying position embeddings (Chen et al., 055

2023; He et al., 2024; Zhang et al., 2024)1. How- 056

ever, finetuning-based approaches lack adaptabil- 057

ity and require additional computation, whereas 058

embedding-based approaches require multiple 059

rounds of inferencing or hyperparameter search, 060

1 Details of the related work can be found in Appendix A.1.
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which is inefficient.061

In this study, we focus on instructing LLMs062

to attend to specific positions within the con-063

text, thereby compensating for position bias. In064

particular, we design two types of attention065

instructions that instruct LLMs to adjust their066

attention using either relative position words or067

absolute document indexes. We conduct compre-068

hensive experiments with these two types of at-069

tention instructions on five open-sourced LLMs070

based on the multi-document question-answering071

task. Our investigation focuses on the feasibility of072

mitigating position bias in LLMs through attention073

instructions.074

In summary, our findings are as follows:075

• Our experimental results indicate that lan-076

guage models lack an understanding of po-077

sitional concepts and therefore fail to follow078

the relative attention instruction.079

• Our investigation on absolute attention in-080

struction shows evidence that the attention081

of LLMs to a segment within the context can082

be enhanced semantically.083

• We illustrate that relative regional attention084

control can be achieved by attaching the same085

index to multiple documents.086

2 Experimental Setup087

We design attention instructions, a two-088

sentence prompt that guides LLMs to focus on a089

selected segment, thereby preventing the overlook-090

ing of crucial information. To test the effectiveness091

of the attention instructions, we conduct a series092

of experiments on the multi-document question an-093

swering (MDQA) task (Singh et al., 2021) under094

the setting that only one document contains the095

gold answer, namely the gold document. The po-096

sition of the gold document is referred to as the097

gold document position. By controlling the gold098

document position and attention segment specified099

in the instructions, we aim to evaluate the LLMs’100

ability to follow attention instructions accurately.101

An overview of the input prompt and some toy102

examples can be seen in Figure 2.103

2.1 Attention instruction104

The attention instruction is a two-sentence instruc-105

tion that aims to guide the model to focus on a106

positional segment of the search results. Hereafter107

we refer to the phrase representing the position108

of segment in instructions as attention segment 109

phrase. The first sentence explicitly informs the 110

model where the answer is located, while the sec- 111

ond sentence directs the model to use that segment 112

as the main reference when answering the ques- 113

tion. To investigate the effectiveness of attention 114

instructions in mitigating position bias, we explore 115

relative attention instruction and absolute attention 116

instruction. The details are as follows: 117

• Relative Attention Instruction: We use the 118

phrase “{position} part” to guide the 119

model’s focus on a positional segment of the 120

search results. The position words beginning, 121

midsection, and tail are used to virtually split 122

the search results into three parts. 123

• Absolute Attention Instruction: We use the 124

document indexes as the segment phrase in 125

attention instruction. There are two types of 126

indexes, ID-Index (e.g. 1, 2, 3) and Position- 127

Index (e.g. relative position represented by the 128

position words listed above). For ID-index, 129

we use “document [{ID}]”. For the position- 130

index, we directly use the position words as 131

the attention segment phrase. 132

Figure 2 shows the prompt structure after adding 133

the attention instructions, as well as the illustrations 134

of No-Index, ID-Index and Position-Index. 135

2.2 Datasets and models 136

We use the dataset created by Liu et al. (2024a), 137

which contains 2,655 data samples and each ex- 138

ample in the dataset consists of a tuple with ques- 139

tion, answer, gold document, distractor documents, 140

where the distractor documents are relevant to the 141

questions but do not contain the corresponding an- 142

swer2. We use accuracy as our evaluation metric, 143

considering an answer correct if the gold answer 144

exists in the generated output. 145

We experiment with five state-of-the-art open- 146

sourced models that are instruction-tuned includ- 147

ing Llama-2-7b-chat (Touvron et al., 2023), Meta- 148

Llama-3-8B (Meta AI Research, 2023), Tulu-2-7b 149

(Ivison et al., 2023), Mistral-7B-Instruct-v0.1 and 150

Mistral-7B-Instruct-v0.2 (Jiang et al., 2023). 151

3 Result and Analysis 152

Probe the relative position awareness of LLMs 153

with relative attention instructions As de- 154

scribed in §2.1, we virtually split the search results 155

2 Details of the construction of dataset can be found in Ap-
pendix A.3.
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Relative Attention Instruction
The answer is in the beginning part of the search 
results. Use the information from the beginning
part of the search results as the main reference.
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Figure 2: Prompt structure. The top two 2 boxes show the two types of attention instructions, where the attention
segment phrase is marked in bold. Three index types for documents (highlighted in for ID-index and for
position-index) are shown in the left 2 boxes, with the gold document shown in different positions.

into three parts and represent these parts with rela-156

tive positions words beginning, midsection, and tail.157

By placing the gold document at different positions158

among all the documents and refer to each position159

in the relative attention instruction, we create a 3x3160

accuracy heatmap for each model. The heatmaps’161

y-axis represents the gold document position, while162

the x-axis represents the selected attention segment.163

It is worth noting that diagonal cells in the heatmap164

reflect instances where the attended segments align165

with the positions of the gold documents.166

We present the accuracy heatmaps of Meta-167

Llama-3-8B, and Mistral-7B-Instruct-v0.2 with 3168

documents in Figure 3. In general, the top row in169

each heatmap outperforms the other rows, which170

is consistent with the findings of Liu et al. (2024a),171

indicating that the model is biased to the beginning172

(3-5% higher than the midsection and tail). There173

is no significant improvement observed in diago-174

nal cells across different positions on both models,175

which suggests that LLMs do not follow the rela-176

tive attention instruction effectively and reveals a177

lack of relative position awareness among LLMs3.178

Instruct LLMs with document ID-Index and179

absolute attention instruction As illustrated in180

Figure 4, when the document ID is used as a index181

to each document and a reference in the absolute at-182

tention instruction, the models’ performance on the183

diagonals across all models are boosted, especially184

Llama-2-7b-chat (4% to 10% ↑). Conversely, when185

3 The results of all models in both 3-document and 9-docu-
ment setting in Appendix A.5.1 support our conclusion.

Figure 3: Accuracy heatmaps of Meta-Llama-3-8B and
Mistral-7B-Instruct-v0.2 when using relative attention
instruction in No-Index setting. In each cell of the
heatmaps, the accuracy value is shown in % and the
+− indicates the performance difference compared to
without using attention instruction. The darker the color
of the cell, the higher the accuracy.

LLMs are instructed to focus on distractor docu- 186

ments, the performance drops significantly (e.g., 187

25% ↓ for Llama-2-7b-chat when the gold docu- 188

ment is at the beginning). This suggests that abso- 189

lute attention instructions enable LLMs to focus on 190

specific documents, mitigating the position bias4. 191

When comparing cross models, the Llama-2-7b- 192

chat model is more sensitive to attention instruc- 193

tions. Meta-Llama-3-8B exhibits better instruction- 194

following ability than Mistral-7B-Instruct-v0.2, de- 195

spite having similar absolute accuracy. Tulu-2-7b, 196

a finetuned Llama-2 model, is less sensitive to abso- 197

lute attention instruction and maintains robustness 198

when guided to attend to distractor documents com- 199

pared to Llama-2-7b-chat, possibly due to its ex- 200

4 Full results can be found in Appendix A.5.2. The results
present the effectiveness of absolute attention instruction.
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Figure 4: Results of Llama-2-7b-chat, Mistral-7B-
Instruct-v0.2, Tulu-2-7b, Meta-Llama-3-8B using abso-
lute attention instruction with relative numerical IDs as
document indexes.

tended context window (from 4096 to 8192 tokens)201

and new data mixture used during finetuning.202

Figure 5: The attention score heatmaps of Mistral-7B-
Instruct-v0.2 using absolute attention instruction with
document ID index.

Figure 5 visualizes the attention scores for each203

segment of the prompt, arranged in the same way204

as the accuracy heatmaps, to investigate the im-205

pact of attention instructions on attention score206

distribution. Each subplot represents a pair of gold207

document positions and attention segments. The208

color bar starts at 0, and white areas may have re-209

duced or unchanged attention scores. When the210

model is instructed to focus on a specific document211

based on its ID, the average attention score of the212

tokens in that document increases, regardless of213

the gold document position. When the attention214

segment matches the gold document position, the215

attention to the question also improves, suggesting216

that attention instructions encourage the model to217

consider the question more when seeking the an- 218

swer. Comparing across layers, we observe that the 219

front layers are more sensitive to absolute attention 220

instructions. 221

Instruct LLMs to attend to relative positions 222

with absolute attention instruction To investi- 223

gate the feasibility of achieving regional attention 224

control through absolute attention instructions, we 225

conduct experiments with a 9-document setting5, 226

where three documents are grouped together and 227

assigned the same position index. We refer to rel- 228

ative positions in the attention instruction and the 229

results presented in Figure 6 reveal a subtle but 230

distinct diagonal pattern, indicating improved per- 231

formance when models are instructed to attend to 232

the region containing the gold document, and de- 233

teriorated performance in mismatched cases. The 234

results demonstrate that absolute attention instruc- 235

tions can effectively guide LLMs to focus on spe- 236

cific regions of the search results by assigning the 237

same index to multiple documents, thus enabling 238

regional attention control. 239

Figure 6: 9-document results of Mistral-7B-Instruct-
v0.2 and Meta-Llama-3-8B using absolute attention in-
struction with position-index.

4 Conclusion and Future Work 240

We empirically study how sensitive LLMs are to 241

attention instructions via a series of systematic ex- 242

periments. We find that LLMs can be prompted to 243

pay more attention to a document or region through 244

direct indexing. However, we also find that models 245

are not capable of locating a document or a region 246

in the context based on its relative positions. Our 247

results and analyses provide new insights into solv- 248

ing the position bias through semantic instructions 249

and a potential pathway to achieve more effective 250

RAG by distributing attention based on relevance 251

scores or source information confidence. 252
5 We present the result in a 9-document setting since its po-
sition bias is more severe than 3-document. Appendix A.2
shows its prompt. The results of the 3-document setting are
shown in Appendix A.5.3, which leads to the same conclusion.
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5 Limitations253

Our study has several limitations that should be254

acknowledged. First, we limited the search results255

to include only one document containing the gold256

answer, while real-world scenarios may involve257

multiple documents with correct or partially cor-258

rect answers and conflicting information. More-259

over, the gold document position is unknown in260

real-world scenarios, requiring a pre-identification261

of the attention position when implementing at-262

tention instructions in RAG applications. Future263

research could explore the effectiveness of atten-264

tion instructions in these more complex settings.265

Second, due to computational resource limitations,266

we experimented with a maximum of 9 documents267

and tested models with sizes ranging from 7B to268

8B, leaving the exploration of larger contexts and269

models for future work. Finally, we focused on the270

correlation between semantic prompts and atten-271

tion values, and did not investigate closed-source272

language models. Future research could expand273

the scope by examining the attention instruction274

following capabilities of these models. Addressing275

these limitations and exploring attention instruc-276

tions in more diverse settings will further enhance277

our understanding of their potential and guide the278

development of more effective RAG models.279

6 Ethics Statement280

In preparing and submitting this research paper, we281

affirm that our work adheres to the highest ethical282

standards and is devoid of any ethical issues. The283

study did not involve any human subjects or sen-284

sitive data, and all models and datasets used are285

publicly available. We acknowledge the potential286

risks associated with large language models and287

have focused our research on understanding their288

attention mechanisms to contribute to the develop-289

ment of more transparent and controllable models.290
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A Appendix481

A.1 Related work482

Retrieval Augmented Generation Petroni et al.483

(2020) were the first to apply RAG with pretrained484

language models on unsupervised question answer-485

ing. Lewis et al. (2020) originated the extractive486

open-domain question answering with retrieval aug-487

mentation. While the external knowledge and infor-488

mation provide solutions to open-domain question489

answering (Izacard and Grave, 2021), LLMs still490

have difficulty in leveraging the retrieved passages491

effectively (Sauchuk et al., 2022; Oh and Thorne,492

2023). Despite the conflicting misinformation and493

detrimental passages (Weller et al., 2024; Oh and494

Thorne, 2023), disproportional attention distribu-495

tion towards passages also introduces challenge496

(Akimoto et al., 2023). This work considers the497

RAG setting, assuming the search results are given.498

Position bias in LLMs Recent studies have499

demonstrated that the position of instruction (Liu500

et al., 2023) and the order of answer choices (Zheng501

et al., 2023) within the context can affect the perfor-502

mance and generation of LLMs. LLMs also have503

primary bias and recency bias in which the atten-504

tion scores are biased towards initial tokens and505

the context in the end, regardless of their semantic506

relevance to the task (Xiao et al., 2024; Qin et al.,507

2023). Liu et al. (2024a) investigated the long-508

context reasoning of LLMs and noted the challenge509

that the information in the middle is likely to be510

overlooked.511

Addressing position bias through context re-512

ordering and finetuning Some researchers pro-513

pose mitigating position bias by reordering the514

context based on relevance (Wang et al., 2023;515

Peysakhovich and Lerer, 2023; Liu et al., 2024b).516

However, these explicitly designed orders may not517

always work as expected (Liu et al., 2024a). Others518

suggest addressing position bias through contin-519

ual finetuning of LLMs (He et al., 2023; An et al.,520

2024; Fu et al., 2024; Liu et al., 2024c). These521

methods aim to strengthen attention over all parts522

of the context or scale up LLMs’ context window523

length without losing information accessing capa-524

bility, but they require processing training data and525

additional finetuning, which can be computation-526

ally expensive.527

Addressing position bias through position em-528

bedding modification and logits calibration529

Chen et al. (2023); He et al. (2024); Zhang et al. 530

(2024) suggest that RoPE (Rotary Position Em- 531

bedding) introduces long-term attention decay and 532

propose modifying the position embeddings to ad- 533

dress position bias. Chen et al. (2023) merges the 534

attention of multiple parallel runs with different 535

RoPE bases, while Zhang et al. (2024) re-scales 536

the position indices to smaller values. He et al. 537

(2024) adjusts the attention scores by adding place- 538

holder tokens between different segments to miti- 539

gate the effect of instruction on the adjacent doc- 540

ument. However, these approaches either require 541

parallel runs or hyperparameter tuning, introduc- 542

ing additional computational overhead. Alterna- 543

tively, Zhou et al. (2024) introduced Batch Calibra- 544

tion (BC), a zero-shot and inference-only calibra- 545

tion method that estimates the contextual bias by 546

marginalizing the LLM scores in the batched input, 547

addressing biases in LLMs without modifying po- 548

sition embeddings. In contrast to these approaches, 549

we focus on leveraging the instruction-following 550

capability of LLMs to achieve fine-grained usage 551

of different documents and investigate the implicit 552

correlation between semantic attention and the at- 553

tention scores of LLMs. 554

A.2 Prompt template for 9-document 555

Position-Index 556

Write a high-quality answer for the given question using 
only the provided search results. The answer is in the
beginning of the search results. Use the information from 
the beginning of the search results as the main reference.

beginning (Title: Participatory culture)... 
beginning (Title: Home computer)... 
beginning (Title: Educational software)... 
midsection (Title: Ronald Anderson)... 
midsection (Title: Computers in the classroom)... 
midsection (Title: Warez)... 
tail (Title: History of computer hardware in Yugoslavia)... 
tail (Title: Altair 8800)... 
tail (Title: Steven Paul Rudolph)...

Question: when did computer become widespread in homes 
and schools
Answer:

Prompt template

Figure 7: Prompt template for combining absolute at-
tention instruction with position indexes.

A.3 Dataset Details 557

The question, answer and gold document are from 558

NaturalQuestion-Open dataset (Kwiatkowski et al., 559
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2019) and n− 1 distractor documents that are rel-560

evant but do not contain the answer are retrieved561

using a retrieval system (Contriever, finetuned on562

MS-MARCO; (Izacard et al., 2022)). To ensure563

consistency and control input length, all documents564

are chunked to a maximum of 100 tokens.565

A.4 Attention Scores Case Study566

Figure 8 presents an example where the model ini-567

tially struggles to answer correctly without addi-568

tional guidance but provides the correct answer569

after using an absolute attention instruction.570

In this example, the gold document is placed in571

the middle, and we use absolute attention instruc-572

tion to guide the model to pay more attention to573

document 2. By plotting the attention score dif-574

ference after applying the attention instruction, we575

observe a clear increase in the attention scores of576

document 2. The increased attention scores on doc-577

ument 2 suggest that self-attention affects answer578

prediction and that guiding the language model579

through absolute attention instructions can help580

address challenging questions where the crucial in-581

formation required for answering the question is582

harder to find.583

Figure 8: Case study: the attention score of an example
that answers correctly after using attention instruction.
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A.5 Additional Results and Analysis584

This section presents additional results and analy-585

sis of the models in different instruction and index586

settings to further support our findings and conclu-587

sions in §4. Due to space constraints, the main588

content primarily includes results of Llama-2-7b-589

chat, Meta-Llama-3-8B, and Mistral-7B-Instruct-590

v0.2 under specific settings. Here, we provide a591

more comprehensive set of results for all five mod-592

els in both 3-document and 9-document settings.593

A.5.1 Relative Attention Instructions with594

No-Index. We show the accuracy heatmaps of595

all five models using relative attention instructions596

and no index added to the documents in both 3-597

document (Figure 9) and 9-document (Figure 10)598

settings. The results confirm that the lack of sig-599

nificant differences after using relative attention600

instructions is consistent across all models, rein-601

forcing the finding that LLMs do not have relative602

position awareness and cannot effectively follow603

relative attention instructions.604

Figure 9: 3-document: relative attention instruction
under no-index setting.

Figure 10: 9-document: relative attention instruction
under no-index setting.
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A.5.2 Absolute Attention Instructions with605

ID-Index. We investigate the effectiveness of ab-606

solute attention instructions in both 3-document607

and 9-document settings with ascending document608

ID indexes for all five models (Figure 11 and Fig-609

ure 12). The results validate the generalized appli-610

cability of absolute attention instructions, demon-611

strating that despite the increasing number of dis-612

tractor documents, referencing the exact document613

ID of the gold document boosts model performance.614

Comparing the 3-document and 9-document results615

of Llama-2-7b-chat and Mistral-7B-Instruct-v0.2616

reveals that the significance of attention instruc-617

tions is also influenced by the document’s relative618

position (e.g., beginning or tail). In contrast, the619

influence of attention instructions on Tulu-2-7b and620

Meta-Llama-3-8B is less sensitive to document po-621

sition.622

Figure 11: 3-document: absolute attention instruction
under ID-index setting.

Figure 12: 9-document: absolute attention instruction
under ID-index setting.
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A.5.3 Positional Control Using Absolute At-623

tention Instructions with Position-Index. To624

complement the results for RQ3, we present the625

results of using absolute attention instructions626

with position-index for all five models in both 3-627

document (Figure 13) and 9-document (Figure 14)628

settings. The clear diagonal pattern in the accu-629

racy heatmaps for both settings supports our find-630

ing that position words can serve as effective in-631

dexes for documents in each part of the search632

results, enabling regional control through atten-633

tion instructions. The 3-document setting results634

(Figure 13) show that using position-index leads635

to improved performance when the attention in-636

struction matches the gold document’s position,637

consistent with the findings in the main content.638

The 9-document setting results (Figure 14) further639

demonstrate the effectiveness of using position-640

index for regional control, as the models exhibit641

improved performance when instructed to attend642

to the region containing the gold document. These643

additional results and analysis emphasize the con-644

sistency of our findings across different models,645

instruction types, and index settings, providing a646

more comprehensive understanding of the capabili-647

ties and limitations of LLMs in following attention648

instructions and mitigating position bias in both649

3-document and 9-document settings.650

Figure 13: 3-document: absolute attention instruction
under Position-index setting.

Figure 14: 9-document: absolute attention instruction
under Position-index setting.
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