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A B S T R A C T 

We measure the current expansion rate of the Universe, Hubble’s constant H 0 , by calibrating the absolute magnitudes of 
supernovae to distances measured by baryon acoustic oscillations (BAO). This ‘inverse distance ladder’ technique provides an 

alternative to calibrating supernovae using nearby absolute distance measurements, replacing the calibration with a high-redshift 
anchor. We use the recent release of 1829 supernovae from the Dark Energy Surv e y spanning 0 . 01 < z < 1 . 13 anchored to the 
recent baryon acoustic oscillation measurements from Dark Energy Spectroscopic Instrument (DESI) spanning 0 . 30 < z eff < 

2 . 33. To trace cosmology to z = 0, we use the third-, fourth-, and fifth-order cosmographic models, which, by design, are 
agnostic about the energy content and expansion history of the universe. With the inclusion of the higher redshift DESI-BAO 

data, the third-order model is a poor fit to both data sets, with the fourth-order model being preferred by the Akaike Information 

Criterion. Using the fourth-order cosmographic model, we find H 0 = 67 . 19 

+ 0 . 66 
−0 . 64 km s −1 Mpc −1 , in agreement with the value 

found by Planck without the need to assume Flat- � CDM. Ho we ver, the best-fitting expansion history differs from that of Planck, 
providing continued moti v ation to investigate these tensions. 

Key words: cosmological parameters – distance scale – cosmology: observations. 
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 I N T RO D U C T I O N  

esolving the tension between late-time and early-time measure-
ents of the Hubble constant ( H 0 ) is one of the most significant

hallenges presented by the standard cosmological model. The
lanck Collaboration (hereafter Planck; Aghanim et al. 2020 ), which
easures the cosmic microwave background (CMB) radiation, esti-
ates the local expansion rate to be H 0 = 67 . 4 ± 0 . 5 km s −1 Mpc −1 

ssuming a spatially flat � CDM (cold dark matter) universe. This
alue is in ∼ 5 σ tension and substantially lower than that determined
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y the SH0ES collaboration (Riess et al. 2022 ), H 0 = 73 . 04 ±
 . 04 km s −1 Mpc −1 using a distance ladder consisting of Cepheid
alibrated supernova (SN) luminosity distances from Pantheon +
Brout et al. 2022 ; Scolnic et al. 2022 ), assuming only the cosmo-
ogical principle, that is our universe is homogeneous and isotropic
t large scales. For a recent re vie w of the Hubble constant, see Shah,
emos & Lahav ( 2021 ). 
The discrepancy between early and late-time measurements might

mply new physics and has resulted in alternate cosmological models
eing proposed. Recent investigations into alternate models have
hown many to be compatible with various data sets (Dam, Heinesen
 Wiltshire 2017 ; Zhang, Li & Xia 2017 ; Camilleri et al. 2024 ).
here also might be unaccounted for systematics or some unknown
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hysical phenomenon that has not been taken into account in the 
urrent models of the universe’s expansion and has moti v ated an
ncrease in new, independent ways to determine H 0 . 

Since SN Ia are relative distance indicators, their observed magni- 
ude must be calibrated using an absolute distance measurement. 
n the distance ladder approach used by SH0ES, parallax mea- 
urements to nearby Cepheid variable stars are used to calibrate 
he luminosities of SNe Ia. Therefore, one alternate way to de- 
ermine H 0 involves replacing Cepheids as calibrators for SNe Ia, 
 v oiding unknown systematics associated with this specific method. 
reedman ( 2021 ) and Anand et al. ( 2022 ) calibrate the SN Ia
ith tip of the red giant branch (TRGB) distances to host galax-

es, and found H 0 = 69 . 8 ± 0 . 6 ( stat ) ± 1 . 6 ( sys ) km s −1 Mpc −1 

nd H 0 = 71 . 5 ± 1 . 8 km s −1 Mpc −1 respectively, both consistent
o within 2 σ of the SH0ES result. Recently, Scolnic et al. ( 2023 )
lso calibrated the SNe Ia with TRGB distances and measured a 
igher value finding H 0 = 73 . 22 ± 2 . 06 km s −1 Mpc −1 . For more
etails and a re vie w on recent TRGB measurements see Li &
eaton ( 2024 ). Surface brightness fluctuations (SBF) of a host galaxy
an also be used to calibrate SNe Ia (Tonry & Schneider 1988 ;
lakeslee, Ajhar & Tonry 1999 ; Biscardi et al. 2008 ; Blakeslee
t al. 2009 ). This technique was first used by Khetan et al. ( 2021 ),
ho found H 0 = 70 . 50 ± 2 . 37 ( stat ) ± 3 . 38 ( sys ) km s −1 Mpc −1 ,

onsistent with the value obtained by SH0ES and Planck. A later 
easurement by Garnavich et al. ( 2023 ) found a higher value

f H 0 = 74 . 6 ± 0 . 9 ( stat ) ± 2 . 7 ( sys ) km s −1 Mpc −1 . Blake et al.
 2011 ) also show that SN can be used with the Alcock–Paczynski
est to measure the cosmic history in a model-independent way 
nd determined H ( z) / [ H 0 (1 + z) ] in four different redshift slices
o 10 − 15 per cent accuracy. 

The approach we take here is to use the inverse distance ladder
ethod where the observed magnitudes of SNe Ia are calibrated using 

istance measurements from baryon acoustic oscillations (BAOs) 
ith a prior on the CMB sound horizon at the time of photon-baryonic
ecoupling after recombination. We then use the cosmographic 
pproach (Aubourg et al. 2015 ; Macaulay et al. 2019 ), which is
 smooth Taylor expansion of H ( z) (see Section 2.1 ) to theoretically
race the cosmology to z = 0 assuming a FLRW metric and the
therington distance duality relation 1 (Etherington 1933 ). 
This procedure was first used by Aubourg et al. ( 2015 ), who

ound H 0 = 67 . 3 ± 1 . 1 km s −1 Mpc −1 in agreement with the Planck
esult using 740 SNe Ia from the joint light-curve analysis (Betoule 
t al. 2014 , hereafter JLA) and BAO measurements from the Baryon
scillation Spectroscopic Surv e y (BOSS) Data Release Eleven 

DR11; Anderson et al. 2014 ). 
Harnessing the same technique, Macaulay et al. ( 2019 ) found 
 0 = 67 . 8 ± 1 . 3 km s −1 Mpc −1 using 207 SN Ia from the Dark
nergy Surv e y (DES) Collaboration’s (Abbott et al. 2019 ) 3-yr SN

elease, with BAO measurements taken from Carter et al. ( 2018 ) and
he Baryon Oscillation Spectroscopic Surv e y Data Release Twelve 
BOSS DR12; Alam et al. 2017 ). 

Recently, DES has released the largest single sample of SNe to 
ate. The release consisted of 1829 SNe in the redshift range 0 . 01 <
 < 1 . 13 (DES Collaboration 2024 ). Furthermore, the Dark Energy
pectroscopic Instrument (DESI) team (DESI Collaboration et al. 
024 ) has provided BAO measurements in seven redshift bins from
 v er 6 million extragalactic objects in the redshift range 0 . 1 < z <

 . 2. In this paper, we use these data sets from both DES and DESI
 The Etherington distance duality relates the luminosity distance D L ( z) to 
he angular diameter distance D A ( z) by D L ( z) = D A ( z)(1 + z) 2 . 

D

D

o provide an updated measurement of H 0 using the inverse distance
adder technique. 

This paper is organized as follows, in Section 2 we provide the
asic theory, methodology and data sets used in our analysis. We
resent our results in Section 3 and conclude in Section 4 . 

 M E T H O D O L O G Y  A N D  DATA  

.1 Cosmographic expansion 

o trace the cosmology to z = 0, we use the well-established
osmographic expansion, which is a smooth Taylor expansion of the 
cale factor a that makes minimal assumptions about the underlying 
osmological model but retains the assumptions of homogeneity and 
sotropy (Visser 2004 ; Zhang et al. 2017 ). Here, we note the definition
f the deceleration parameter, 
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 = 
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d t 5 
. (4) 

ith these definitions, the Hubble parameter can be expressed to 
fth-order as, 

 ( z) = H 0 

[
1 + H 1 z + H 2 z 

2 + H 3 z 
3 + H 4 z 

4 
]
, (5) 

here 

 1 = ( 1 + q 0 ) , 

 2 = 

1 

2 

(
j 0 − q 2 0 

)
, 

 3 = 

1 

6 

(
3 q 2 0 + 3 q 3 0 − 4 q 0 j 0 − 3 j 0 − s 0 

)
, 

 4 = 

1 

24 
( −12 q 2 0 − 24 q 3 0 − 15 q 4 0 + 32 q 0 j 0 + 25 q 2 0 j 0 

+ 7 q 0 s 0 + 12 j 0 − 4 j 2 0 + 8 s 0 + l 0 ) , 

nd q 0 , j 0 s 0 , and l 0 are the current epoch deceleration, jerk, snap, and
erk parameters, respectively. The luminosity distance, D L ( z) for a
patially flat universe is given by, 

 L ( z) = z + D 1 z 
2 + D 2 z 

3 + D 3 z 
4 + D 4 z 

5 , (6) 

here 

 1 = 

1 

2 
( 1 − q 0 ) , 

 2 = −1 

6 

(
1 − q 0 − 3 q 2 0 + j 0 

)
, 

 3 = 

1 

24 

(
2 − 2 q 0 − 15 q 2 0 + 5 j 0 + 10 q 0 j 0 + s 0 

)
, 

 4 = 

1 

120 
( −6 + 6 q 0 + 81 q 2 0 + 165 q 3 0 + 105 q 4 0 + 10 j 2 0 

− 27 j − 110 q j − 105 q 2 j − 15 q s − 11 s − l ) . 
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.2 DES-SN5YR 

n this analysis, we use the DES-SN5YR sample containing 1829
ikely SNe Ia. The DES-SN5YR sample is the largest and deepest
ingle sample surv e y to date consisting of 1635 SNe Ia-like candi-
ates ranging in redshift from 0.05 to 1.13 from the DES surv e y with
499 photometrically classified as type Ia SNe using the open-source
lgorithm SUPERNNOVA (M ̈oller et al. 2022 ). The sample from DES
s complemented by 194 spectroscopically confirmed low-redshift
N Ia. For more details see Vincenzi et al. ( 2024 ) and S ́anchez et al.
 2024 ). 

The DES-SN5YR Hubble diagram 

2 includes corrected SN appar-
nt magnitudes, distance moduli (calculated using an assumed H 0 

f 70), heliocentric redshifts, CMB corrected redshifts, and redshifts
ith both CMB and peculiar velocity corrections. The DES Hubble
iagram is ideal to constrain the history of the cosmic expansion
ate. Ho we ver, as the SN are not anchored to a specific calibrator,
n its own, it offers little information regarding H 0 or the SN Ia
eak absolute magnitude, M B due to a de generac y between these
arameters. Ho we v er, this de generac y can be broken with BAO data
nd therefore we use the corrected apparent magnitudes provided by
ES and calculate our data vector as, 

data ( M B ) = m b, data − M B , (7) 

here M B is a free parameter. The distance moduli can then be
alculated as, 

theory ( z, � ) = 5 log 10 [ D L ( z, � ) / 1 Mpc ] + 25 , (8) 

here D L ( z, � ) is given in equation ( 6 ) and depends on the set of
osmological parameters, � . In this analysis, we fit cosmographic
xpansion three ways: to third-order [equation ( 6 ) excluding the z 4 

nd z 5 terms], fourth-order [equation ( 6 ) excluding the z 5 term] and
fth-order (equation 6 ) with � = { H 0 , q 0 , j 0 } , � = { H 0 , q 0 , j 0 , s 0 } ,
nd � = { H 0 , q 0 , j 0 , s 0 , l 0 } , respectively. 

We compute the difference between data and theory for every ith
N, D i ( M B , � ) = μdata ( M B ) − μtheory ( z, � ), and find the minimum
f the χ2 likelihood given by, 

− 2 ln ( L ) = χ2 
SN ( M B , � ) = 

� D 

T C 

−1 
SN 

� D , (9) 

here C 

−1 
SN is the inverse covariance matrix including both statistical

nd systematic errors. 2 

.3 DESI-BAO 

he sound horizon at the time of baryon decoupling in the early
niverse, i.e. the drag epoch (at z � 1060), left an imprint in the
istribution of matter, which is detectable in the galaxy distribu-
ion. These BAO serve as cosmological standard rulers (Blake &
lazebrook 2003 ; Linder 2003 ; Seo & Eisenstein 2003 ; McDonald
 Eisenstein 2007 ; Alam et al. 2017 ; DESI Collaboration 2024 ). In

his work, we use measurements of the BAO provided by the DESI
ollaboration (DESI Collaboration 2024 ). The DESI-BAO provide
welve measurements in seven redshift bins from over 6 million
xtragalactic objects in the redshift range 0 . 1 < z < 4 . 2. 

BAO measurements have a physical scale set by the sound horizon,
 s at the end of the drag epoch, r d ≡ r s ( z ∗), and are observed
rom pairs of galaxies averaged over all angles. Measurements are
enerally quoted as D H 

( z) /r d for separation vectors of the pairs
NRAS 537, 1818–1825 (2025) 

 Available at https:// github.com/ des-science/ DES-SN5YR along with the 
tatistical + systematic covariance matrix used in this analysis. 

t  

e  

f  

I  
hat are oriented parallel to the line of sight and D M 

( z) /r d for pairs
riented perpendicular to the line of sight with both results being
orrelated. For certain redshift bins with low signal-to-noise ratio,
he v olume-a veraged quantity D V ( z) /r d is quoted. The distances
 H 

( z ) , D M 

( z ) are the Hubble and transv erse como ving distances,
espectively, and can be calculated as, 

 H 

( z, � ) = c/H ( z, � ) , (10) 

here H ( z, � ) is given in equation ( 5 ) and 

 M 

( z, � ) = D L ( z, � ) / (1 + z obs ) , (11) 

here z is the redshift due to the expansion of the Universe, z obs is the
bserved redshift and D L ( z, � ) is given in equation ( 6 ). The dilation
cale, D V ( z) is a combination of the two distances and defined as, 

 V ( z, � ) ≡ [
z D 

2 
M 

( z , � ) D H 

( z , � ) 
]1 / 3 

. (12) 

Lastly, we require knowledge of r d , which depends on the baryon
ensity and total matter density in the early universe. In this work we
dopt a Gaussian prior of r d ∼ N (147 . 46 , 0 . 28) Mpc determined
sing constraints from Lemos & Lewis ( 2023 ), who remo v ed late-
ime cosmology dependence from the CMB likelihoods (Planck Flat-
 CDM) associated with modelling the late-integrated Sachs–Wolfe

late-ISW) effect, the optical depth to re-ionization, CMB lensing,
nd foregrounds. This was done by using empirical measurements of
he CMB lensing reconstruction, combined with weak priors on the
moothness of the lensing spectrum, foregrounds, and shape of any
dditional late-ISW effect. 

To constrain the DESI-BAO data we find the minimum of 

2 
BAO ( r d , � ) = 

� � 

T C 

−1 
BAO 

� � , (13) 

here � ( r d , � ) is the difference between the measurements and the
ssociated values determined with the cosmographic model and C 

−1 
BAO 

s the inverse covariance matrix provided with the DESI-BAO. 

.4 Fitting for H 0 

o determine H 0 using the inverse distance ladder technique, we
erform a combined fit to the DES-SN5YR and DESI-BAO, breaking
he de generac y between M B and H 0 . The likelihoods are combined
s, 

2 
tot ( M B , r d , � ) = χ2 

BAO ( r d , � ) + χ2 
SN ( M B , � ) (14) 

nd minimized using the dynamic nested sampling package,
ynesty (Skilling 2004 ; Skilling 2006 ; Higson et al. 2018 ; Speagle
020 ; Koposov et al. 2023 ) with 500 live points. We also used
ynesty ’s inbuilt stopping function, which decides when to stop
ampling based on a posterior and evidence error threshold, with the
efault values. 

 RESULTS  A N D  DI SCUSSI ON  

o validate the pipeline we generated 100 mocks of SN + BAO data
rior to fitting and ensured we were able to reco v er our input
osmology. For our SN and BAO mocks, we drew realizations
entred on distances determined using { M B , r d , H 0 , q 0 , j 0 , s 0 } =
−19 . 5 , 147 , 68 , −0 . 55 , −0 . 8 , −0 . 95 } as a fiducial cosmology and
sed a correlated Gaussian distribution with the covariance given by
he covariance matrices of the DES-SN5YR and DESI-BAO data to
nsure a realistic dispersion. After this validation, the pipeline was
rozen, with the exception of what prior to use on the sound horizon.
nitially, we used the prior from the Planck CMB constraint of

https://github.com/des-science/DES-SN5YR
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Table 1. Best-fitting parameters determined with the combined DES-SN5YR + DESI-BAO data sets. These results are the medians of the marginalized posterior 
with 68.27 per cent integrated uncertainties. The � AIC with respect to the fourth-order cosmographic model ( χ2 = 1692) is quoted in the final column. 

Model H 0 M B �m 

q 0 j 0 s 0 l 0 � AIC 

Flat- � CDM 67 . 67 + 0 . 69 
−0 . 68 −19 . 394 + 0 . 017 

−0 . 016 0 . 322 ± 0 . 012 – – – – 6.1 

Third order 70 . 03 + 0 . 66 
−0 . 65 −19 . 344 + 0 . 016 

−0 . 015 – −0 . 551 ± 0 . 025 0 . 703 + 0 . 056 
−0 . 057 – – 89.9 

Fourth order 67 . 19 + 0 . 66 
−0 . 64 −19 . 375 + 0 . 018 

−0 . 017 – −0 . 342 ± 0 . 013 0 . 255 + 0 . 087 
−0 . 091 −0 . 494 + 0 . 046 

−0 . 048 – 0.0 

Fifth order 67 . 26 + 0 . 73 
−0 . 71 −19 . 381 ± 0 . 018 – −0 . 391 + 0 . 032 

−0 . 033 0 . 539 + 0 . 031 
−0 . 030 −0 . 45 + 0 . 32 

−0 . 30 2 . 6 + 1 . 1 −1 . 2 2.3 
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3 Prior to this analysis, we attempted to replicate the results of Macaulay et al. 
( 2019 ). We reco v ered a best fit H 0 = 67 . 5 + 1 . 2 −1 . 1 km s −1 Mpc −1 consistent with 
the value that they quote, however we find M B = −19 . 415 ± 0 . 027, which 
is consistent with the best-fitting M B found in this work using the DES- 
SN5YR + DESI-BAO. It is our opinion that the value of M B in Macaulay 
et al. ( 2019 ) may have been misquoted. 
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 d = 147 . 05 ± 0 . 30 (Aghanim et al. 2020 ) ho we ver, this choice has
inimal impact on our results and does not change our conclusions 

we provide the best-fitting H 0 using this prior below). 
Best-fitting parameters determined with the combined DES- 

N5YR + DESI-BAO data sets are shown in Table 1 and Fig. 1 .
e plot the best-fitting expansion histories in the top right of

igs 1 and 2 . These results are the medians of the marginalized
osterior with 68.27 per cent integrated uncertainties determined with 
he ‘cumulative’ option in the Python package ChainConsumer 
Hinton 2016 ). 

To assess whether the additional parameters used in the higher 
rder cosmographic models are required given the data we use the 
kaike Information Criterion AIC ≡ 2 k − 2 ln L 

max (Akaike 1974 ), 
here k is the number of parameters in the model. In the final

olumn of Table 1 we quote the � AIC relative to the fourth-order
osmographic model. To assess the strength for or against a model, 
rotta ( 2008 ) suggests that � > 2, � > 5, and � > 10 indicates
eak, moderate, and strong evidence respectively, against the model 
ith the higher � value. 
We find strong evidence against the third-order cosmographic 
odel with � AIC = 89 . 9 that is driven by the model’s poor fit to both

ata sets with a �χ2 = 81 relative to the fourth-order cosmographic 
odel. For reference, we include the flat- � CDM fit. This result

hows that the fourth- order model is a good fit to the data and is
oderately preferred o v er flat- � CDM ( � AIC = 6 . 1). Note that the

hird-order cosmographic model has been shown to be a good fit
o the DES-SN5YR alone (although fourth order is still preferred 
y AIC; see Camilleri et al. 2024 ). Ho we ver, with the inclusion
f the higher redshift DESI data, a more flexible model is needed.
e therefore do not discuss the third-order model any further. Both

f our key results, presented below, are quoted using the fourth-
rder cosmographic expansion. Ho we ver, we note that there is no
reference for or against the fourth- and fifth-order expansions based 
n the AIC. This choice does not impact the conclusions of this paper
ith both models giving consistent constraints on H 0 . 
The combined DES-SN5YR + DESI-BAO data sets yield H 0 = 

7 . 19 + 0 . 66 
−0 . 64 km s −1 Mpc −1 (median of the marginalized posterior 

ith 68.27 per cent integrated uncertainties) when using the 
ourth-order cosmographic model. This measurement is consis- 
ent with the Planck + Flat- � CDM measurement of H 0 = 67 . 4 ±
 . 5 km s −1 Mpc −1 (Aghanim et al. 2020 ), previous inverse dis-
ance ladder measurements from Aubourg et al. ( 2015 ) and 

acaulay et al. ( 2019 ), who found H 0 = 67 . 3 ± 1 . 1 and H 0 =
7 . 8 ± 1 . 3 km s −1 Mpc −1 , respectively (see Fig. 3 ) and Mukherjee
 Sen ( 2024 ) who use Gaussian process regression to reconstruct the

xpansion history and constrain H 0 r d using the DES-SN5YR + DESI-
AO data sets, finding H 0 r d = 9930 . 09 + 22 . 78 

−22 . 91 . The Macaulay et al.
 2019 ) H 0 measurement was also determined using the fourth-order
osmographic model. Ho we ver, the uncertainties in our measurement 
re smaller by ∼ 50 per cent , highlighting the advancements in 
onstraining power from both the DES-SN5YR + DESI-BAO data 
ets. Our measurement is inconsistent at ∼ 4 . 6 σ to the SH0ES
ollaboration measurement of H 0 = 73 . 04 ± 1 . 04 km s −1 Mpc −1 

Riess et al. 2022 ) determined with the local distance 
adder. 

Repeating the analysis with only the statistical uncertainties 
ncluded in the supernova data covariance matrix, we find the 
tatistical only uncertainty σstat = 0 . 59. Defining the systematic only
ncertainty as 

sys = 

√ 

σ 2 
stat+ sys − σ 2 

stat , (15) 

e find σsys = 0 . 28. For a further breakdown of the systematics,
ncluding which uncertainties are now the dominant contributors to 
he error budget within the DES-SN5YR sample, see Vincenzi et al.
 2024 ). 

We find M B = −19 . 375 + 0 . 018 
−0 . 017 , which is lower than the value

uoted by the SH0ES collaboration of M B = −19 . 253 ± 0 . 027, us-
ng Cepheid calibrated SNe Ia. We note that our value is significantly
ower than the value quoted by Macaulay et al. ( 2019 ) and Aubourg
t al. ( 2015 ), who both find M B ≈ −19 . 1 3 Ho we ver, our result is
n agreement with various other works who calibrate SN with high
edshift data (Camarena & Marra 2020 , 2023 ; Dinda & Banerjee
023 ). 
We see that the expansion history of the SNe does not vary enough

o reco v er a high H 0 giv en that we hav e anchored the SNe to the
AO scale, which was in turn calibrated to the CMB values of the
ound horizon at the drag epoch, r d . It is clear from Fig. 2 that
lthough the SNe do prefer a higher H 0 , once the BAO have set
he absolute scale on the vertical axis of c ln (1 + z ) /D M 

( z ), then
t is very difficult for the supernovae to change the shape of the
xpansion history sufficiently to reco v er a H 0 ( y-intercept of Fig. 2 )
bo v e 70 km s −1 Mpc −1 . To clarify, we find that the shape of the
upernova Hubble diagram is consistent with the shape of the BAO
ubble diagram. Importantly, our findings show that the magnitude 
ffset of the supernova Hubble diagram can be calibrated using the
ow- z distance ladder or calibrated using higher - z BAO, b ut not both
imultaneously. Our results do not say which calibration is correct, 
ust that the calibrations are inconsistent and the shape of the Hubble
iagram below z = 2 . 5 cannot solve the inconsistency. 
We note that our assumed prior on the sound horizon is con-

istent with the Planck CMB measurement of r d = 147 . 05 ± 0 . 30
Aghanim et al. 2020 ). Repeating the analysis with this value
ields a consistent constraint on H 0 of 67 . 36 + 0 . 68 

−0 . 64 km s −1 Mpc −1 

 �H 0 = 0 . 17). We also perform two additional tests. First, we test the
MNRAS 537, 1818–1825 (2025) 
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M

Figure 1. The constraints on H 0 , M B , r s , and the fourth (blue) and fifth (orange) order cosmographic parameters using the combined DES-SN5YR + DESI-BAO 

data sets. Contours represent the 68.3 per cent and 95.5 per cent confidence intervals. The median of the marginalized posterior and cumulative 68.27 per cent 
confidence intervals are given in Table 1 . In the top right of the figure, we also present the best-fitting expansion history for the fourth-order cosmographic 
model (blue) determined with the DES-SN5YR + DESI-BAO data sets. For comparison, we include the expansion history from Planck, which was determined 
by analysing the CMB and assuming Flat- � CDM (black dashed line) and the fourth-order cosmographic model fit to the DESI-BAO alone (red). 
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ensitivity of our constraint on H 0 to a ±2 σ shift in the central value
f our prior on r d and find | �H 0 | < 0 . 27. Secondly, we fix H 0 = 73
nd instead fit for the sound horizon finding r d = 135 . 7 ± 1 . 3. This
esult shows we would need to shift r d by ∼ 10 to reco v er the SH0ES
 0 value and casts the H 0 tension in terms of a sound horizon tension,

s discussed in Aylor et al. ( 2019 ). 
Here, the supernova data are adding a more detailed expansion

istory constraint at mid-redshift to low-redshift than the BAO
rovide. Fig. 1 compares the expansion histories of the fourth-
NRAS 537, 1818–1825 (2025) 
rder cosmography fit using DESI-BAO alone and that of the fit
o the combined DES-SN5YR + DESI-BAO, demonstrating the
mpro v ement in constraining power from the combination of data
ets. Both expansion histories differ from that of Planck, which
ssumes flat- � CDM, but agree with each other. This is in line with the
nteresting result that DESI-BAO and DES-SN5YR found consistent
on- � CDM expansion histories when fitting for a model that allowed
ime-varying dark energy (Flat- w 0 w a CDM, see DES Collaboration
024 ; DESI Collaboration 2024 ). 
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Figure 2. Illustration of the inverse distance ladder method. The pink 
supernova data points from DES-SN5YR have been calibrated to the red 
data points from DESI-BAO, and the resulting y-intercept gives H 0 . For 
DESI-BAO we plot only the five D M 

( z) /r d points and their statistical 
uncertainties. For the DES-SN5YR sample we show both the individual 
SN events (transparent) and the redshift-binned SN distance moduli (opaque 
with redshift-binned statistical uncertainties) after calibration. We show the 
redshift-binned SN for visualization only. We calculate the binned points 
using the average-weighted mean, the uncertainties are the standard error of 
the mean, and we ensure each bin has approximately 50 SN. The blue line 
represents the best-fitting fourth-order cosmographic model determined with 
the DES-SN5YR + DESI-BAO data sets. The black dashed line shows the best 
fit from Planck (Aghanim et al. 2020 ), determined by analysing the CMB and 
assuming Flat- � CDM. 

Figure 3. A comparison of Hubble constant values using different SNe 
Ia calibrators and the results from this work for the fourth- (blue) and 
fifth- (orange) order cosmographic fit. The red shaded regions represent 
the 68 per cent confidence interval for the Planck (red) and SH0ES (blue) 
result. 
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In Fig. 3 we compare our result for H 0 with other results in the
iterature. The result we present here is the first inverse distance
adder measurement that has an uncertainty on H 0 as small as that
rom the CMB. Ho we ver, we note that it does depend on the drag
cale r d calibrated from the CMB so it is not an entirely independent
easurement. 

 C O N C L U S I O N S  

e have used the recent DES supernova data (DES Collaboration 
024 ) calibrated by the recent DESI BAO measurements (DESI Col-
aboration 2024 ) to measure an ‘inverse distance ladder’ estimation 
f H 0 = 67 . 19 + 0 . 66 

−0 . 64 km s −1 Mpc −1 . The uncertainties on our H 0 mea-
urement are ∼ 50 per cent smaller than the inverse distance ladder 
easurement using the DES 3 yr sample (Macaulay et al. 2019 )

nd comparable with the Planck measurement. Interestingly, while 
ur value of H 0 agrees with the best-fitting Planck H 0 value in flat-
 CDM, the expansion history differs substantially from that of the

est-fitting Planck model (see Figs 1 and 2 ). This reflects the fact that
ES and DESI both prefer a time-varying equation of state of dark

nergy, w, o v er a cosmological constant. Alternatively, it remains
mportant to consider that there might be an unexposed systematic 
rror. This moti v ates the efforts to continue acquiring more and better
ata to investigate these cosmological tensions further. 
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