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Abstract

As the integration of large language models001
into daily life is on the rise, there is a clear002
gap in benchmarks for advising on subjective003
and personal dilemmas. To address this, we004
introduce AdvisorQA, the first benchmark de-005
veloped to assess LLMs’ capability in offering006
advice for deeply personalized concerns, uti-007
lizing the LifeProTips subreddit forum. This008
forum features a dynamic interaction where009
users post advice-seeking questions, receiving010
an average of 8.9 advice per query, with 164.2011
upvotes from hundreds of users, embodying a012
collective intelligence framework. Therefore,013
we’ve completed a benchmark encompassing014
daily life questions, diverse corresponding re-015
sponses, and majority vote ranking to train our016
helpfulness metric. Baseline experiments val-017
idate the efficacy of AdvisorQA through our018
helpfulness metric, GPT-4, and human evalua-019
tion, analyzing phenomena beyond the trade-off020
between helpfulness and harmlessness. Advi-021
sorQA marks a significant leap in enhancing022
QA systems for providing personalized, empa-023
thetic advice, showcasing LLMs’ improved un-024
derstanding of human subjectivity.025

1 Introduction026

Large language models (LLMs) (OpenAI, 2023;027

Touvron et al., 2023) have significantly enhanced028

objective decision-making in various domains, such029

as healthcare (Moor et al., 2023; Arora and Arora,030

2023), science (Kung et al., 2023), and coding (Ni031

et al., 2023). This was made possible, in part, by032

numerous benchmarks that assess the helpfulness of033

LLMs (Hendrycks et al., 2020; Cobbe et al., 2021;034

Hwang et al., 2022; Ye et al., 2023).035

However, LLMs’ impact on subjective decision-036

making—e.g. determining a better way to figure037

out one’s girlfriend’s ring size—has been minimal,038

though there is the need (Casper et al., 2023; Kas-039

neci et al., 2023). Given the unique challenges040

introduced by the subjectivity, such as the lack of041

Question: How do I find out my girlfriend's ring size for an engagement ring? 
1) She doesn't already wear rings so I can't use that for comparison.
2) She doesn't have any friends close enough to know her ring size.

You ask her. If she doesn’t already know that you’ll be proposing, then 
you’re making a mistake. This should be discussed before you go asking.

Advice 1 

125

I asked my mother-in-laws to get her ring size after I asked them for their 
blessing. My wife’s mom told her that an aunt wanted to give her a ring …

Advice 2 

81

Most people get the ring resized after they give it to them. Most places will 
do it within 24 hours and that way you get it perfect. Cheers!

Advice 3 

41

ChatGPT
Trace Her Finger While She Sleeps: ... carefully wrap a piece of string ... Mark 
where the ends meet and then measure the length against a ruler. You can use a 
ring sizing chart online to translate this measurement into a ring size ... Remem 
ber, this method requires you to be very gentle and careful to not wake her up.

=== Your Helpfulness Rank is 3rd ===

Find a cute ring that doesn't look like an engagement ring... measure her for the 
ring under that pretense. Save the ring size …

Advice 4

9

Advice 8

Figure 1: The example of test set thread in AdvisorQA: It
consists of an advice-seeking question and the advising
answers sorted by their upvote rankings. LLM advice is
evaluated by the trained helpfulness metric based on its
ranking against human-written answers.

an objective measure of correctness, existing QA 042

datasets focusing on objective evaluation are not 043

appropriate for supporting research on providing 044

advice on subjective issues (Bolotova et al., 2022; 045

Bolotova-Baranova et al., 2023). 046

To this end, we present AdvisorQA, a dataset of 047

10,350 questions seeking advice on subjective and 048

often personal issues, each paired with a ranked list 049

of average 8.9 answers, as shown in Figure 1. Both 050

the questions and the answers were written by real 051

users of a millions-user subreddit LifeProTips1, and 052

the ranking of answers is also based on real users’ 053

preferences expressed as majority votes. 054

AdvisorQA has two main features that differ 055

from existing objective QA benchmarks, such as 056

MMLU (FitzGerald et al., 2022), GSM8K (Cobbe 057

et al., 2021), and Flask (Ye et al., 2023). First, it 058

is highly complex: The questions typically contain 059

a detailed narrative on personal issues to solicit 060

1https://www.reddit.com/r/LifeProTips/
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advice. They are not only long—75.2 tokens on061

average—but also cover a wide range of topics—062

as shown in Figure 4 and 10. Also, due to the063

subjective and complex nature of the questions,064

the (high-ranking) answers provide unique perspec-065

tives, which could all be helpful. This is distinct066

from existing QA datasets consisting of objective067

questions and helpful answers that are similar to068

one another.069

Second, since the responses are subjective pieces070

of advice, the notion of helpfulness is not deter-071

mined by objective criteria, such as correctness,072

but rather by personal preferences. To avoid hav-073

ing gold-standard helpfulness rankings of answers074

biased to the opinions of a few annotators (Casper075

et al., 2023; Weerasooriya et al., 2023), we acquired076

the data from a popular web forum with million-077

scale active users. As a result, the answers for each078

question in AdvisorQA are ranked by an average079

of 164.2 votes per thread, which can be considered080

a form of collective intelligence (Fan et al., 2019;081

Yang et al., 2023a).082

To accommodate for the subjective nature of the083

questions and answers, we adopt appropriate met-084

rics along two dimensions of quality: helpfulness085

and harmlessness. For helpfulness, we designed a086

helpfulness metric based on the Plackett-Luce (PL)087

model (Plackett, 1975), widely used for reward mod-088

eling. Note, information similarity metrics used in089

other QA datasets cannot adequately handle the di-090

versity of helpful answers in our dataset. For harm-091

lessness, we employ the LifeTox moderator (Kim092

et al., 2023a), a model to compute harmlessness093

scores. Since it is also trained on the data from the094

LifeProTips subreddit, it suits our dataset well.095

We experimented with popular LLMs to measure096

their ability to provide subjective advice as-is and af-097

ter supervised finetuning (SFT) and reinforcement098

learning with human feedback (RLHF). Without099

any finetuning, Llama (Touvron et al., 2023) and100

Mistral (Jiang et al., 2023) were the most harmless,101

but the GPT series models (OpenAI, 2023)—which102

are bigger by 25 times or more, to be fair—were the103

most helpful. Experiments on the two most harm-104

less models show that SFT boosts helpfulness, but105

reduces harmlessness. The trend is amplified with106

RLHF using PPO (Schulman et al., 2017), but most107

of the decline in harmlessness can be recovered with108

RLHF using DPO (Rafailov et al., 2023). Further109

analysis revealed that DPO’s safety stemmed from110

its tendency to follow demonstrations and produce111

strictly written advice. In contrast, PPO’s capac-112

ity to generate more empathic and diverse advice 113

indicates potential synergy with controllable text 114

generation in future researches (Liu et al., 2021a; 115

Kim et al., 2023b; Deng and Raffel, 2023). 116

The main contributions of this paper are summa- 117

rized as twofold; 118

1. We present AdvisorQA, the first QA bench- 119

mark for subjective and personal questions 120

with appropriate evaluation metrics along the 121

dimensions of helpfulness and harmlessness. 122

2. We empirically show the status quo of popular 123

LLMs’ ability to provide advice on subjective 124

issues and further analyze the impact of su- 125

pervised finetuning (SFT) and reinforcement 126

learning with human feedback (RLHF). 127

2 Related Works 128

Humans communicate their experiences, thoughts, 129

and emotions, so-called private states (Wilson et al., 130

2005; Bjerva et al., 2020), through language in ev- 131

eryday interactions. Examples of private states en- 132

compass the beliefs and opinions of a speaker and 133

can definitively be said to be beyond the scope of 134

verification or objective observation. It is these 135

kinds of states that are referred to as subjectiv- 136

ity (McHale, 1983; Banea et al., 2011). Subjectivity 137

has been explored within sentiment analysis (Maas 138

et al., 2011; Socher et al., 2013) and argument min- 139

ing (Park and Cardie, 2014; Niculae et al., 2017; 140

Bjerva et al., 2020), primarily concentrating on the 141

polarity of individual sentences. With the advance- 142

ment of language model performance, there has 143

been a growing recognition of the need for more 144

general non-factoid question-answering (NFQA) 145

systems. NFQA datasets such as NFL6, ELI5, An- 146

tique, and WikihowQA (Cohen and Croft, 2016; 147

Fan et al., 2019; Hashemi et al., 2020; Bolotova- 148

Baranova et al., 2023) leverage the online commu- 149

nity for constructing NFQA datasets. The explo- 150

sive growth of communities enables crawling large- 151

scale non-factoid questions and answers. However, 152

their evaluations measure information similarity 153

with human answers, failing to accommodate mul- 154

tiple plausible answers for generalized daily sce- 155

narios (Krishna et al., 2021). As a result, topics 156

about daily experiences, although the most common 157

topic in everyday life, are hard to find in existing 158

datasets (Bolotova et al., 2022). 159

Alongside the slow progress in subjective do- 160

mains, the emergence of LLMs (OpenAI, 2023; 161
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Touvron et al., 2023; Jiang et al., 2023) has had162

a significant real-world impact, prompting the163

development of benchmarks for practical objec-164

tive applications. For scientific domains, bench-165

marks have been introduced to verify mathemati-166

cal (Hendrycks et al., 2021) and scientific reasoning167

capabilities (Lee et al., 2023b), enhance efficient168

research through retrieval (Thakur et al., 2021),169

and support factual reasoning (Laban et al., 2023).170

However, benchmarks for the LLM in the subjec-171

tive domain, which involves personal experiences172

and opinions, remain underexplored (Bjerva et al.,173

2020). Recently, Shi et al. (2023) and Kirk et al.174

(2023) argued that LLMs need to be established in175

daily life, but progress is slow due to issues with176

annotation (Sandri et al., 2023; Fleisig et al., 2023)177

and evaluation (Krishna et al., 2021). AdvisorQA178

aims to address this gap by leveraging web-scale179

majority votes and metrics aligned with these votes180

to resolve these challenges.181

3 AdvisorQA Dataset182

3.1 Main Goals of AdvisorQA183

We propose AdvisorQA to evaluate the efficacy of184

LLMs as neural advisors. This task requires LLMs185

to address a wide array of personal experience-186

based issues effectively. Within the scope of Advi-187

sorQA, the advice-seeking questions are elaborately188

detailed, capturing the intricate circumstances of189

individuals. As a result, the elicited responses are190

anticipated to vary widely, reflecting considerable191

subjectivity. Therefore, benchmarking such QA192

tasks characterized by strong subjectivity presents193

three principal goals; AdvisorQA is specifically de-194

signed to tackle these issues.195

Annotation in Subjective Preference Annotat-196

ing subjective preferences, such as identifying the197

more helpful advice using the prevalent crowd-198

sourcing method, poses limitations (Kirk et al.,199

2023; Casper et al., 2023). This issue arises primar-200

ily due to the diverse and unique primary values201

held by individuals. Hence, engaging individuals202

with diverse backgrounds in the brainstorming pro-203

cess is imperative instead of relying exclusively on204

a limited group of crowdworkers. Consequently, in205

developing AdvisorQA, we have utilized the num-206

ber of upvotes received by the advice in various207

discussions to indicate a web-scale preference.208

Evaluation of Subjective Preference In QA with209

subjective topics, each query can elicit multiple210

plausible answers. The commonly used n-gram 211

based similarity metrics such as BLEU and ROUGE 212

in non-factoid QA are limited by their inability 213

to quantify subjective preferences (Krishna et al., 214

2021). A more suitable approach is to evaluate 215

answers through comparative analysis against ref- 216

erence materials 1. In response to this challenge, 217

AdvisorQA utilizes an approach that discerns the 218

majority’s preferences via upvote rankings. This 219

method is then employed to approximate the rank- 220

ing of advice offered by language models, thus aid- 221

ing in evaluating their helpfulness. 222

Helpful and Harmless Advice The subjective 223

advice sometimes could be helpful but unsafe – i.e., 224

unethical advice (Kim et al., 2023a). In light of 225

this, AdvisorQA has been strategically designed to 226

evaluate both Harmlessness and Helpfulness. To 227

stimulate active follow-up research, the training set 228

intentionally includes a designated proportion of 229

unsafe advice. This approach encourages the active 230

and analytical exploration of methodologies that 231

enable model training to be safe and more helpful, 232

even in situations where the benchmark’s training 233

set clearly contains unsafe advice. 234

3.2 Dataset Construction 235

AdvisorQA aims to establish a comprehensive 236

benchmark for evaluating and enhancing the ca- 237

pabilities of LLMs in offering personalized, action- 238

able, and empathetic advice based on deeply per- 239

sonalized experiences. Therefore, it is crucial to 240

have sufficient advice-seeking questions and diverse 241

advice involving widespread participation in dis- 242

cussions and the corresponding upvote rankings. 243

Additionally, incorporating a certain proportion of 244

unsafe advice is necessary. Inspired by the LifeTox 245

dataset (Kim et al., 2023a), we utilized the Reddit 246

forum LifeProTips (LPT). In LPT threads, as illus- 247

trated in Figure 2, a user posts an advice-seeking 248

question about their personal situation. Various 249

users reply with their own solutions to the question. 250

These pieces of advice become subject to discus- 251

sions by others who express their opinion through 252

replies and preferences through recommendations. 253

We have adopted this upvote ranking as a metric 254

for majority preference in AdvisorQA. While LPT 255

strictly allows only safe advice following its guide- 256

lines, the twin subreddit forum UnethicalLifePro- 257

Tips (ULPT)2 permits only unsafe advice under 258

2https://www.reddit.com/r/
UnethicalLifeProTips/
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I hate to admit this but I get easily discouraged. I’ve come across a lot of people in my life who 
either remind me of my shortcomings or shoot down my confidence with their comments 
when I express excitement about improving something. Sometimes those comments stick 
and prevent me from accomplishing what I need to do. For example, I’m 22 with no license. If I 
don’t get it by April, I have redo my permit test. I’m nervous about driving because I know if I 
mess up, someone or I could get hurt. Some poeple have made fun of me or said little com- 
ments due to my lack of experience and my age. A person who taught me amde fun of me with 
their family when I pressed the gas to hard and it hurt my feelings and discouraged me a lot. I 
want to get it but when I mess up, I think about all the things people have said to me, and it 
just turns me off. I feel pathetic what do I do??

LPT Request: How do I stop letting people’s comments dis- 
courage me and live in my head rent free?

user1234

I’m not sure how to explain this or whether it will be helpful, but here we go: I’m a lawyer and 
it’s quite common for the opposing attorney and/or the judge to try to rattle me and upset me. 
It used to get to me until I started making it a priority to not let them affect me. Literally my 
goal in the courtroom is to never let the judge or opposing attorneys rattle me. It’s my number 
one focus. It’s like a game. In a sense the court case itself is secondary because I know if I 
achieve this goal the case will go well for me and my client. 
... 
At the end of the day, who are they to tell you that you can’t accomplish your goals? Fuck 
those people, and go out and do what you need to do. Best of luck.

user8080

Try working retail for a year or two. 
That will tear you down and build you up. 
People will scream at you for the most convoluted reasons and it’ll break your heart. 
After a while though, you just stop caring about the fools. You focus on the poeple who want 
and need your help. 
Plus, you realize how completely crappy a chunk of the populace is. 
Not you though, you’re awesome!

user4859 

Yesbut HOW do we even practice this? We know it’s worth it, but that wasn’t the ques- 
tion (no harshness intended) even though I did really enjoy your anecdote. How do we 
not let ourselves get rattled?

user5121

You have to try. And tell yourself it doesn’t matter what they say or think. It 
might feel dumb, or not even work at first. But the more you say this to your- 
self, you will start to believe it. It will then become natural for you.

161 Upvotes

92 Upvotes

Question 
with 

Personal 
Experiences

Advice 1

Discussion

Advice 2

Figure 2: An example thread in LifeProTips: Each ses-
sion consists of an advice-seeking question with detailed
experiences, accompanied by various pieces of advice
and discussion. After engaging in active discussions,
users express their individual preferences through up-
votes. We utilize the overall majority vote result, known
as the upvote ranking, as a collective intelligence.

rigorous community rules 3. Both communities fo-259

cus on the effectiveness of the given advice in the260

presented situation, independent of ethical consid-261

erations.262

Consequently, we have sourced threads from263

LPT and 24.2% of toxic advice from ULPT. By264

employing the LifeTox construction pipeline (Kim265

et al., 2023a), we have constructed AdvisorQA for266

the advice-seeking question answering task, as de-267

tailed in the previous section. This task includes268

9,350 threads in the training set and 1,000 threads269

in the test set. To more meaningfully reflect real-270

world social risks (Hur et al., 2020), the training271

set comprises 8,000 threads from LPT and 1,350272

threads from ULPT. Thereby, future research should273

consider ethical factors for training on AdvisorQA274

while enhancing helpfulness. Furthermore, for the275

test set, there are four reference advices available276

for comparative evaluation of the language model’s277

advice, as exemplified in Figure 1.278

3Detailed community guidelines is in Appendix A

3.3 Statistics 279
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Figure 3: The distribution of average upvotes by rank of
advice.

Datasets
# Answers # Words in

# Questions Vocab size
per Question Questions

NLQuaD 1 7.0 31,252 138,243
Antique 11.1 10.5 2,626 8,185
SubjQA 0.7 5.6 10,000 22,221

WikihowQA 1 6.4 11,749 48,665
AdvisorQA (ours) 8.9 75.2 10,350 326,665

Table 1: Statistical characteristics of non-factoid long-
form QA datasets, including AdvisorQA.

ELI5 Antique AdvisorQA

BLEU ↓ 0.26 0.26 0.23

Table 2: To measure the diversity among responses in the
reference, we calculate the average BLEU score between
candidate responses.

A key feature of AdvisorQA is its use of the up- 280

vote system to employ majority vote ranking as a 281

form of collective intelligence. As such, Table 1 282

and Figure 3 reveal that there are, on average, 8.9 283

advices per advice-seeking question, with the top- 284

ranked advice receiving an average of 71.4 upvotes 285

and the total for all advice in each thread amounting 286

to 164.2. This means that for each thread, nearly 287

ten people offer their opinions, and over a hundred 288

users express their preferences, making it a dataset 289

with a highly crowded preference reflected. This 290

diversity is further evidenced in Table 2, where the 291

potential for diverse advice leads to lower average 292

BLEU scores among candidate answers compared 293

to ELI5 and Antique. Moreover, a significant dif- 294

ference from existing non-factoid long-form QA 295

datasets lies in the nature of the advice-seeking 296

questions in Table 1. These questions originate 297

from very specific and personal experiences, re- 298

sulting in an overwhelmingly high average token 299

length compared to other datasets. The variety of 300

questions and answers contributes to a significantly 301
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larger vocabulary size relative to the number of302

threads, strongly highlighting the characteristics of303

AdvisorQA.304

3.4 Complexity of Advice-seeking Questions305
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Figure 4: Visualization for topic distributions of advice-
seeking questions in AdvisorQA. More detailed visual-
ization is in Figure 10.

Beyond the numerical statistics, this subsection306

delves into the characteristics of the advice-seeking307

questions within our proposed benchmark. As de-308

picted in Figure 2, these questions typically involve309

deeply personal and daily experiences prompting310

the search for advice. It leads to a broad spec-311

trum of topics from social interactions to careers, as312

demonstrated in Figure 4 and 10, with a multitude313

of sub-topics and keywords present within each314

topic. The intricately detailed accounts of personal315

experiences, exemplified in Figure 1, facilitate a di-316

verse range of perspectives, thereby broadening the317

scope of subjectivity within AdvisorQA. Therefore,318

These distinct features of advice-seeking questions319

in AdvisorQA stand out compared to other bench-320

marks, leading to the complexity and uniqueness321

of the tasks we propose.322

4 Evaluation Metrics323

In this section, we discuss how to evaluate the ad-324

vice generated by language models in the Advi-325

sorQA benchmark. Given the task’s pronounced326

subjectivity, we measure helpfulness not by similar-327

ity to references but through comparative ranking.328

Moreover, as an auxiliary measure, we evaluate the329

safety of the advice by evaluating its harmlessness.330

4.1 Dimension 1: Helpfulness331

Evaluating what is most helpful in subjective do-332

mains presents a significant challenge. Multiple333

answers can be valid for a single question, and what334

is considered most helpful can vary from one per-335

son to another. Therefore, we base our evaluation336

of the AdvisorQA evaluation pipeline on how well337

it understands the majority preference values of338

the group participating in this forum and how ac- 339

curately it can mimic this collective intelligence 340

for evaluating baselines. To discuss this numeri- 341

cally, we assess the evaluation pipelines by how well 342

they can predict the advice rankings in the test set 343

threads based on learning from the training set’s ad- 344

vice rankings. The effectiveness of these evaluation 345

methods is measured using the Normalized Dis- 346

counted Cumulative Gain (NDCG) metric (Wang 347

et al., 2013), which evaluates how accurately the 348

top k pieces of advice are selected and ranked. Fur- 349

thermore, we measure the preference prediction 350

accuracy of the top-1 recommended advice against 351

the 2nd ranked advice and the last one. 352

We establish the baselines with BARTScore 353

(Yuan et al., 2021), which measures the plausibility 354

of LM’s output, and GPT-4 (OpenAI, 2023), consid- 355

ered the de facto evaluation pipeline in Long-form 356

QA (Xu et al., 2023). Additionally, we employ the 357

Plackett-Luce (PL) model (Plackett, 1975; Luce, 358

2012), which learns the advice ranking from the 359

training set and predicts the advice ranking in the 360

test set. We have trained the PL (K) model for the 361

helpfulness metric as 362

PPL =

K∏
k=1

exp(hθ|q, ak)∑K
i=k exp(hθ|q, ai)

, (1) 363

designed to properly rank advice ak from ques- 364

tion q among K pieces of advice with output help- 365

fulness score hθ. This model serves for K-wise 366

ranking comparison as an extension of Bradley- 367

Terry model (Bradley and Terry, 1952), which is a 368

widely adopted reward model for pairwise compar- 369

ison (Casper et al., 2023). We trained PL models 370

based on Pythia-1.4B (Biderman et al., 2023) 4. 371

Preliminary Test of Helpfulness Metrics In Ta- 372

ble 3, BARTScore shows no ability to distinguish 373

between the first and second best advice but demon- 374

strates some capability in differentiating between 375

the best and worst advice. This suggests that while 376

the top and bottom advice can be somewhat dis- 377

tinguished based on their plausibility, BARTScore 378

fails to compare the better one between high-quality 379

advice only with plausibility. GPT-4 outperforms 380

BARTScore in all metrics, yet it still struggles to 381

predict preferences between the first and second- 382

best advice. However, its inability to learn the web- 383

scale preferences from the training set makes GPT-4 384

4https://huggingface.co/OpenAssistant/oasst-rm-2.1-
pythia-1.4b-epoch-2.5
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Figure 5: Analysis results of the primary value of evaluation metric: When GPT-4 and the PL model disagree on
which advice is better, looking at situations where GPT-4 is right helps us understand what values it prioritizes
differently from the PL model and vice versa. We surveyed these instances, sorting them into seven key values, to
gather insights on what each model values most in their decisions.

Helpfulness Metrics
NDCG 1st advice vs

@ 2 @ 3 @ 5 2nd last
Random 0.433 0.498 0.529 0.500 0.500
BARTScore (406M) 0.468 0.532 0.566 0.505 0.584
GPT-4-Turbo (> 175B) 0.498 0.601 0.614 0.540 0.663
Plackett-Luce (K) (1.4B)

K = 2 0.488 0.572 0.602 0.525 0.664
K = 3 0.515 0.594 0.616 0.554 0.675
K = 4 0.520 0.605 0.630 0.571 0.668
K = 5 0.525 0.615 0.625 0.575 0.666
K = all 0.523 0.595 0.616 0.565 0.665

Table 3: Alignment between helpfulness metrics and
human judgment: Experiment results for predicting the
gold-standard rankings of answers.

an outstanding baseline.385

The trainable PL (Plackett-Luce) model shows386

the best performance among the baselines in both387

ranking and preference prediction, even surpass-388

ing GPT-4, especially with 1.4 billion parameters.389

It significantly outperforms GPT-4 in predicting390

preferences between the first and second-best ad-391

vice. Performance improvements are evident with392

the increase in the number of K candidates used in393

training the Plackett-Luce model, particularly in dif-394

ferentiating between the first and second best advice.395

It confirms that referencing a variety of advice aids396

in learning web-scale preferences. However, ref-397

erencing all advice rankings leads to performance398

degradation, indicating considerable noise in the399

ranking of tail-ranked advice (Du et al., 2019).400

Analysis of Primary Value of Evaluation Metrics401

Our PL model shows better performance than GPT-402

4, but it still falls short of fully understanding the403

majority preference of LifeProTips. This is due to404

the incomplete grasp of the diverse subjective pref-405

erence values and the models predicting based on406

a limited set of primary values. Consequently, we407

analyze to determine which values are prioritized in408

preference prediction by two prominent evaluation 409

pipelines: GPT-4 and the PL (K = 5) model. This 410

analysis encompassed seven values deemed crucial 411

in advice-seeking question answering: Relevance, 412

Actionability and Practicality, Empathy and Sen- 413

sitivity, Creativity, Readability and Clarity, Con- 414

structiveness, and Ethics. The Appendix D contains 415

detailed instructions for each of these options. 416

To determine the primary value inherent in each 417

evaluation pipeline, we analyzed 300 instances from 418

the test set comparison task where GPT-4 and the 419

PL model yielded different predictions for two an- 420

swer pairs. In cases where GPT-4’s prediction was 421

accurate, we conducted a survey as shown in Fig- 422

ure 11, prompting annotators to select why they 423

think the winner advice is better, choosing from 424

a list of seven important values. A similar survey 425

was conducted for instances where the PL model’s 426

prediction was accurate, but GPT-4’s was not. This 427

way, we could see what each pipeline values most 428

when deciding which advice is better. 429

In Figure 5, the results show a stark difference 430

in the values primarily pursued by the PL model 431

and GPT-4. GPT-4 focuses on values like Ethics, 432

Readability, and Constructiveness, emphasizing the 433

completeness and safety of advice. In contrast, the 434

PL model prioritizes Empathy, Actionability, and 435

Creativity. Being trained on the threads of Advi- 436

sorQA, the PL model reflects the Reddit forum’s 437

source, valuing advice that resonates empathetically 438

with the given situation, is actionable, and creative, 439

as preferred by the majority. Additionally, since the 440

PL model is trained on both safe and unsafe advice, 441

it does not prioritize safety. This analysis reveals 442

the various uncovered preferences of the majority 443

who participated in AdvisorQA, highlighting the 444

diversity of values and underscoring the need for 445

fine-grained evaluation metrics in the future. 446
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4.2 Dimension 2: Harmlessness447

In the analysis of helpfulness evaluation depicted448

in Figure 5, we found that the PL model serves as449

an orthogonal metric to harmlessness, underscor-450

ing the critical need for a metric that addresses this451

aspect. To meet this requirement, we utilized the452

LifeTox moderator (Kim et al., 2023a), a toxicity453

detector trained on the same Reddit forums used454

for AdvisorQA, specifically LifeProTips, and Un-455

ethicalLifeProTips. This metric is recognized as456

state-of-the-art for these forums, even better than457

GPT-4, and is selected for its robust generalization458

capabilities with LLM-generated texts. The average459

of the output class labels measures the harmlessness460

score for LLMs.461

5 Experiments462

This section outlines the baselines for AdvisorQA.463

Four pieces of advice accompany each question in464

the test set. The helpfulness of the advice generated465

by LLMs is determined by its ranking among a total466

of five pieces of advice. The safety of the LLMs is467

assessed based on the harmlessness score assigned468

to each piece of advice. These two criteria are used469

to analyze the performance of baseline models and470

training approaches.471

5.1 Baselines472

Baseline Models We evaluate helpfulness by473

mainly the PL (5) model and harmlessness by Life-474

Tox moderator (Kim et al., 2023a). According to475

Figure 5, the PL (5) model does not incorporate476

ethical considerations into its assessment of help-477

fulness, resulting in our metrics for helpfulness and478

harmlessness being made orthogonal to each other.479

Initially, we assess the performance of open-source480

LLMs and then analyze their development upon481

training with AdvisorQA. To examine the perfor-482

mance of instruction-tuned models at various scales,483

we selected the Flan-T5 Family (Chung et al., 2022),484

Llama-2-Chat-7B (Touvron et al., 2023), Mistral-485

7B (Jiang et al., 2023), along with GPT-3.5-Turbo486

and GPT-4-Turbo (OpenAI, 2023).487

Baseline Trainers To analyze training effective-488

ness on AdvisorQA, we utilized two widely used489

RLHF methods, Proximal Policy Optimization490

(PPO) (Schulman et al., 2017) and Direct Policy491

Optimization (DPO) (Rafailov et al., 2023). PPO492

is an online on-policy RL that explores to optimize493

the output of the reward model, while DPO is an494

offline off-policy RL that directly aligns through495

the ranking of existing demonstrations. For this pur- 496

pose, we conducted supervised fine-tuning (SFT) 497

of Llama-2-7B and Mistral-7B on the AdvisorQA 498

training set. Then, for a fair comparison, PPO used 499

the PL (5) model as the reward model, while DPO 500

employed the ranking of 5 candidate pieces of ad- 501

vice as demonstrations. All training processes are 502

under 4-bit QLoRA (Dettmers et al., 2023). De- 503

tailed hyperparameters and experimental details are 504

provided in the Appendix B. 505

5.2 Results 506
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4st

3.5

3rd

2.5

2nd
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Figure 6: Experimental results of baseline models per-
formance in helpfulness and harmlessness.

Figure 6 illustrates that the helpfulness of LLMs 507

generally escalates with the model scale. Notably, 508

for parameter scales exceeding 175B, instances 509

in which LLM-generated advice surpasses half of 510

human-written advice, indicating superior perfor- 511

mance, with Llama-2-7B producing the safest ad- 512

vice. Interestingly, as GPT’s performance improves, 513

it also becomes safer. Conversely, Flan-T5 expe- 514

riences a marked increase in unsafety as its per- 515

formance improves. This trend is attributed to the 516

Flan-T5 being a safety-uncontrolled model family. 517

In Figure 7, models trained with SFT on Advi- 518

sorQA show an increase in helpfulness, but con- 519

currently, become more harmful. This suggests 520

that training strategies to enhance token-level like- 521

lihood are more prone to adopting unsafe advice. 522

Moreover, when SFT models undergo RLHF, the 523

two methodologies diverge in their outcomes; PPO 524

models outperform DPO models in helpfulness but 525

tend towards unsafe improvement, while DPO pro- 526

gresses in a safer manner. Due to PPO models 527

directly optimizing the evaluation metric as a re- 528

ward model, we further investigate the helpfulness 529

of other metrics. 530
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Figure 7: Experimental results of trained models perfor-
mance shift in helpfulness and harmlessness.
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Figure 8: Experimental results of trained models per-
formance shift in helpfulness with GPT-4 and human
evaluation.

We explore helpfulness through additional met-531

rics: GPT-4 and human evaluation as Appendix D.532

As seen in Figure 8, it is evident that overall advisor533

performance improves with RLHF across all met-534

rics. However, in human evaluations, PPO and DPO535

models progress equally, but according to GPT-4’s536

criteria, DPO is significantly preferred. This pref-537

erence is analyzed in the context of GPT-4 valuing538

ethical considerations significantly in Table 5, and539

as shown in Figure 7, while PPO models develop in540

an unethical direction, DPO models evolve ethically,541

leading GPT-4 to favor DPO models.542

5.3 Analysis of Trained models543

This subsection analyzes the learning characteris-544

tics of baselines beyond helpfulness and harmless-545

ness. We use two metrics: max BLEU (Post, 2018)546

and Self-BLEU (Zhu et al., 2018). Max BLEU547

measures the highest BLEU score between the gen-548

erated advice and references in the test set, while549

Self-BLEU assesses the similarity among advices550

generated by the same LM. Therefore, a higher max551

BLEU score signifies advice that is more similar to552

the given datasets, and a higher Self-BLEU score553

indicates less diversity in advice generation.554

Llama-2-Chat-7B Mistral-7B
SFT PPO DPO SFT PPO DPO

max BLEU ↓ 0.25 0.22 0.30 0.24 0.21 0.27
Self-BLEU ↓ 0.47 0.40 0.43 0.46 0.40 0.41

Table 4: max BLEU and Self-BLEU of each model
trained on AdvisorQA

Table 4 indicates that Llama-2-7B and Mistral-2- 555

7B trained with DPO models achieved the highest 556

max BLEU and Self-BLEU scores. Conversely, 557

PPO models exhibited lower scores in both met- 558

rics, even compared to SFT. This implies that DPO, 559

due to its offline RL nature, tends to closely follow 560

given demonstrations, leading to less diversity but 561

safer learning due to the higher proportion of safe 562

instances in the training set. On the other hand, 563

PPO, an online RL, is more explorative based on 564

the reward model’s signals. As noted in section 565

3.1, there is a lack of safety guidance in the helpful- 566

ness model; PPO models are less safe than DPO; 567

however, they can generate more diverse and en- 568

riched advice. Thus, while DPO seems to be pareto 569

optimal compared to PPO in our baseline experi- 570

ments, PPO’s capacity for diverse generation sug- 571

gests its effective use in conjunction with control- 572

lable text generation (Deng and Raffel, 2023; Kim 573

et al., 2023b; Yang et al., 2023b) or prompt tun- 574

ing (Liu et al., 2021b, 2022) for a range of appli- 575

cations. Additionally, we attach case studies in the 576

Appendix C and Table 9, 10. 577

6 Conclusion 578

We introduce AdvisorQA, the first benchmark for 579

advice-seeking question answering that focuses on 580

questions rooted in deeply personalized experiences 581

and the corresponding advice, ranked by collective 582

intelligence. AdvisorQA serves as a valuable re- 583

source for advancing everyday QA systems that 584

provide in-depth, empathetic, and practical advice 585

based on daily personal dilemmas. By leveraging 586

collective intelligence to evaluate various subjec- 587

tive opinions and through baseline experiments, we 588

have confirmed the dataset’s validity and shed light 589

on the characteristics of existing alignment method- 590

ologies in subjective domains. Further, we analyze 591

and highlight critical remaining issues to handle 592

subjectivity that future research should consider. 593

These analyses suggest a broad potential to facili- 594

tate research in evaluating and training systems for 595

daily neural advisors. 596
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Limitations597

We’ve refined our approach to evaluating language598

models by developing orthogonal metrics for help-599

fulness and harmlessness, enabling a detailed anal-600

ysis of various baselines. However, the evaluation601

analysis in Section 4.1 revealed that subjective help-602

fulness involves a wide array of values, with each603

metric addressing different aspects. Surely, train-604

ing on advice ranking helped identify the primary605

preference values of the majority participating in606

the forum. Yet, leveraging this benchmark for more607

effective and controllable learning necessitates the608

development of fine-grained evaluation metrics ca-609

pable of annotating helpfulness from diverse view-610

points. This approach will enable a deeper exami-611

nation of the specific features of language models612

for future research. Nonetheless, language models613

tailored for subjective missions must be carefully614

designed for their eventual integration into daily and615

personalized human activities (Jang et al., 2023).616

Thus, the need extends beyond fine-grained evalua-617

tion to include methods that facilitate controllable618

text generation for nuanced attributes or selective619

alignment with various values.620

Additionally, from a technical standpoint, our621

baseline experiments were carried out using 4-bit622

initialization and QLoRA (Dettmers et al., 2023),623

significantly reducing the number of trainable pa-624

rameters, underscoring the potential for signifi-625

cant advancements in model fine-tuning. Further-626

more, the Reddit forums we examined do not rep-627

resent the full spectrum of human diversity in the628

world. Different social groups harbor distinct ma-629

jority values, leading to varied collective intelli-630

gence on subjective topics across groups. As such,631

reliance on ground-truth annotations from Advi-632

sorQA for downstream applications should be ap-633

proached with caution. Nonetheless, as this study634

suggests, benchmarks within the subjective domain635

should be actively developed to harmonically reflect636

the values of diverse groups.637

Ethical Statement638

We acknowledge that AdvisorQA encompasses var-639

ious pieces of advice that could potentially trigger640

different social risks. However, it is essential to641

explore a wide range of advice-seeking question642

answering scenarios to identify and understand the643

broader spectrum of implicit social risks. Therefore,644

we have employed a harmlessness metric to analyze645

each baseline in parallel with how helpful they are.646

Nonetheless, our proposed LifeTox moderator was 647

trained solely using labels from both subreddit fo- 648

rums, LPT and ULPT. It means there is a potential 649

annotation bias within the defined scope of toxicity. 650

Consequently, to utilize this in various downstream 651

applications, it’s necessary to evaluate social risks 652

from a fine-grained perspective using moderators 653

defined in diverse toxicity definitions. Moreover, 654

when training LLMs as neural advisors, the focus 655

should not be solely on maximizing helpfulness but 656

also on incorporating various safety metrics into 657

the training process. Especially, there should be 658

the complementary usage of out-domain toxicity 659

moderators such as StereoSet (Nadeem et al., 2021), 660

ETHICS (Hendrycks et al., 2023), and KoSBi (Lee 661

et al., 2023a), which are crucial for ensuring the 662

well-being of diverse human audiences. 663
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A Subreddit Community Guidelines1028

Figure 9: These strict guidelines enable the tips from
LPT to be safe, and ULPT to be unsafe.

B Baselines Training Details1029

B.1 Training Resources1030

We use four A6000 GPUs to train and evaluate1031

each baseline. Therefore, experimental results and1032

tendencies could be more apparent with rich GPU1033

environments.1034

B.2 Details and Hyperparameters for1035

Evaluation Baselines1036

We detail the training process for the Plackett-Luce1037

models. For PL (2), the 1st and 2nd pieces of ad-1038

vice per question simulate win/lose responses rather1039

than the 1st and last. Moreover, due to limited GPU1040

resources, we could not include comparisons for1041

n-ranked advice in a single batch. Instead, we shuf-1042

fled each comparison to train the PL (n) model.1043

The hyperparameters used in this process were as1044

follows.1045

B.3 Details and Hyperparameters for1046

Training Baselines1047

For limited GPU resources, all training baselines1048

are based on QLoRA 4-bit (Dettmers et al., 2023;1049

Hu et al., 2021).1050

C Advice Generated from Each Baseline1051

Table 9 and 10 is the example to analyze attributes1052

of PPO-trained models and DPO-trained models.1053

This case study shows PPO models give more em-1054

pathic advice rather than DPO, and DPO mod-1055

els give more instructive advice with constructive1056

forms.1057

Hyperparameter Value
epochs 3

learning rate 5e-6
batch size 8
max token 1024

Table 5: Hyperparameters used for training plackett-luce
models.

Hyperparameter Value
epochs 5

learning rate 5e-6
Batch size 32
max token 512
LoRA α 16

LoRA dropout 0.1
LoRA r 64

Table 6: Hyperparameters used for supervised fine-
tuning.

Hyperparameter Value
epochs 2

learning rate 5e-6
batch size 32
max token 512
LoRA α 16

LoRA dropout 0.1
LoRA r 64

init_kl_coef 0.1
γ 1
λ 0.95

Table 7: Hyperparameters used for PPO.

Hyperparameter Value
epochs 2

learning rate 5e-6
batch size 32
max token 512
LoRA α 16

LoRA dropout 0.1
LoRA r 64

β 0.1
loss type sigmoid

Table 8: Hyperparameters used for DPO.
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Type Content

Advice-seeking
question

How to stop looking at your phone so much Like a lot of people (especially younger people),
I have grown up staring at a screen and been fed instant gratification all my life. I want to learn
how to be present on the moment, and stop turning to my phone for little bite sized hits
of dopamine browsing anything else. I have decided recently to delete most my social media
apps (Facebook, Twitter, Instagram) and started slowly trying to remove myself from Reddit
and Snapchat. What else can I do?

1st Human Advice

Replace the habit with one you want to have. But, give yourself the grace of time and back-slides.
First, you have to recognize when and why you are looking at your phone. Then, you need to
train yourself to pause before you act on the trigger. Once you master pausing you now have
the time to redirect your brain to the activity you want to do in place of looking at your phone.
Maybe it’s read a book or walk more. So, you now experience the trigger, practice the pause,
and redirect yourself to reading a book you keep on you at all times or start pacing/walking.
Eventually, you will fall out of the habit of thinking of your phone and won’t be triggered to
look at it. That said, make it difficult to get to your phone. Either put a really intricate pin on it
or always have it in a different room. There are also apps that will keep it on lock down for set
periods of time. You might slip up. It’s ok. Forgive yourself and reset. Don’t let it throw off the
rest of the day. May the odds be in your favor.

Llama-7B-DPO

1. Try time blocking: Allocate specific times during your day for checking your phone...
2. Take breaks: Every hour or so, take a short break to stretch, walk around, or do something
else. ...
3. Use technology to your advantage: Use apps that help you limit your screen time, ...
4. Focus on one task at a time: When you are working on a task, focus on it fully. Avoid
multitasking and ...
5. Be mindful: Be present in the moment. Pay attention to what you are doing and where you
are. Avoid getting distracted by your phone.
6. Find a hobby or activity you enjoy: Find something you enjoy doing that doesn’t involve your
phone. ...
7. Seek support: Reach out to friends or family members who can provide support and encour-
agement. You can also join a support group or seek professional help if needed.
Remember, breaking the habit of constantly checking your phone takes time and effort. Be
patient and don’t be too hard on yourself if you slip up. Just keep trying and you will eventually
see the benefits of being more present in the moment.

Llama-7B-PPO

1) Make the effort to meet new people. I went a full year not using social media. I found that
I did not feel so bad when it was gone, however, I was also not meeting new people, I wasn’t
expanding my circle. .... I have been meeting new people. Look for meetup groups on anything
that interests you and look for groups that have just started. Attend their first few meetings and
see what you like and what you don’t.
2) If you are feeling insecure or self-conscious about socializing and meeting new people, try
going to a coffee shop where people will be alone and reading or just hanging out and socializing.
This is a really good way to practice ...
3) Practice mindfulness. There are many different techniques, ... Do this all day, and it will get
easier and easier.
4) Practice gratitude. Think of 3 things you are grateful for every day. Focus on those things
when you are feeling bad. Gratitude is a powerful tool. I am also on the journey of gratitude
and self-awareness.
Best of luck to you, my friend.

Table 9: Examples of advice-seeking question answering from AdvisorQA-trained models
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Type Content
Advice-seeking
question

What to do in the wake of an awkward silence? (One that you caused and/or one that was
caused by another person)

1st Human Advice

If I found silence awkward, there would be a lot of awkward silences in my life. The trick is to
just not care. If I’m with someone and the conversation dies out, I don’t try to think of anything
to say. Not a thing. I will sit there and relax until something comes up. I don’t try to force
conversation or small talk. Nor do I stare at my phone, either. Just relax and go with the flow
and don’t feel pressured. Being relaxed and not worried about it is more attractive than trying
to force conversation. Stop worrying about the silences and they stop being uncomfortable.

Llama-7B-DPO

1. Ignore it and go on with the conversation as if it didn’t happen.
2. Apologize for creating it and try to find common ground or introduce a new topic.
3. Make a joke to lighten the mood.
4. Ask the other person how they are feeling and listen actively.
5. Ask open-ended questions to encourage them to continue talking.
6. Change the subject to something more interesting or less awkward.
7. End the conversation and thank them for their time.
If you caused the awkward silence, I recommend options 2-5, while if it was caused by another
person, I recommend options 1-4. Remember to always listen actively, be empathetic, and try
to make the other person feel comfortable.

Llama-7B-PPO

1) Change topic. 2) Start a story. 3) Ask them about a topic you know they like. 4) Try to start a
new friendship.
Remember that you have to be comfortable with your own awkwardness in this situation. It is
also possible that it will become apparent to them that you are not comfortable and they may try
to make it awkward for you. That’s okay, in my experience people are far more friendly and
accepting of awkward people than I would have thought. They know how uncomfortable you
are, but I think they also know you are brave.
In any case, you get to hang around cool people in these situations and see how they behave, so
it’s a win/win situation.
Remember that it’s okay to just not talk and hang out in the background.
Also, if you see the person later in life and they don’t remember you, just smile and let it go.
I think that’s the best way to handle awkward people you don’t know well and will never see
again.
Best of luck to you in all of your awkward conversations!

Table 10: Examples of advice-seeking question answering from AdvisorQA-trained models
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Figure 10: Expanded visualization for topic distributions of advice-seeking questions in AdvisorQA.

D Human Evaluation1058

The selection of 10 crowd workers for human eval-1059

uation was carried out through the university’s1060

online community, focusing on individuals who1061

demonstrated strong proficiency in English. These1062

workers received detailed explanations of the tasks,1063

along with instructions and examples, as shown in1064

Figure 11. They were also informed that the evalua-1065

tion was for academic research purposes. Following1066

a trial evaluation to determine the necessary time1067

commitment, the workers were appropriately remu-1068

nerated, guaranteeing an hourly wage of at least1069

$12, as agreed by the workers themselves.1070

To explore the helpfulness of each training RLHF1071

baseline PPO and DPO compared to SFT by GPT-4-1072

Turbo and human, we collected 100 responses from 1073

the test set. Then, we prompted them to compare 1074

responses from the RLHF model and SFT model 1075

and report the results. 1076

To explore the contradicted values preferred by 1077

GPT-4-Turbo and PL models, we detailed an expla- 1078

nation of each option with the following guidelines 1079

and interface. 1080

1. Relevance: If the lost response is irrelevant to 1081

the given question, choose this option. 1082

2. Actionability and Practicality: If the win re- 1083

sponse is more realistic to act and practical 1084

solution, choose this option. 1085

3. Empathy and Sensitivity: If the win response 1086

16



sympathizes with the question deeply, choose1087

this option.1088

4. Creativity: If the win response is more creative1089

and irregular than the lose response, choose1090

this option.1091

5. Readability and Clarity: If the win response1092

is easier to understand, choose this option.1093

6. Constructiveness: If the win response is more1094

comprehensive advice (such as pros, cons, or1095

very complete advice), choose this option.1096

7. Ethics: If the win response is more ethical1097

advice, choose this option.1098

17



Figure 11: The interface for human evaluation
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