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Abstract
Large Language Models (LLMs), such as Chat-001
GPT, are becoming increasingly sophisticated,002
demonstrating capabilities that closely resem-003
ble those of humans. These AI models are play-004
ing an essential role in assisting humans with a005
wide array of tasks in daily life. A significant006
application of AI is its use as a chat agent, re-007
sponding to human inquiries across various do-008
mains. Current LLMs have shown proficiency009
in answering general questions. However, basic010
question-answering dialogue often falls short011
in complex diagnostic scenarios, such as le-012
gal or medical consultations. These scenarios013
typically necessitate Goal-Oriented Dialogue014
(GOD), wherein an AI chat agent needs to015
proactively pose questions and guide users to-016
wards specific goals or task completion. Previ-017
ous fine-tuning models have underperformed018
in GOD, and current LLMs do not inherently019
possess this capability. In this paper, we intro-020
duce DiagGPT (Dialogue in Diagnosis GPT),021
an innovative method that extends LLMs to022
GOD scenarios. Our experiments reveal that023
DiagGPT exhibits outstanding performance in024
conducting GOD with users, demonstrating its025
potential for practical applications in various026
fields.027

1 Introduction028

Large language models (LLMs), such as Chat-029

GPT, have demonstrated remarkable performance030

on various natural language processing (NLP) tasks031

(Brown et al., 2020; Chowdhery et al., 2022; Wei032

et al., 2022a; OpenAI, 2023). Leveraging large-033

scale pre-training on massive text corpora and rein-034

forcement learning from human feedback (RLHF),035

LLMs not only possess a wide range of knowledge036

but also exhibit superior capabilities in language un-037

derstanding, generation, interaction, and reasoning.038

In many cases, OpenAI GPT-4 even outperforms039

human performance (OpenAI, 2023). With the use040

of prompt engineering techniques (e.g., chain-of-041

thought prompting (Brown et al., 2020; Wei et al.,042
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Figure 1: The main difference between ChatGPT and
DiagGPT. While ChatGPT directly answers user ques-
tions, DiagGPT not only provides answers of the same
quality but also has the ability to proactively ask ques-
tions, guide users, and maintain dialogue state internally.

2022b), in-context learning (Brown et al., 2020; 043

Xie et al., 2022; Min et al., 2022), etc.), we can 044

unlock the unlimited potential of LLMs to com- 045

plete complex tasks in our daily life. LLMs have 046

attracted enormous attention from both academia 047

and industry, inspiring more people to build fantas- 048

tic applications based on them. 049

One popular application of LLMs is in chat- 050

bots, which build conversational systems around 051

these models. ChatGPT1 is a successful example 052

of such an application, where the AI model has 053

the ability to analyze context and respond to user 054

queries based on knowledge derived from extensive 055

training data. By supplementing its background 056

knowledge and providing context and appropriate 057

prompts, ChatGPT has been able to form robust 058

question-answering models for specialized fields. 059

It can understand users’ questions and provide pre- 060

cise answers effectively. 061

1https://openai.com/blog/chatgpt
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However, dialogue scenarios in our daily life062

can be more complex. For instance, in special-063

ized professional consultation scenarios like legal064

or medical diagnosis, the AI model needs to con-065

sider the user’s unique situation or information. In066

the process of obtaining user information, the in-067

teractive experience provided by the AI model is068

also crucial. The system need to proactively ask069

questions. Therefore, we need a consultation pro-070

cess from the AI model that better simulates real071

medical experts and legal professionals. The AI072

model should conduct question-answering, topic073

management, and guiding users towards specific074

goals or task completion. This type of dialogue is075

known as Goal-Oriented Dialogue (GOD). There076

are usually some predefined goals in a conversation.077

GOD helps users achieve their specific goals, fo-078

cusing on understanding users, tracking states, and079

generating next actions (Balaraman et al., 2021). It080

is substantially different from light-conversational081

scenarios. Despite much research in this area, it082

remains challenging due to issues such as a lack of083

training data, inefficiency, and drawbacks of fine-084

tuning small models, including an inability to fully085

understand user meaning and poor generative per-086

formance. Models from the existing research on087

this topic is not robust and universal. For example,088

fine-tuning models require a lot of data to train and089

are difficult to transfer to other scenarios. On the090

other side, although LLMs have a wide range of091

knowledge and the quality of their answer is far be-092

yond that of fine-tuning models, traditional LLMs093

no longer meet needs of GOD and cannot effec-094

tively manage complex dialogue logic. Because095

they maintain a simple memory base and can only096

handle linear interaction.097

Recent advancements have focused on using098

LLMs as AI agents to construct multi-agent sys-099

tems or to teach AI how to use tools to accom-100

plish more complex tasks (Schick et al., 2023; Shen101

et al., 2023). These systems typically have a core102

AI agent that controls the entire task process. A103

prominent example is AutoGPT2, which employs104

multiple GPT models to strategize the responsibil-105

ities of each agent in order to split complex tasks106

and then complete them. In such multi-agent sys-107

tems, the key lies in the division of tasks and the108

interaction between agents. By organizing multiple109

LLMs and instruct them to collaborate, we have the110

opportunity to tackle many complex tasks which111

2https://github.com/Significant-Gravitas/Auto-GPT

one LLM cannot do well. 112

Fine-tuning models fall short in terms of sce- 113

nario transfer ability and training data requirements, 114

while a single large language model is not profi- 115

cient in dialogue state tracking and management. 116

However, we can leverage the strong knowledge 117

background of LLMs and employ a multi-agent 118

framework to incorporate the dialogue state track- 119

ing and management ideas from fine-tuning models. 120

Thus, we can construct a multi-agent dialogue sys- 121

tem that fulfills the requirements of goal-oriented 122

dialogue. Motivated by these considerations, we 123

propose DiagGPT in this paper. DiagGPT stands 124

for Dialogue in Diagnosis model based on GPT-4. 125

This is a multi-agent AI system, which has au- 126

tomatic topic management ability to enhance its 127

utility in goal-oriented dialogue scenarios. In sum- 128

mary, our AI system DiagGPT possesses the follow- 129

ing features: 130

• Question Answering: It is the distinctive 131

feature of traditional LLM-based conversa- 132

tional systems. LLMs possess a wide range 133

of knowledge and can provide high-quality 134

answers to various questions. In our system, 135

we retain this fundamental ability of LLMs. 136

• Task Guidance: The system is designed to 137

guide users towards a specific goal and assist 138

them in accomplishing the task throughout 139

the dialogue progression. This is achieved 140

by advancing a sequence of predefined topics 141

throughout the dialogue. 142

• Proactive Asking: The system has the ability 143

to proactively pose questions based on a pre- 144

defined checklist, thereby collecting necessary 145

information from users. 146

• Topic Management: The system is capable 147

of automatically managing topics throughout 148

the dialogue, tracking topic progression, and 149

effectively engaging in discussions centered 150

around the current topic. It performs well in 151

managing various topic changes in complex 152

dialogues. 153

• Versatile: Our system is directly based on 154

LLMs. It can perform well in various sce- 155

narios without requiring any training data, a 156

capability that previous fine-tuning models 157

lack. This system can be easily applied to 158

multiple cases by defining specific predefined 159
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goals and supplementing functions to support160

them.161

• High Extendibility: In this paper, we only162

introduce the basic framework of this AI sys-163

tem aimed at achieving goal-oriented dialogue.164

We have designed the system with ample flex-165

ibility to incorporate additional functions to166

handle tasks in complex scenarios and to meet167

more needs of conversational systems. Be-168

sides, as the foundation model is upgraded,169

the performance of our system will also be-170

come better.171

Given these features, DiagGPT can meet the afore-172

mentioned needs and better engage in professional173

consultation conversations with users in complex174

scenarios. Our main contribution is to make tradi-175

tional LLM-based conversational systems smarter.176

We build on the strong knowledge of LLMs and177

give them more interactive capabilities. Therefore,178

DiagGPT can function like a more intelligent and179

more professional chatbot.3180

2 Related Works181

Goal-Oriented Dialogue systems assist users in182

achieving specific goals, focusing on understanding183

users, tracking states, and generating subsequent184

actions. Task-Oriented Dialogue (TOD) is a185

similar task in which the goal is to accomplish a186

specific objective. Recent work primarily focusing187

on fine-tuning small models. (Wen et al., 2017)188

introduce a neural network-based text-in, text-out189

end-to-end trainable goal-oriented dialogue system190

along with a new way of collecting dialogue data191

based on a novel pipe-lined Wizard-of-Oz frame-192

work. (Wu et al., 2019) propose a Transferable193

Dialogue State Generator (TRADE) that generates194

dialogue states from utterances using copy195

mechanism, facilitating transfer when predicting196

(domain, slot, value) triplets not encountered197

during training. (Feng et al., 2023) propose198

SG-USM, a novel schema-guided user satisfaction199

modeling framework. It explicitly models the200

degree to which the user’s preferences regarding201

the task attributes are fulfilled by the system for202

predicting the user’s satisfaction level. (Liu et al.,203

2023) propose a framework called MUST to204

optimize TOD systems via leveraging Multiple205

3Our code can be found in the supplementary material
and will be made publicly available following the paper’s
acceptance.

User Simulator. (Bang et al., 2023) propose an 206

End-to-end TOD system with Task-Optimized 207

Adapters which learn independently per task, 208

adding only small number of parameters after fixed 209

layers of pre-trained network. All these methods 210

require a considerable amount of data for training 211

and have not yet attained a performance level that 212

is ideal for real-world applications. 213

214

Conversational Systems with LLMs have become 215

popular as the robust capabilities of LLMs have 216

been recognized. (Hudeček and Dušek, 2023) eval- 217

uated the conversational ability of LLMs and found 218

that, in explicit belief state tracking, LLMs un- 219

derperform compared to specialized task-specific 220

models. This suggests that simple LLMs do not 221

have the ability to achieve goal-oriented dialogue. 222

(Liang et al., 2023) proposed an interactive con- 223

versation visualization system called C5, which 224

includes Global View, Topic View, and Context- 225

associated QA View to better retain contextual in- 226

formation and provide comprehensive responses. 227

From another perspective, (Zhang et al., 2023) pro- 228

posed the Ask an Expert framework in which the 229

model is trained with access to an expert whom 230

it can consult at each turn. This framework uti- 231

lizes LLMs to improve fine-tuning small models 232

in GOD. There is minimal work on improving the 233

conversational ability of LLMs. To the best of our 234

knowledge, we are the first to successfully use off- 235

the-shelf LLMs in a multi-agent framework to build 236

a goal-oriented dialogue system. 237

3 Methodology 238

3.1 DiagGPT Framework 239

DiagGPT is a multi-agent and collaborative system 240

composed of several modules: Chat Agent, Topic 241

Manager, Topic Enricher, and Context Manager. 242

Each module is a LLM with specific prompts that 243

guide their function and responsibility. Among 244

these modules, the Topic Manager is particularly 245

important as it tracks the dialogue state and auto- 246

matically manages the dialogue topic. 247

As shown in Figure 2, the workflow of DiagGPT 248

consists of four stages: 1) Thinking Topic Develop- 249

ment: Topic Manager obtain the user query, then 250

analyze and predict the topic development in cur- 251

rent round of dialogue; 2) Maintaining Topic Stack: 252

maintain the topic stack of the entire dialogue ac- 253

cording to action commands from Topic Manager; 254

3) Enriching Topic: retrieve the current topic and 255
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Context Manager

Chat Agent

1. stay_at_the_current_topic
2. create_a_new_topic
3. finish_the_current_topic
4. finish_the_current_topic_and_create_a_new_topic_together
5. finish_the_current_topic_and_jump_to_an_existing_topic_together
6. jump_to_an_existing_topic
7. load_topics_from_a_predefined_task
8. ......

Action List

Action

DiagGPT

User

Response

Query

1. Think Topic Development

3. Enrich Topic

Topic Stack

2. Maintain Topic Stack

4. Generate Response
Current Topic

Figure 2: The framework of DiagGPT. The workflow of DiagGPT consists of four stages: Thinking Topic Develop-
ment, Maintaining Topic Stack, Enriching Topic, Generating Response.

enrich it based on dialogue context; 4) Generat-256

ing Response: based on specific guidance prompt257

and combined it with enriched topic and context to258

generate response for users.259

Besides, we define a topic as the main subject of260

a round of dialogue, which determines the primary261

focus of communication. We also define a task262

as a specific goal that needs to be completed in a263

goal-oriented dialogue. After going through all the264

predefined topics in a dialogue, this specific task265

should be accomplished.266

3.2 Thinking Topic Development267

Topic Manager serves as the main module in268

DiagGPT and is responsible for determining the269

topic development based on the user’s query. In270

each round of dialogue, the system needs to adjust271

the current dialogue topic before providing its re-272

sponse. Therefore, the user’s query is first fed into273

Topic Manager.274

The input to the Topic Manager includes the cur-275

rent user query, action list, the current status of276

the topic stack, and the chat history. It is logical277

for an AI agent to analyze and predict the topic278

development based on this information. Of particu-279

lar importance is the action list stored in the Topic280

Manager. This action list contains various actions281

that serve as tools for the Topic Manager to execute. 282

The Topic Manager has knowledge about the de- 283

tails of each action, how to plan and execute them. 284

Each action corresponds to a program function that 285

executes a specific command. In Python, we use 286

decorator functions to implement this. Whenever 287

Topic Manager receives a user query, it analyzes all 288

the available information and decides which action 289

to execute based on the prompts associated with 290

each action. 291

With the strong understanding and reasoning 292

abilities of LLMs, this AI agent can accurately 293

comprehend the user’s intentions and help to effec- 294

tively engage in communication with the user. 295

3.3 Maintaining Topic Stack 296

After obtaining the output of the action from the 297

Topic Manager, the system will execute the cor- 298

responding command to process and control the 299

topic change, which involves maintaining the topic 300

stack. 301

The topic stack is a data structure in this AI sys- 302

tem that stores and tracks the dialogue state. We 303

consider the progress of a dialogue to have multiple 304

stages or states, and these states follow a first-in, 305

first-out (FIFO) order, which can be effectively 306

modeled using a stack. Although we refer to this 307
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Figure 3: The action of creating a new topic.
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Figure 4: The action of finishing the current topic.

topic storage structure as a stack, this component308

does not strictly adhere to the FIFO rule. This is309

due to the presence of complex dialogue logic, and310

FIFO is merely the most common form of topic de-311

velopment. We will provide a detailed description312

of some operations of this structure in the following313

paragraphs.314

In a diagnosis scenario, a consultant typically315

has a checklist stored in their mind. In many com-316

mon cases, if users do not propose any new ques-317

tions, the dialogue development will follow this318

checklist. After going through all the items in the319

checklist, the consultant can provide reports and320

comprehensive analysis to the users and complete321

the specific task. The action load topics from a322

predefined task is designed to facilitate this process.323

When the function decorated by this action prompt324

is executed, a list of topics from the checklist, will325

be loaded into the topic stack.326

Furthermore, there are other actions commonly327

used to manipulate the topic stack. These actions328

include create a new topic, finish the current topic,329

and stay at the current topic. The create a new330

topic action, as shown in Figure 3, adds a new331

topic to the stack when the user wants to start a new332

topic. The finish the current topic action, shown333

in Figure 4, removes the top topic from the stack334

Topic A

Topic B

Topic N

Topic Stack Status 1

Topic A

Topic B

Topic N

Topic Stack Status 2

jump_to_an_existing_topic

Top

Figure 5: The action of jumping to an existing topic.

when the user no longer wishes to discuss it or the 335

system considers this topic to be closed. The stay 336

at the current topic action indicates that the system 337

determines that it still requires information and 338

needs continuous discussing the current topic, so 339

the topic stack does not change at all. These three 340

basic operations cover most topic change scenarios. 341

Since we only allow one-step reasoning for LLMs, 342

they must select and execute only one action. Other 343

actions are complex changes based on these three 344

basic operations. 345

The jump to an existing topic action, illustrated 346

in Figure 5, allows the user to retrieve and prioritize 347

a previous topic from the stack. 348

This action list can be expanded to accommodate 349

more complex scenarios in goal-oriented dialogues. 350

We have also implemented a mechanism to auto- 351

matically remove redundant topics. After several 352

rounds of dialogue, if a newly generated topic is 353

not recalled, it will be removed. However, this re- 354

moval does not affect any predefined topics from 355

checklist. 356

3.4 Enriching Topic 357

We select the top item in the topic stack as the 358

current topic. However, it cannot be directly used 359

as a chat topic for the Chat Agent to interact with 360

the user. The Topic Enricher is designed to bridge 361

this gap and assist in better organizing the language 362

for use. We initially categorize the topic into Ask 363

user and Answer user. Typically, newly generated 364

topics fall under Answer user, while predefined 365

topics are categorized as Ask user. This distinction 366

helps the system determine whether to answer a 367

user’s question or ask a question in the current 368

round of dialogue. The Topic Enricher takes the 369

output of the Context Manager and the current 370

topic to enrich it into a topic that contains ample 371

information and is contextually appropriate. This 372

enriched topic is then provided to the Chat Agent. 373
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3.5 Generating Response374

With the final topic, the Chat Agent recognizes375

it as the primary topic in this round of dialogue.376

Thus, with context from the Context Manager, it377

can finally generate responses for users. In addition,378

as shown in Figure 9, some retrieved background379

knowledge, instructions, and encouragements will380

also be added into prompts here to further improve381

the response quality.382

3.6 Extendibility383

We have only extracted the most important mod-384

ules in DiagGPT to form a basic framework of a sys-385

tem. These four modules can already implement386

the basic functions of goal-oriented dialogue. In a387

multi-agent AI system, there is a large extendibility.388

For example, an information collector can monitor389

user input and organize information into structured390

data for better future utilization.391

Sometimes, a conversation is aimed at solving392

certain tasks during or after the conversation. When393

a conversation achieves the predefined goal, the sys-394

tem can call more complex programs to meet needs.395

Some tool API calls can also be added into the ac-396

tion list for execution, which means the action list397

is the interface of DiagGPT and can provide many398

plugins to enrich the functions of this AI system.399

This also means that it can expand goal-oriented400

dialogue to task-oriented dialogue by triggering the401

API of certain tasks.402

4 Experiments403

4.1 Setups404

We conduct experiments to demonstrate the per-405

formance of DiagGPT. We first present a complete406

dialogue in the medical consulting process to show407

qualitative results of our AI system. This is then408

followed by a case study of automatic topic man-409

agement, which details the changes in the topic410

stack during the dialogue process.411

In the implementation of our AI system, we em-412

ployed gpt-4 as the base LLM, leveraging its strong413

understanding and reasoning abilities to achieve414

ideal results. We set the decoding temperature of415

all LLMs in our AI system to 0 to ensure more sta-416

ble task execution. We provide detailed prompts in417

our AI system. The main prompts of the AI agent418

are shown in Figure 9, while Figure 10 displays the419

prompts for all actions in the action list. In these420

prompts, {variable} in blue indicates that the slot421

needs to be filled with the corresponding variable422

Dialogue Example in Medical Consulting

I am ill and I want to conduct a diagnosis.

Hi, I‘m a medical AI expert. I’m mainly here to guide you through your medical
consultations. You may also ask me questions related to the medical field. You can 
start by I am ill, and I want to conduct a diagnosis.

------------- START -------------

I'm sorry to hear that you're not feeling well. To help you better, I need to gather 
some information about your demographic and lifestyle. Can you please tell me your 
age, gender, occupation, and daily habits? This will help me understand your living 
environment and potential health risk factors.

I am a 35-year-old male working in an office environment. I usually sit for long hours 
during the day, and I have a sedentary lifestyle. I try to exercise occasionally, but not 
regularly. I don't smoke, and I drink alcohol occasionally.

Thank you for providing your information. It's helpful to know your background as it 
can influence your health. Now, let's focus on your primary symptoms and concerns. 
Can you please describe your chief complaint (e.g., headache, fever, cough, etc.) and 
any other symptoms you are experiencing? This will help me better understand your 
condition and provide appropriate guidance.

I have been experiencing persistent headaches for the past few days, along with a mild 
fever and a dry cough. I also feel fatigued and have a general feeling of weakness.

I'm sorry to hear that you're experiencing these symptoms. Based on your description, it's 
important to consider the onset and duration of your symptoms to assess their severity and 
potential causes, especially given your sedentary lifestyle and office work environment.

1. From a theoretical standpoint, your symptoms could be related to various conditions, such 
as a viral infection, stress, or tension headaches. It's essential to gather more information to 
narrow down the possibilities.

2. Considering your sedentary lifestyle and office work environment, it's crucial to ensure 
that you maintain proper posture while sitting and take regular breaks to stretch and move 
around. This can help alleviate tension headaches and improve your overall well-being.

3. To better understand your situation and provide more accurate guidance, I need to ask 
you a few more questions:
- When did your symptoms first start?
- Have your symptoms been constant or intermittent?
- Have you noticed any triggers or patterns related to your symptoms?
- Have you taken any medications or treatments to alleviate your symptoms, and if so, have 
they been effective?

Please provide this information so that I can further assess your condition and offer 
appropriate advice.

My symptoms started about a week ago. They have been constant, but the intensity of the 
headache seems to increase in the late afternoon and evening. I haven't noticed any specific 
triggers for my symptoms. I have been taking over-the-counter pain relievers for the 
headaches, which provide temporary relief, but the headaches return after a few hours. I 
haven't taken any medication for the fever or cough.

Thank you for providing more details about your symptoms. Based on the information 
you've shared:

1. Theoretically, your symptoms could still be related to various conditions, such as a viral 
infection, tension headaches, or even sinus issues. The constant nature of your symptoms 
and the fact that they started about a week ago suggest that it might be more than just 
stress or poor posture.

2. Given your situation, I would recommend the following steps:
- Continue taking over-the-counter pain relievers as needed for your headaches, but be 
cautious not to exceed the recommended dosage.
- Make sure to stay hydrated and get adequate rest to help your body recover.
- Monitor your fever and cough. If your fever persists or worsens, or if your cough becomes 
more severe or produces mucus, it's essential to take further action.
- Try to incorporate some light exercise or stretching into your daily routine to help alleviate 
tension and improve your overall well-being.

3. To further assess your condition, I would like to know:
- Have you experienced any changes in your vision, hearing, or balance?
- Have you had any recent exposure to someone who was sick or had similar symptoms?
- Are you experiencing any other symptoms, such as body aches, chills, or nasal congestion?

Please provide this information so that I can better understand your situation and offer 
more accurate guidance.

I haven't experienced any changes in my vision, hearing, or balance. I don't recall being in 
close contact with anyone who was sick or had similar symptoms recently. As for other 
symptoms, I do have some body aches and occasional chills, but no nasal congestion.

Thank you for providing more information about your symptoms. Based on your 
description:

1. Theoretically, your symptoms, including persistent headaches, mild fever, dry cough, 
body aches, and chills, could be indicative of a viral infection, such as the flu or a mild 
respiratory infection. The absence of nasal congestion and recent exposure to sick 
individuals makes sinus issues less likely.

2. In your situation, I would recommend the following steps:
- Continue taking over-the-counter pain relievers as needed for your headaches and body 
aches, but be cautious not to exceed the recommended dosage.
- Get plenty of rest and stay hydrated to help your body recover.
- Monitor your symptoms closely. If your fever persists or worsens, or if your cough 
becomes more severe or produces mucus, it's essential to take further action.
- Practice good hygiene, such as washing your hands frequently and covering your mouth 
when coughing, to prevent the potential spread of infection.

3. To better understand your condition and provide more accurate guidance, please let me 
know:
- Have you received a flu vaccine this year?
- Are you experiencing any shortness of breath or difficulty breathing?
- Have your symptoms improved, worsened, or remained the same over the past week?

Please provide this information so that I can further assess your condition and offer 
appropriate advice.

Figure 6: A dialogue example in the medical consulting
scenario. The AI system acts as a real doctor in our
daily life.

text. Once filled, these prompts can be fed into 423

the LLMs to generate responses. Some of these 424

slots facilitate information interaction between AI 425

6



I haven't received a flu vaccine this year. I haven't experienced any shortness of breath or 
difficulty breathing. My symptoms have remained mostly the same over the past week, with 
no significant improvement or worsening.

Thank you for providing more information about your symptoms and their progression. 
Based on your description:

1. Theoretically, it seems likely that you are dealing with a viral infection, such as the flu or a 
mild respiratory infection. The fact that you haven't received a flu vaccine this year and your 
symptoms have remained mostly the same over the past week supports this possibility.

2. In your situation, I would recommend the following steps:
- Continue taking over-the-counter pain relievers as needed for your headaches and body 
aches, but be cautious not to exceed the recommended dosage.
- Get plenty of rest and stay hydrated to help your body recover.
- Monitor your symptoms closely. If your fever persists or worsens, or if your cough becomes 
more severe or produces mucus, it's essential to take further action.
- Practice good hygiene, such as washing your hands frequently and covering your mouth 
when coughing, to prevent the potential spread of infection.

3. Since your symptoms have not significantly improved or worsened over the past week, it's 
important to keep an eye on their progression. If your symptoms do not improve within the 
next few days or if they worsen, please reach out to me for further guidance. Additionally, if 
you develop any new symptoms or have concerns about your condition, don't hesitate to 
contact me for advice.

Thank you for your advice. I will follow the recommendations you provided and monitor my 
symptoms closely. If my condition does not improve or worsens, I will reach out for further 
guidance.

Thank you very much!

You're welcome! If you have any further questions or concerns related to your health, please 
don't hesitate to ask. I'm here to help you with any medical advice you may need. Take care and 
stay healthy!

You're welcome! I'm glad I could help. Remember to follow the recommendations and monitor 
your symptoms closely. If your condition does not improve or worsens, please don't hesitate to 
reach out to me for further guidance. I'm here to assist you with any medical concerns you may 
have. Take care and I hope you feel better soon!

------------- RESTART -------------

Dialogue Example in Medical Consulting (cont'd)

Figure 7: The continued dialogue example in the medi-
cal consulting scenario.

systems.426

We do not and cannot evaluate our system quanti-427

tatively. The test data for user queries is generated428

by another gpt-4 model, which we design some429

prompts to guide. We do not evaluate our system430

using any goal-oriented dialogue datasets, like Di-431

aloGLUE(Yadav et al., 2019; Moghe et al., 2023),432

as DiagGPT is an open system that largely depends433

on AI consciousness combined with prompt instruc-434

tion for output. We do not need to train our systems435

like fine-tuning models. Instead, we only need to436

provide a topic checklist and improve the instruc-437

tion of the AI system to achieve ideal results, which438

are difficult to compare using quantitative metrics.439

However, qualitative experiments can fully show440

the ability and excellent performance of DiagGPT.441

4.2 Qualitative Results442

Figure 6 and Figure 7 present a complete dialogue443

demonstration in the medical consulting process.444

This is a medical diagnosis where the task is to445

help the patient identify the cause and give advice.446

Medical consulting is not a pure open-end question-447

answering. Because patients usually lack extensive448

medical knowledge, they rely on doctors to instruct449

them to give their personal information. There-450

fore, users can experience a real doctor, not a dull451

medical question-answering machine. The user452

acts as a patient, while the AI emulates a doctor,453

initially collecting information and gradually pro-454

I am ill and I want to conduct a diagnosis.

Of course, I'm here to help. To start, could you please describe your symptoms in detail? For 
example, what kind of discomfort are you experiencing, how long have you been feeling this way, 
and have you noticed any other changes in your health? This information will help me guide you 
through a comprehensive symptom analysis.

Doctor, I have been experiencing some symptoms recently and I'm concerned that I might 
have contracted COVID-19. Could you please advise me on the necessary tests and 
precautions I should take?

I understand your concerns. First, let's go through your symptoms. COVID-19 symptoms can 
range from mild to severe and may appear 2-14 days after exposure to the virus. The most 
common symptoms include fever, cough, and difficulty breathing. Other symptoms can 
include fatigue, body aches, loss of taste or smell, sore throat, congestion, nausea, or diarrhea. 

If you're experiencing any of these symptoms, it's important to get tested for COVID-19. You 
can do this at a local testing center, a healthcare provider's office, or by using a home testing 
kit. 

In terms of precautions, it's crucial to isolate yourself from others to prevent the spread of the 
virus. Wear a mask if you need to be around others, wash your hands frequently, and clean 
and disinfect frequently touched surfaces daily.

Could you please tell me more about the symptoms you're experiencing and their duration? 
This will help me provide a more accurate analysis.

Dialogue Example in Medical Consulting (COVID-19)

Figure 8: A dialogue example in the medical consulting
scenario when user ask some questions about COVID-
19.

viding advice to the patient. The main dialogue 455

development follows the checklist: Basic infor- 456

mation, Chief complaint, Duration of symptoms, 457

Severity of symptoms, which are also predefined 458

topics. 459

Due to space constraints in this paper, we cannot 460

present more dialogue examples. However, this 461

demonstration has already showcased the robust 462

conversational ability of the DiagGPT, which can 463

actively ask questions and guide the user to the final 464

goal of the task, thereby achieving goal-oriented 465

dialogue. It simulates many real consulting scenar- 466

ios. Other chat models, such as ChatGPT, cannot 467

achieve this performance. They usually just answer 468

user questions and find it challenging to complete 469

specific goals, even with elaborated prompts. 470

4.3 Case Study of Automatic Topic 471

Management 472

The core capability of DiagGPT is to automatically 473

manage topics throughout the dialogue, which is 474

the function and primary responsibility of Topic 475

Manager. Figure 6 and Figure 7 illustrate the pri- 476

mary checklist progression. The topics from the 477

checklist are retrieved and discussed sequentially, 478

demonstrating the action of finishing the current 479

topic. When the conversation reaches the severity 480

of symptoms, we observe that the dialogue topic 481

remains here in several rounds of dialogue, allow- 482

ing the system to have time on understanding the 483

user’s conditions. This mirrors real-world scenar- 484

ios where users do not provide enough information 485

for the doctor. The action of creating a new topic is 486

shown in Figure 8. Here, the user actively consults 487

the system with some information about COVID- 488

7



19 to check symptoms. We observe that the AI489

generates a new topic about COVID-19 and dis-490

cusses this, rather than rigidly following the check-491

list. These results all demonstrate the effectiveness492

of Topic Manager. These case studies fully embody493

the AI’s flexible understanding ability, demonstrat-494

ing its adept handling of different situations, closely495

mirroring real-world interactions.496

5 Conclusion497

In this paper, we propose DiagGPT, a multi-agent498

and collaborative AI system designed to complete499

goal-oriented dialogue tasks. The principle of our500

system is to leverage the strong understanding and501

reasoning capabilities of Large Language Models502

to design an AI agent that can automatically man-503

age topics and track dialogue state. Therefore, our504

system can accurately understand users’ intentions505

and help them to complete some specific tasks.506

DiagGPT demonstrates the unlimited potential of507

LLMs in more complex dialogue scenarios, such508

as goal-oriented dialogues, benefiting society by509

applying AI in various scenarios.510

As previously mentioned, DiagGPT has ample511

room for extending its functionality. We aim to512

explore how to better serve users by combining the513

robust capabilities of LLMs. Moreover, we believe514

that the construction of LLM-based multi-agent515

systems signifies the future of AI development. We516

hope that the design of our system can inspire the517

development of more sophisticated AI applications518

and pave the way for LLMs towards more advanced519

AI systems.520

Limitations521

Hallucination. Hallucination is a major concern522

when it comes to the response of LLMs. Some523

individuals argue that LLMs cannot be utilized524

in serious scenarios such as healthcare or legal525

domains due to hallucinations. Besides, we ac-526

knowledge that there are some harmful responses527

from LLMs. On one hand, this paper does not528

primarily focus on mitigating hallucination. On529

the other hand, significant progress has been530

made in reducing hallucination of LLMs through531

various other studies. Thus, the application of532

this conversational system still holds immense533

potential in real-life situations.534

535

Cost and Efficiency. DiagGPT involves multiple536

LLMs. In just one round of dialogue with a537

single user query, all of these LLMs need to 538

run with elaborated prompts, which is quite 539

costly. Compared to simpler dialogue systems 540

that involve just one LLM interacting with users, 541

DiagGPT requires internal interactions among AI 542

agents, thus taking more time to provide user 543

feedback. Furthermore, AI agent in our system 544

requires strong understanding and reasoning 545

abilities, necessitating a robust and large-scale AI 546

to maintain these capabilities. This also increases 547

the overall system cost. However, we believe that 548

with the future development of AI infrastructure, 549

these issues could be mitigated. 550

551

Stability. The performance of DiagGPT is not as 552

stable as some rule-based or fine-tuned dialogue 553

models. The main issue arises when the Topic 554

Manager decides the direction of dialogue devel- 555

opment. It requires a strong understanding and 556

reasoning ability from the AI, or else it may lead to 557

system instability. Additionally, for every different 558

applied scenario, meticulous and detailed prompt 559

adjustments of the AI system are needed. Given 560

the risk of LLMs’ output, some post-processing of 561

responses is also required. Nevertheless, DiagGPT 562

maintains unlimited potential for dialogue systems. 563

With stronger AI in the future, dialogue systems 564

could improve significantly and become more 565

human-like. 566

567

Limited Experiments. We are unable to conduct 568

quantitative experiments to demonstrate the perfor- 569

mance of DiagGPT in the most direct manner, as 570

we previously mentioned due to its inherent char- 571

acteristics. Additionally, the scope of the results 572

obtained from quantitative experiments is limited. 573

Although we provide only one usage example in 574

medical consulting, our system can also exhibit 575

similarly impressive performance in legal and nu- 576

merous other scenarios because of the extensive 577

knowledge from LLMs. The basic operational pro- 578

cesses in different applications are the same. More- 579

over, through careful observation of the responses 580

generated by DiagGPT, we can discern that each 581

module effectively fulfills its role, thus showcasing 582

its overall strong performance. 583
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Prompt of Chat Agent
You are a very good and famous doctor and AI medical expert who works for patients. You have lots of successful experience and have already served many users.
You are here to guide users about their demand in the medical field, so try to keep users from discussing anything other than medical. Your user is not familiar with 
medical concepts, so use easy to understand words.
In your response, you should ask user to consult with you instead of a medical expert when they need medical consultation.
You have been trained to be a very good medical expert. Never ask user to consult with a medical expert!
Never ask user to consult with a medical expert!
Never ask user to consult with a medical expert!

Your current dialogue topic is: {current_topic}
NOTE: you must always focus on this topic in this round of dialogue!
If current topic is asking the user, you should ask the user about it concretely and directly.
If current topic is answering user:', your answer should contain three parts: 1. General answer from theoretical analysis, 2. Specific suggestions to users based on 
user scenarios, 3. Ask the user for some information to clarify the question, so as to further better answer the question.
If current topic is completing a goal, you should directly give a comprehensive and detailed answer based on the chat history to meet the final goal.

The overview of your current task in the entire dialogue is: {task_overview}
The final goal of your current task in the entire dialogue is: {final_goal}
NOTE: you should always try to lead dialogue topic development to this goal, avoid going off topic, and complete this goal finally.

###### General Knowledge START ###### 
(NOTE: these materials are from other scenes for reference, and should not be considered as part of user information)
{background_context}
###### General Knowledge END ######

###### User Knowledge START ######
(These information are provided by the user)
{user_context}
###### User Knowledge END ######

###### Chat History ######
{chat_history}

Current conversation:
User: {human_input}
AI (Medical Expert): (If users ask a question, remember to give concrete and specific suggestions based on user scenarios. Never ask users to consult with a medical 
expert because you are already a very good and famous medical expert!)

Prompt of Topic Manager

Prompt of Topic Enricher

Your objective is to manage dialogue topic in the dialogue between a AI medical expert and a user.
The dialogue topics are always about the medical field. If you can effectively manage topics, the AI medical expert can have a better dialogue with users
You now have a topic list which contains all existing topics in the entire dialogues in order, which are delimited by triple backticks: ```{topic_list}```.

In this topic list, topic are separated by semicolon (; ) in the topic list, and a topic includes the content in parentheses (())!
The current dialogue topic is the last topic in the topic list, which is {current_topic}.
In general, when you finish the current topic, the next dialogue topic is the second to last in the topic list.
In general, topic development usually follows the reverse order of the list, unless the user needs to create some new topics.

You need to manage dialogue topics as best as you can using the following tools: 

{tool_description}

###### AI medical expert Chat History START ###### (you can consider previous chat history between the AI medical expert and the user)
{chat_history}
###### AI medical expert Chat History END ######

You must use the following format, including User Input, Thought, Action, Action Input, and Observation:

User Input: the input from the user
Thought: comment on what you want to do next
Action: the action to take, exactly one element of [{tool_names}]
Action Input: the input to the action (if you are using a tool without input, Action Input should be None)
Observation: the result of the action (STOP here)

###### STOP ###### (just think one round, after give Observation, you must STOP! STOP! STOP!)

Begin!

User Input: {human_input}
Thought: (HINT: focus on the last output of AI medical expert the current input of the user)

Your objective is to enrich dialogue topics between a AI medical expert and a user. I will give you an original and simple topic, and you need to give me an enriched 
topic based on the original one and my needs.
The new enriched topic will be used by a AI medical expert, which is also trained from ChatGPT, like you. This topic can be thought of as a prompt. The AI medical 
expert need to first understand the new topic and then talk to users about this topic.
If you give a better topic to the AI medical expert, it can have a better dialogue with users, so craft the best possible topic (prompt) for my needs.

Make sure that the AI medical expert can understand it easily!
Your new topic needs to for AI medical experts to tell it what to do, not users!
Your new topic needs to for AI medical experts to tell it what to do, not users!
Your new topic needs to for AI medical experts to tell it what to do, not users!

You need to consider previous chat history with the user to detail and improve the original topic:
###### Chat History START ###### (NOTE: do not use chat history in your topic directly)
{chat_history}
###### Chat History END ######

Provide your new topic. Your new topic is limited to 120 words. Remember your new topic needs to for AI medical experts to tell it what to do, not users!

Begin!

Original Topic: {original_topic}
New Topic:

Figure 9: The prompts of Chat Agent, Topic Manager, Topic Enricher. We have included instructions to guide
the AI in becoming a knowledgeable medical expert, making it applicable in medical dialogue scenarios. These
instructions can be modified to suit other scenarios.
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Prompt of Actions
name='Stay At the Current Topic',
description=‘useful when you think the user still want to stay at the 
current topic and will talk more about this topic. This tool does not 
have any input.'

name='Create a New Topic',
description='useful when you think the user starts a new topic which is 
different from the current topic, and will discuss this topic next. If 
you want to create a new topic, but the new topic is similar to the 
current topic, please do not use this tool and use the tool: Stay At 
the Current Topic. If you want to create a new topic, but the new topic 
is similar to an existing topic on the topic list , please do not use 
this tool and use the tool: Jump To Another Topic. The input to this 
tool should be a string representing the name of the new topic.'

name='Finish the Current Topic',
description='useful when you think the user has already known about 
the answer of current topic and wants to finish the current topic, or 
the user has already answered the question you ask in the current 
topic. or the user does not want to talk more about the current topic 
and wants to finish it This tool does not have any input.’

name='Finish the Current Topic and Create a New topic Together',
description='useful when you think the user want to finish the current 
topic and create a new topic in one round of dialogue. If you want to 
create a new topic, but the new topic is similar to an existing topic 
on the topic list, please do not use this tool. The input to this tool 
should be a string representing the name of the new created topic.’

name='Finish the Current Topic and Jump To an Existing Topic 
Together',
description='useful when you think the user want to finish the current 
topic and jump to an existing topic in one round of dialogue. The 
input to this tool should be a string representing the name of an 
existing topic in the topic list, which must be one topic from the 
topic list'

name='Jump To an Existing Topic',
description='useful when you think the user wants to jump to an 
existing topic (recall a previous topic) which is in the topic list.'
'The input to this tool should be a string representing the name of an 
existing topic in the topic list, which must be one topic from the 
topic list’

name='Load Topics From a Predefined Task',
description=‘useful when you think the user starts a predefined task (a complex topics group). All predefined task includs: (separated by comma): 
’ + ‘, ’.join(predefined_tasks.keys()) + ‘A predefined task contains a group dialogue topics we define for you, you should distinguish it from 
topics which are already in topic list. The input to this tool should be a string representing the name of a predefined task, which must be from 
(separated by comma): ’ + ‘, ’.join(predefined_tasks.keys()) + 'You can just use this tool once.'

Figure 10: The prompts for different actions are used to define specific program functions that correspond to their
respective actions and instruct when to execute them.
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