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Abstract

We aim to provide a unified convergence analysis for permutation-based Stochas-
tic Gradient Descent (SGD), where data examples are permuted before each
epoch. By examining the relations among permutations, we classify existing
permutation-based SGD algorithms into three categories: Arbitrary Permutations,
Independent Permutations (including Random Reshuffling and FlipFlop [Rajput
et al.,|2022]]), Dependent Permutations (including GraBs [Lu et al.| |2022a}; |Cooper
et al.,[2023])). Existing unified analyses failed to encompass the Dependent Permu-
tations category due to the inter-epoch permutation dependency. In this work, we
propose a generalized assumption that explicitly characterizes the dependence of
permutations across epochs. Building upon this assumption, we develop a unified
framework for permutation-based SGD with arbitrary permutations of examples,
incorporating all the existing permutation-based SGD algorithms. Furthermore,
we adapt our framework for Federated Learning (FL), developing a unified frame-
work for regularized client participation FL with arbitrary permutations of clients.

1 Introduction

We study the finite-sum minimization problem

mineg [1() = & S0Zg Sal0)] 0

where d denotes the dimension of the model parameter vector, N denotes the number of the local
objective functions { f,,} and each f,, : R? — R is assumed to be differentiable.

1.1 Initial Motivation: Example Ordering in Permutation-based SGD

Permutation-based SGD. One popular way to solve problem is Stochastic Gradient Descent
(SGD). It updates the parameter vector iteratively according to the rule

Xn+1 =x" - ’Yv.fﬂ'(n) (Xn)7

where v denotes the step size and 7(n) denotes the index of the local objective function at itera-
tion n. For classic SGD, 7(n) is chosen uniformly with replacement from {0,1,..., N — 1}; for
permutation-based SGD, 7(n) is the (n + 1)-th element of a permutation 7 of {0,1,..., N — 1}.
Due to its simple implementation and empirical superiority [Bottoul [2012], permutation-based SGD
has garnered more attention recently. The first topic of this paper is the convergence analysis of
permutation-based SGD (Algorithm T)).

*Yipeng Li was with Beijing University of Posts and Telecommunications.
TCorresponding authors.

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



A measure of the quality of the permutation of examples. The convergence rate of permutation-
based SGD is determined by the permutations of examples. Thus, to study it, we need a measure of
the quality of the permutation of examples. Note that we say that a permutation is good if it leads
to a high convergence rate of permutation-based SGD, and vice versa. For a small finite step size -,
the cumulative updates in any epoch q are

N-1
Xg+1 — Xg = —’yNVf(Xq) + 72 Z Z VQfﬂ(n)(Xq)Vf(xq)

n=0 i<n

optimization vector

N-1
+ '72 Z Z vgfﬂ(n)(xq) (vfﬂ'(z)(xq) - Vf(Xq)),

n=0 i<n

error vector

where this equation is from [Smith et al.| [2021, Equation (13)] (we replace = with ~ as we omit
O(v3N?)), and it can be proved by Taylor expansion. Here, we additionally assume that each f,,
is twice differentiable. The optimization vector is beneficial; the error vector is detrimental and
depends on the order of examples. Thus, the goal is to suppress the error vector (for instance, we
use Lebesgue 2-norm for both vectors and matrices):

N-1
|[Error vector|| <~ Z Hv2f7r(n) (Xq>H Z (Vfry(xq) = Vf(xq))|| < VLN ¢y,
n=0 i<n

where the last inequality is due to L-smoothness (see Deﬁnition and Deﬁnition (here, p = 2).
Definition 1 (Order Error, Lu et al.[[2022bla]]). The order error gz_Sq in any epoch q is defined as

n—1

D (Ve (%) = VF(%))

1=0

o= 1 90 =

P

This implies the order error ¢, can be used as a measure of the quality of the permutation of
examples: a smaller éq means a faster convergence rate, and a better permutation, and vice versa.
Even though the order error is proposed in Lu et al.| [2022b]], where the authors justified its validity
on synthetic experiments empirically, the rationale behind it (that is, the above analysis) has not been
well understood until this work.

Existing permutation-based SGD algorithms. Based on the relations among permutations, we
classify the existing permutation-based SGD algorithms into the three categories.

* Arbitrary Permutations (AP): Permutations are generated without any specific structure, allow-
ing for completely arbitrary permutations for all epochs.

* Independent Permutations (IP): Permutations are independent across epochs.

— Random Reshuffling (RR): The permutation in each epoch is generated randomly.

— FlipFlop [Rajput et al.| 2022]): See Appendix [F3|for details.

— Greedy Ordering [Lu et all 2022b; [Mohtashami et al., 2022]: The permutation in each
epoch is generated by a greedy algorithm.

* Dependent Permutations (DP): Permutations are dependent across epochs, with the permutation
in one epoch affected by the permutations in previous epochs (explicitly).

— One Permutation (OP): The initial (first-epoch) permutation is used repeatedly for all the
subsequent epochs. When the initial permutation is arbitrary, it is called Incremental
Gradient (IG); when the initial permutation is random, it is called Shuffle Once (SO).

— GraBs: It includes GraB [Lu et al., 2022a] and PairGraB [Lu et al.} |2022a}; |Cooper et al.,
2023]]. In particular, GraB has been proven to outperform RR, and even be a theoretically
optimal permutation-based SGD algorithm [Cha et al.l 2023|]. See Appendix |C|for details.




For Greedy Ordering and OP, as done in prior works (see Lu et al.|[2022b]] for Greedy Ordering and
Mishchenko et al.|[2020] for OP), we use the bound of AP as their bounds (The bound of AP applies
to all the other algorithms.) and will not discuss them in the remainder of this paper.

A more general assumption. For AP or IP, the relation among permutations is arbitrary or inde-
pendent, and thus we can bound the order error for any epoch and then apply this bound for all the
epochs. To deal with these categories, [Lu et al.| [2022b] proposed Assumption [I] (Lu et al| [2022b]
considered an interval of arbitrary length, not necessarily an epoch.).

Assumption 1 (Lu et al.|[2022blal]]). There exist nonnegative constants B and D such that for all
X4 (the outputs of Algorithml|l),

(84)° < B[V F(x)|? + D.

By proving that Assumption |1| holds for AP and IP with specific values of B and D (under some
standard assumptions in SGD), prior works [Lu et al., 2022b; Mohtashami et al., 2022} [Koloskova
et al.,|2024] successfully incorporate them into one framework. However, none of the unified frame-
works of permutation-based SGD has successfully incorporated DP. The main reason for the failure
can be that, existing works implicitly deal with the order error ¢, separately across epochs (as in
Assumption [T)), while in DP (in particular, GraBs), the example orders across consecutive epochs
are dependent. This limitation sparked our initial motivation for this work—to develop a unified
convergence analysis framework of permutation-based SGD that includes DP.

To achieve this, we propose a more general assumption (Assumption [2)) than Assumption [T}

Assumption 2. There exist nonnegative constants {A; }!_,, { B;}{_, and D such that for all x, (the
outputs of Algorithm([I)),

(6)” <" A (Sg-)" + D Bi IV f(xq-)II* + D.
=1

=0

This assumption explicitly characterizes the dependence between permutations across different
epochs. In particular, when A; = 0 and B; = O forall ¢ € {1,2,...q}, it reduces to Assumption
Our analytical framework transforms the task of obtaining the algorithm’s bound into proving that
Assumption 2 holds. Especially for DP, the task is to identify the relation between order errors. For
instance, for GraBs, the main task is to establish the relation between ¢, and ¢,_; for g > 1.

1.2 New Challenges: Client Ordering in FL with Regularized Client Participation

FL with regularized client participation. Federated Learning (FL) [McMahan et al.l 2017] is
one of the most popular distributed machine learning paradigms, which aims to learn from data dis-
tributed across multiple clients while ensuring data security and privacy. In cross-device FL [Kairouz
et al., [2021]], only a small fraction of clients can participate in the training process simultaneously.
FL with regularized client participation (regularized-participation FL) is one realistic participation
pattern, where each client participates once before any client is reused, which can be caused by
diurnal variation [Eichner et al.l [2019]. Wang and Ji| [2022] and |Cho et al.| [2023]] showed that the
regularized participation pattern is better than the vanilla participation pattern [[Yang et al., 2021]].
The second topic of this paper is the convergence analysis of FL with regularized participation (Al-

gorithm 2)).

New challenges. Equation (1)) is also the problem of FL if the local objective functions f,, represent
the clients (In contrast, in SGD, the local objective functions represent the examples.). This correla-
tion raises one important question: Is it possible to apply the example ordering algorithms in SGD to
client ordering in FL.? The answer is affirmative; in fact, prior works [Cho et al.| 2023} Malinovsky
et al., 2023a] have taken a first step toward this. In this paper, we aim to advance this line of work
by developing a unified framework of regularized-participation FL with arbitrary permutations of
clients. Compared to SGD, the main challenges of FL lie in the following two aspects:

1. Partially parallel updates. In a round of federated training, the selected clients are in parallel.
2. Local updates. It performs multiple local updates on each local objective function.

(1) The first challenge causes that ng (for SGD) cannot be applied in FL. To address it, we introduce
anew order error ¢, for FL in Deﬁnition (i1) The second challenge causes that we can only access



the pseudo-gradients (that is, p;; in Algorithm 2)) of the local objective functions, instead of the true
gradients, which complicates our analysis largely.

Definition 2. The order error ¢, in any epoch q in FL is defined as

v(n)—1
pg = max Qo =1 Y (Vi) (xq) = VF(x0) || ¢
nG[ ] =0 )
where v(n) = %] - S and S > 2 denotes the number of selected clients in each round (see

Algorithm . The main difference compared to g{)q is highlighted in red.
1.3 Main Contributions

The main contributions are as follows:

* Example ordering in SGD (Section[3). We propose a more general assumption (Assumption [2))
to bound the order error, which explicitly characterizes the dependence between permutations
across different epochs. Based on it, we develop a unified framework for permutation-based
SGD with arbitrary permutations of examples, which is the first unified framework that includes
DP. We prove that all the existing permutation-based SGD algorithms can be incorporated into
our framework.

* Client ordering in FL with regularized participation (Section ). We develop a unified frame-
work for regularized-participation FL with arbitrary permutations of clients, which is the first
unified framework that focuses on client ordering. In particular, we propose FL-GraB to accel-
erate the training of FL.

2 Related Works

Detailed related works are deferred to Appendices[A]and|[C]

2.1 Permutation-based SGD

Table 1: Existing unified analyses of permutation-based SGD and their upper bounds (of conver-

gence rates). Numerical constants and polylogarithmic factors are hided. We translate all the bounds
with our notations, assumptions, and step size choice. We let v = 0 in Assumption 3|for comparison.

Alg. Lu et al. [2022b] Koloskova et al.|[2024] This work
weae s () e () A (45)' e ()’
p RR e (%)7 AP Lh (LFTQW*)*
FlipFlop — _ % 4 < ”&7{2@ )%
DP GraBs - _ LF0+(LEOCF0<)% n (Lzﬁg{]g)%'s)

' Tt uses a stronger assumption than|Lu et al.|[2022b] and ours, equivalent to Assumption with a=0.

% For a clearer comparison with other bounds, we keep “N” in both numerators and denominators in the bounds of AP.
® Here, a A b represents min{a, b}.

4 [Koloskova et al. [2024] used the bound of AP as the bound of RR.

> For GraBs (that is, GraB-proto, GraB, PairGraB), L = L 4 L3 o + Lo. See Definition for L, L3 oo and L.

Convergence analyses of permutation-based SGD. The most relevant works are the unified anal-
yses [Lu et al.,[2022b} [Koloskova et al., [2024]], which are summarized in Table m

* AP. For AP, the best bound is from [Koloskova et al.|[2024]. (i) Their advantage lies in the first
term, which is not dominant when the number of epochs @ is large. (ii) They bound the order
error over a period of @(,%L), rather than an epoch, which complicates the analysis of other
algorithms largely. For example, even for RR, their bound is worse than the other works.

e IP. (i) For RR, [Lu et al|[2022b] and this work achieve the same convergence rate, which
matches the baseline [Mishchenko et al.l [2020]. (ii) Besides, this work includes FlipFlop for
the first time, showing that FlipFlop can achieve the same rate as RR.



¢ DP. For GraBs, this work includes GraBs for the first time. Besides, Our bounds (for GraBs)
match the original bounds of GraBs [Lu et al.l 2022a; (Cooper et al., [2023|] under a weaker
assumption (Assumption 3).

2.2 FL with Regularized Client Participation

Convergence analyses of FL with regularized client participation. The convergence analy-
ses of regularized-participation FL have been studied in Wang and Ji| [2022]], |Cho et al.| [2023]]
and Malinovsky et al.| [2023a], where Wang and Ji| [2022] and |Cho et al.| [2023]] consid-
ered regularized-participation FL. with AP (FL-AP) and Malinovsky et al.| [2023a] considered
regularized-participation FL. with RR (FL-RR). This work aims to develop a unified framework
that includes these cases. Since |Cho et al.| [2023]] considered the p-PL condition and Malinovsky
et al.| [2023a] considered the j-strongly convex objective functions, we next translate our bounds
(non-convex) with PL condition (see Appendix [G.3). Table [2] shows that our bounds match the
existing bounds when the optimization term (the first term) is omitted (when @ is large).

Table 2: Existing upper bounds (of f(xg) — fi) for regularized-participation FL algorithms. Nu-
merical constants and polylogarithmic factors are hided. We set 7 = 1 (in Algorithm[2) and o« = 0
(in Assumption [3) for comparison. See Appendix[G.3]

Alg. Prior works This work (unified framework)
2q2 2 2 2 2g2 2 2 2
FL-AP 335 + B38e + L0 Foexp (-42) + K&% + &5

KNL1 2g2 2 2 2g2_ 2 2 2
FL-RR  LFexp (—“ LSQ)+A§J§2Q2 +M£NQ2 Foexp< “Q)+M—zgy+ﬁ

2 SQ 2 L2 2
FL-GraB - (FO n %> exp @%) 4 oed | Taet
' It’s from|Cho et al.|[2023]’s Theorem 2. The difference in the first term can be due to the step size choice.
2 It’s from Malinovsky et al.|[2023a]’s Theorem 6.1. The difference in the optimization term is because they consider

p-strongly convex objectives (in contrast, we consider PL condition), and use the advanced technique of shuffling
variance in Mishchenko et al.|[2020].

2.3 Preliminaries of GraBs
The goal of GraB (including other variants) is to find a permutation to minimize the order error gz_Sq =
max,c(n] HZ?;J (Vfﬂq(i) (xq) — Vf(x4)) H (Notably, in GraBs, ¢, is defined by |[|-|| ), which

is aligned with the goal of herding [Welling| 2009]. With this insight, [Lu et al.[[2022a] proposed
GraB (to produce good permutations online) based on the theory of herding and balancing [Harvey

and Samadi, 2014; |Alweiss et al., 2021]. Consider N vectors {z, }.—; such that Z o zZ, =0
and ||z, || < 1. Then, GraB apphes the process of balancing and then reordering.

+ Balancing. For any permutation 7, assign the signs {€,, } '~} (¢,, € {1, +1}) to the permuted
VECtors {Z (n) }7]:7;01 using the balancing algorithms (such as Algorithm [3|in Appendix .

* Reordering. With the assigned signs and the old permutation 7, produce a new permutation 7’
by the reordering algorithm (that is, Algorithm [d]in Appendix [C).

Then, Lemma 3] (in Appendix [D) proves that the following equation holds:

n—1 n—1 1
max E Zrr(i) < — max E Z (i) +—-  max E €iZx (i) , 2)
ne[N] || 4 2 ne[N] || 4 2 nelN]
=0 oo =0 00
the new herding error the old herding error :@(1)) if {e; } are assigned by Alg.

where we call the three terms, the herding error under 7’ (new), the herding error under 7 (old), and
the signed herding error under 7, respectively. Equation ensures that the herding error will be
reduced (from 7 to 7’) as long as the signed herding error is small. That is, the herding error can be
progressively reduced by balancing and reordering the vectors. By iteratively applying this process
(balancing and then reordering), the herding error will approach the signed herding error, which
is proved to be O (1), if the signs are assigned by Algorithm [3 I [Alweiss et al., 2021]. The above
content introduces the key idea of GraB. We show how to use Equation (2) in GraB in Section[3.2]

(1) Importantly, GraB has been proven to outperform RR, and even be a theoretically optimal
permutation-based SGD algorithm [[Cha et al., 2023]]. (ii) Furthermore, the GraB algorithms have



also been applied in distributed optimization (not FL) [Cooper et al.,2023|] and multi-objective opti-
mization [[Yang and Kwok| [2025]]. Both give us strong motivations to incorporate this DP algorithm
into one unified framework.

3 Permutation-based SGD

Notations. We use ||-[|,, to denote the Lebesgue
p-norm; For simplicity, we use ||-|| to denote the
Lebesgue 2-norm. We use < to denote “less than”
up to some numerical constants and polylogarithmic

Algorithm 1: Permutation-based SGD

Input: 79, x¢; Output: {x,}
1 forg=0,1,...,Q —1do

0
factors. See more notations in Appendix [B 2 Xg & Xq
PP 3 forn=0,1,...,N — 1do
Setup. For SGD, we consider the problem in Equa- 4 XMl X" — AV, ) (X2)
tion (I). In the context of SGD, the local objective s S ¢ 4
h B Xg+1 — X
functions represent the examples. See Algorithm [T} a
6 Tq+1 < Permute(---)

Here, 7 denotes a permutation of {0,1,..., N — 1}
(at the same time, it serves as the training order of
examples). At the end of each epoch, it produces the
next-epoch permutation by some permuting algorithm (Algorithm [I]).

3.1 Main Theorem

Theorem|[I]gives our main framework for permutation-based SGD. See Appendix [J]for the additional
extension for Theorem Il

Definition [3| will help us deal with the multiple smoothness constants in GraBs. We assume that the
global objective function f is lower bounded by f. and let Fy = f(xq) — fx.

Definition 3 (L,, ,»-smoothness). We say f is Ly, ,»-smooth, if it is differentiable and for x,y € RY,
IV &) =V, < Lpp Ix =l
Ifp=1yp', wewrite L, ,y as L,; if p = p’ = 2, we write L, as L for convenience.

Theorem 1. Let the global objective function f be L-smooth and each local objective functions fy,
be Loy p-smooth and Ly-smooth (p > 2). Let v > 0 be a numerical constant. Suppose that there

exist B and D such that for 0 < ¢ < v — 1,

(64)* < B|IVf(xg)lI* + D,
and there exist { A;}, {B;} and D such that for ¢ > v,

(4)* < ZAi(éf;q—i)Q + ZBi IV f(xq—i)|I* + D.
=1 1=0

If’Y<min{1 L VISR AL VIR A } then

LN’ 32020 N' 4L, /570 B ary B 2kl

- 5F,
g Z IV £(xq)] NOQ L3 pauD +¢y*L3,D,
q=0

where ¢ = 10/(1->""_| A,) is a numerical constant.

3.2 Case Studies

In this section, we prove that the existing algorithms can be incorporated into our framework (The-
orem I)) under some given assumptions (e.g., Assumption 3. The key results are in Table[3] Due to
space limitations, we focus on GraBs, and deferred the details of other algorithms to Appendix

Assumption 3. There exist nonnegative constants < and o such that for anyn € {0,1,..., N — 1},

IV fu(x) = V) < o® | VF()|* + %, vx € RY.



Table 3: Upper bounds of permutation-based SGD. Numerical constants and polylogarithmic factors
are hided. To maintain consistency with GraBs, we use high-probability bounds for RR, FlipFlop
and GraBs, instead of in-expectation bounds.

Alg. Upper bound of (,)’ Upper bound (of & S IV
AP 7\ 2 . 2 . LEy(1+a 3
AP (prop.p)  (%4) S N70¥ VS| + N3G Libgre) 4 (LENS) P
RR —\2 2 R LFo(14+—% LFoV/N: H
g (B S N TS (rde) |, (amyme)
o 2
FlipFlop®  (4,.)2 < Na2 ||V f(x,)||® + N<2 LR (1+7) 4 (LF(,\/ﬁg)“
(Pl'Op. ( Q) ~ H f( q)“ Q NQ
GraB- N2 7 2 2 LFt(Lone Fo)3 | (LomFos )33
proto (60)” £ (64-1)" + (N2 02) [V ()| 42 HEtEgelbl o (Legie) 7o)
(Prop. [T}

SN2 _ 7 2 : ‘
pp GraB (¢q) s(q{qq)ﬁ (N2 +a2) |V f(xq-1)|? LR+ (Lo Fos) 3 +<L2,ooFos)%(3)
(Prop- ) +(fa-2)” + N2 [V 1(xg-2) | + 67 ¢ e

PairGraB

- _ - 2 NE
(Prop. [T} (¢q)2 S (¢q71)2 + (N2 +0?) |V f(xg1)| +¢2 LFD+<L§2’°°F°‘)3 + (Lzﬁ(;‘“) ‘e

! For a clearer comparison with other bounds, we keep “/N” in both numerators and denominators in the bounds of AP.
2 For FlipFlop, we bound the order error over a period of 2N instead of N (Appendix. Rajput et al.|[2022] gave the

upper bound of FlipFlop for quadratic functions (in contrast, this work gives the bound for non-convex objectives).
3 For GraBs (that is, GraB-proto, GraB, PairGraB), L = L + Ly (1+ @)+ L.

Analysis of GraB-proto. To clearly present our theory and analyze GraBs, we focus on GraB-proto,
the simplified version of the original GraB. The key characteristic of GraB-proto (and other variants)
is that the example order depends on the example order of previous epochs. Thus, the goal is to find
the relation between ¢4 and ¢,_1. Specifically, for all ¢ > 1 and n € [N],

n—1
93 < 2LooN [Ixg = g1l + max > (Vira() (Xg=1) = VF(x4-1)) 3)
1=0 [e’s)

(1) First, note that the first term is the well-studied “parameter deviation” [Mishchenko et al.,|2020],
whose upper bound is provided in Lemma 6} (ii) Second, since in GraB-proto, {z ;) } correspond

to {Vf,,qfl(i)(a:q_l) — Vf(xq-1)} and {z./(;)} correspond to {Vf,rq(i)(xq_l) — Vf(xg—1)}, we
can apply Equation (2) to the second term in Equation (3 (we denote this term as 75):

n—1

S (Viyorty(Xg-1) = Vf(x4-1))

1
Tgin@ggmax

1 1- 1
—CGyr = ~pg1+ ~CGy_
n€[N] + 5001 = 501+ 500

o0

where C = O (log (&)) = O (1) is from Alweiss et al|[2021, Theorem 1.1] and G, 1 =

\/ a? ||V f(x4-1) |? + ¢2. Here, we use Assumption [3| to scale the vector length to be no greater
than 1. Now, combining (i) and (ii) gives the relation in Proposition [I]

Proposition 1 (GraB-proto). Suppose that Assumption 3| holds. If each [, is Loo-smooth and v <
ﬁ, we obtain that, for ¢ = 0, (&0)2 < N2a2 ||Vf(xo)||2 + N%¢%, and for ¢ > 1, with
probability at least 1 — 6,

(Q_Sq)z < % (ng—l)Z + (510]\72 +Cza2) ||Vf(xq_1)||2 + 022,

where C = O (log (dTN)) =0 (1). Applying Theorem |1\ and tuning the step size, we obtain that,
with probability at least 1 — Q(S,E]

Q-1 2 2
Ly Lt Lo (140) + Loo) Fo + (LooFos)® [ LanoFoCs \ 7
0 ||Vf(xq)||20<( 2,00 ( ) ) Fo + (L2,00 Fo5) +( 2,00L0 ))

q=0

Q NQ

3To main consistency with [Lu et al.|[2022a] and (Cooper et al.|[2023]], we use a failure probability of QJ
rather than 6. Appendix [F.9|shows that the framework can provide bounds that hold with probability 1 — §.




Analyses of GraB and PairGraB. See Table[3] (i) First, the upper bounds of GraB and PairGraB
are almost identical to that of GraB-proto. (ii) Second, the qu of GraB is affected by the factors from

the previous two epochs (such as ¢,_1 and ¢,_»). This is because GraB uses the average of the stale
gradients for centering, while PairGraB is free of centering (see Appendix [C). Formal statements of
GraB and PairGraB are in Propositions [6]and [7] (in Appendix [F).

4 Federated Learning

Setup. In this section, we adapt our theory
on example ordering in SGD for client order-
ing in FL. For FL, we consider the same prob-  Inmput: 7o, Xo; Output: {x,}
lem as that in SGD (that is, Equation [I). No- 1 forg=0,1,....,Q —1do

Algorithm 2: Regularized-participation FL

tably, in FL, the local objective functions rep- 2 W < Xq

resent the clients in FL. We focus on FL with 3 forn=0,1,...,N —1do

regularized client participation (regularized- 4 Initialize xg o <= W

participation FL), where each client participate 5 fork=0,1,...,K —1do

once before any client is reused [Wang and Ji, ¢ ‘ < —xI =V <™
2022]. More concretely, see Algorithm[2| Dur- ekl WVt q’k)
ing each epoch, it selects S clients at a time Pg < Xg0 ~ Xg K

from the permuted clients (under the permuta- 8 if (n+1) mod S = 0 then

tion ) to complete a round of federated train- 9 ‘ W W s Zf;ol p; °

ing, uptll all the clients have pgrtlclpated. Pay 10 Xgt1 & Xg — U(Xq —w)

attention that one “epoch” may include multiple 13 Tg+1 < Permute(---)

“rounds”. At the end of each epoch, it produces
the next-epoch permutation by some permuting
algorithm. Here, we also consider the global amplification [Wang and Ji, 2022] (see Line [I0). Con-
sidering that we mainly study the client ordering of FL in this paper, we use Gradient Descent (GD)
as the local solver of FL (see Lines[5]and[6)) for simplicity. We assume N mod S = 0.

4.1 Main Theorem

Theorem [2] gives our main framework for regularized-participation FL. See Appendix [K] for the
additional extension for Theorem

We note that the third term (containing <) on the right hand side in Equation () is not subsumed into
the assumptions of the order error. This is because this term comes from the local updates, which is
affected by the example order within each client, rather than by the client order in FL.

Theorem 2. Let the global objective function f be L-smooth and each local objective functions fy,
be Lo ,,-smooth and L,-smooth (p > 2). Suppose thatAssumptionholds. Suppose N mod S = 0.

Let v > 0 be a numerical constant. Suppose that there exist B and D such that for0<q<v-—1,
_ ~ 2 ~
(24)* < BIIVf(xq)lI + D,
and there exist {A;}, {B;} and D such that for ¢ > v,

2 < ZAi(@qﬂ')Q + ZBi ”Vf(xqfi)H2 +D.

i=1 i=0
: 1 \/1 Z? 1 \/1 Z: 1 1
Ify < mm{ LKN1 3203 , KN £ (140)’ 4L, , s\/El o B 4L2 LKL \/>v 32L,KN L } then
1 & 2 - 5k 272 2 J 272 2 2 272 o 1
0 z_: IV f(x)|? < ENIO +ey’LE K ﬁauDjLzy L3, K% + o’ L3 ,K* 5 D (4)

where ¢ = 10/(1-x¥_, A,) is a numerical constant.

4.2 Case Studies

Our unified framework covers regularized-participation FL. with AP (FL-AP), with RR (FL-RR)
and with GraB (FL-GraB). They correspond to AP, RR and PairGraB in SGD, respectively. In
particular, we propose FL-GraB (see Appendix |C) by replacing the true gradients in GraBs with the



Table 4: Upper bounds of FL. with regularized client participation. Numerical constants and poly-
logarithmic factors are hided.

Alg. Upper bound of (3,)? Upper bound (of é ZqQ;Ol V£ (x4)1I%)
FL-AP") Loy (%ﬂj‘)g + (%)gm
Frop. ) (Po) < N2 IV + NE? i) | (smec)? y (2me) o
(PropB) (7o) S Na? V7Gx + Ne? Lgen) o (s 4 (L)’
FL-GraB  (2)” S (#g-1)" + (N2 +02) [V f (xg-1)]1° Lo oS

(Prop.[I0}

+8%6% 4 ¢2

~ 2
LFo+(L2,00 Fos)3
Q + <

NQ

3 3
: L2, o Fos 3)
)+ (5a>)

! [Wang and Ji|[2022]’s Theorem 3.1. It uses a stronger assumption, equivalent to Assumption with a=0.
2 For a clearer comparison with other bounds, we keep “N” in both numerators and denominators in the bounds

of FL-AP.

3 For FL-GraB, L = L 4 Ly oo (1 + @) + L.

pseudo-gradients (that is, pg in Algorithm

permutation as the training order of clients. The key results are in Table ]

of the local objective functions to generate the “good”

Analysis of FL-GraB. See Table ] The main difference (in convergence rates) lies in the last
term. The upper bound of FL-GraB @((%Q)%) dominants those of the other algorithms in terms of
the number of epochs () and the number of clients V. This conclusion is aligned with that in SGD.
Notably, the changes (from ¢, to ¢, and from true gradients to pseudo-gradients) make the analysis
of FL-GraB quite different from (and more complex than) that of PairGraB in SGD.

S Experiments

In this section, we use the following simulated experiments to validate the theory. Refer to|Lu et al.
[2022a] and [Cooper et al| [2023]] for the experiments of SGD on real data sets; refer to Appendix [l]
for the experiments of FL on real data sets. The details of the experiments can be found in the code
available at https://github.com/1iyipeng00/ordering,

Distance to the Optimum

Order Error

~4— FlipFlop

> GraB

~¥— PairGraB

—< GraB-proto

Distance to the Optimum

Order Error

LI S R S
Epochs

I S S
Epochs

I S S S
Epochs

I S S
Epochs

Figure 1: The experiments on simulated data. Shaded areas show the min-max values across 10
different random seeds. The left two figures are for SGD; the right two figures are for FL. For both
SGD and FL, 7 is set to be the same for the algorithms; N = 1000. For FL, K = 5and S = 2.

We use the one-dimensional functions f,,(x) = ((0.5 + an) Ix<o + anlx>0) x? + b, X as the local
objective functions. We model a,, ~ N (0.5,1) and b,, ~ N (0,1) (N is the normal distribution).
Here, a,, and b,, control the heterogeneity of the local objective functions. The observations on
FigureI] validate our theoretical results:

* The distance to the optimum (that is, ||x — x*||) and the order errors have the same trend, which
validates that the order errors can measure the convergence rate.

* The performances of FlipFlop and RR are close. This does not contradict the conclusion in
Rajput et al.| [2022]], which shows FlipFlop is better than RR on quadratic functions, given that
the functions used in our simulation are strongly convex but not quadratic.

» The performances of PairGraB and GraB are close, and better than RR in both SGD and FL.


https://github.com/liyipeng00/ordering

6 Conclusion

We study example ordering in permutation-based SGD and client ordering in regularized-
participation FL. For SGD, we propose a more general assumption (Assumption [2) to bound the
order error. Using it, we develop a unified framework for permutation-based SGD with arbitrary
permutations of examples, including AP, IP (including RR, FlipFlop) and DP (including GraBs).
Furthermore, we develop a unified framework for regularized-participation FL with arbitrary per-
mutations of clients, including FL-AP, FL-RR and FL-GraB.

Limitations and possible future directions: First, explore new algorithm for SGD (no new algorithms
are proposed for SGD in this work). Second, extend the framework to more practical scenarios for
FL (our theory is for FL with regularized participation). Third, study example ordering in local
updates for FL (we use GD as the local solver). Forth, explore the combination of permutation-
based SGD and other algorithms (see Appendix [[] for an example combining permutation-based
SGD with online learning).
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A Related Works

A.1 Related Works

Convergence analyses of permutation-based SGD. Up to now, there have been a wealth of works
analyzing the convergence of IG, SO and RR (the most classic permutation-based SGD algorithms):
Nagaraj et al.|[2019],|Ahn et al.|[2020]], Mishchenko et al.| [2020]], Nguyen et al. [2021]], |Yun et al.
[2021]], ['Yu and Li/[2023]], (Cai and Diakonikolas| [2024], Liu and Zhou| [2024] and [Koloskova et al.
[2024]] analyzed their upper bounds and|Safran and Shamir|[[2020]], Safran and Shamir|[2021]], Rajput’
et al.| [2020], |Yun et al.|[2022], (Cha et al.|[2023]] and |[Kim et al.| [2025]] analyzed their lower bounds.
There are also some works analyzing their variants [Mishchenko et al., 2022; Malinovsky et al.,
2023c;|Liu and Zhoul, [2024; |Cai et al., [ 2024], especially in the FL settings [Mishchenko et al., 2022}
Yun et al.| 2022} |[Horvath et al., 2022; |Sadiev et al., 2023; Malinovsky et al., 2023bj |Li and Lyul,
2023/ 12025]].

Several works [Rajput et al.,|2022; |Lu et al., 2022b; Mohtashami et al., |2022] started to explore the
other permutation-based SGD algorithms beyond the simple IG, SO and RR. Rajput et al.| [2022]]
proposed the FlipFlop variants (of IG, SO and RR), and proved that these FlipFlop variants are better
than their corresponding original algorithms on the quadratic functions. In this paper, we only stud-
ied the FlipFlop variant of RR, introduced in Appendix [F3] Recently, (Chae et al.| [2024] extended
the FlipFlop algorithm to stochastic extragradient methods for convex-concave objective functions.
Lu et al|[[2022b]] and Mohtashami et al.|[2022]] proposed the Greedy Ordering algorithms to select
the examples greedily to minimize the order error. However, the Greedy Ordering algorithms lack
theoretical justification and suffer from non-trivial memory and computation overhead [Lu et al.,
2022al. |Lu et al.|[2022a] found that the goal to minimize the order error is aligned with the goal
of herding [Welling| |2009], and proposed GraB based on the theory in [Harvey and Samadi| [2014]]
and |Alweiss et al.|[[2021]. PairGraB has appeared in the public code of [Lu et al.| [2022a], and the
key idea of PairGraB was proposed formally in|Cooper et al.| [2023]]. GraB has also been applied in
distributed optimization (not FL) [[Cooper et al.,[2023]] and multi-objective optimization [Yang and
Kwok}[2025].

The most relevant works are the unified analyses of permutation-based SGD [Lu et al.l [2022b;
Mohtashami et al.| 2022; [Koloskova et al.| 2024]. They all rely on Assumption I](they may consider
an interval of arbitrary length, not necessarily an epoch); this assumption has been widely adopted
in the subsequent works [Islamov et al., 2024; [Li and Huang} |2024] for other settings beyond this
paper. See Section E]for the comparison with|Lu et al.|[2022b]] and |[Koloskova et al.| [2024].

Convergence analyses of FL. with regularized client participation. The convergence of vanilla
client participation pattern (the selection of clients across different rounds are independent) has
been analyzed in the early works [Li et al.,|2020; Karimireddy et al., 2020; |Yang et al., [2021]. The
convergence of regularized client participation pattern [Eichner et al., |2019] was initially analyzed
in \Wang and Ji| [2022], |Cho et al.| [2023]], Malinovsky et al.[[2023a] and |Demidovich et al.| [2025],
where Wang and Ji| [2022] and |Cho et al.| [2023] considered regularized-participation FL. with AP
(FL-AP) and [Malinovsky et al.| [2023a] considered regularized-participation FL. with RR (FL-RR).
This work aims to develop a unified framework that includes these cases. See Tables 2] and 4] for the
comparison with Wang and Ji|[2022]], /Cho et al.|[2023]] and Malinovsky et al.|[2023a]]. Importantly,
this work focuses on client ordering in FL with regularized participation, which is different from
the studies of FL with arbitrary participation [Wang and Ji, 2022} 2024; |Sun et al., 2025] and client
sampling [Cho et al., [2022} [Horvath et al., [2022]].

Assumption [2| about the ordering of the examples may also have connections with other topics
[Gorbunov et al.l [2021]].
A.2 Reformulating Existing Convergence Rates in Our Setting

In the main body, to facilitate comparison, we have reformulated the existing convergence rates to
fit our setting. Here, we provide the details of how these rates are reformulated.

The rates from |Lu et al.|[2022b]. We reformulate the results of|Lu et al.|[2022b] as the convergence
rates for AP and RR reported in Table [T}

The correspondence between [Lu et al.| [2022b]’s notation and ours is as follows: 7' in |Lu et al.
[2022b]] corresponds to N in this paper; L corresponds to L; A corresponds to Fy; A corresponds
to ¢; B corresponds to «; n corresponds to N; v corresponds to 7.
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AP. Substituting the results of [Lu et al.|[2022b]]’s Proposition 1 into [Lu et al.|[2022b]’s Theorem 1,
and using the correspondence, we obtain

T — O (LAC) Prop. 1 T — O (LATLA) ’
€3

€3

where B is set to B = 0 for comparison (implying that ® = 0). This complexity (number of

~ 2
iterations to achieve accuracy ¢) is equivalent to the convergence rate of O ((%) 3 ) Based on

. 2 .
the notation correspondence, we obtain the rate of O <(%) 3 ), which matches the error term

(the last term) in the convergence rate of AP in Table[I] The constraint of the step size for AP is not
clearly given in|Lu et al.|[2022b]]. So, for the optimization term (determined by the constraint of the
step size), we use the one recovered by [Koloskova et al.|[2024] (see their Table 1).

RR. Substituting the results of [Lu et al.| [2022bf]’s Proposition 3 into Lu et al.| [2022b]’s Theo-

rem 1, following the steps as those in AP, using the constraint « 7 (that is, v < ﬁ in

our setting) with our Lemma [T} and using the notation correspondence we can obtain the rate of
LF, LF

O (L + (LNs) ).

The rates from Koloskova et al. [2024]]. We reformulate the results of [Koloskova et al.| [2024] as

the convergence rates for AP and RR reported in Table |1} and the rate for classic SGD in Table

The correspondence between [Koloskova et al.| [2024]’s notation and ours is as follows: L in
Koloskova et al.[[2024]] corresponds to L in this paper; Iy corresponds to Fp; 1" denotes the number
of iterations and corresponds to N Q; n corresponds to N; osgp corresponds to .

Using the notation correspondence, it is convenient to translate |Koloskova et al.| [2024]]’s bounds
into ours. In fact, Koloskova et al.|[2024]] gave the same rate for IG, SO and RR (their Examples 3.2,
3.3 and 3.4). We note that this rate also applies to AP.

The rates from|Lu et al.|[2022a]. We reformulate the results of [Lu et al.|[2022a] as the convergence
rate for GraB.

In the proof of Theorem 3 inLu et al.|[2022a]], we can find the inequality

K 2,2.2712
I flw) = | o*niCLE
=D IVl S T SRS a2l
k=1

The correspondence between [Lu et al.| [2022a]]’s notation and ours is as follows: f(w;) — f* in
Lu et al| [2022a] corresponds to Fy in this paper; a corresponds to v; n corresponds to N; K
corresponds to Q; L, L and Lo o correspond to L, Lo, and Lg I respectively, 'S corresponds
to ; A corresponds to C; + Zk 1 |V f(wg)||* corresponds to o} ZQ |V f(x4)]|>. Using the
notation correspondence, we obtain

- F
Z\foq - ( 04 2r, N2 L

+ 203 s )
YNQ >

Q

Then, using the constraint of the step size in|Lu et al.|[2022a]’s Theorem 3, and tuning the step size
with Lemmal [I] we can obtain the same rate as this paper.

The rates from [Cooper et al. [2023]. We reformulate the results of |(Cooper et al.| [2023]] as the
convergence rate for PairGraB. CD-GraB [Cooper et al [2023] is an extension of PairGraB. For
Theorem 2, after setting ¢ = 0 and m = 1, and using the notation correspondence (that is, F in|Lu
et al.[[2022a] corresponds to Fy in this paper, L to L, Lo 10 Log, Lo oo 10 Lo oo, T t0 Q, Ato C
and n to V), we can obtain the same rate as this paper.

The rates from |Cho et al.[[2023]. We reformulate the results of |[Cho et al.|[2023]] as the convergence
rates for FL-AP reported in Table

After comparmg Cho et al.|[2023]’s Algorithm 1 (their LocalSGD case) with ours, we find that therr

setting is more general than ours, so we need to adapt their results to match ours: Setting N = ?
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and o = 0 in their Theorem 2 gives

E [F(W(K’O)) - F} ~0 (

KE(F(w)) —F*)  @2K°a? k22

MT? + w2 + uN2T2
In addition, comparing their model update rule given in Section 3 (Problem Formulation) and Equa-
tion (37), we notice that a factor of % is missing in Equation (37). The model rule of Equation (37)
is used in their Equation (54), causing the missing of the factor of N2 in the term caused by local
updates in their bounds. As a result, we obtain

—=2

N <K (F(w(0:0) — F*) N K2R o /$2N21/2>

E[F(wE0) - F*] =
(wi™) © MT? T2 N

where we highlight the missing factor N2 in red.

After the adapting, the correspondence between Cho et al.|[2023]’s notation and ours is as follows:
K in|Cho et al.|[2023] corresponds to % in the main body of this paper; F(W(K’O)) — F* corre-
sponds to Fgy; F (W(O’O)) — F™* corresponds to Fy; T corresponds to %Q; N corresponds to .S; M
corresponds to IV; both « and v correspond to ¢. Using the notation correspondence, we obtain
B FO 12 S2§2 L2§2
E[Fg]=0 .
7o =0 (57 * s * s

The rates from Malinovsky et al.|[2023a]. We reformulate the results of Malinovsky et al.|[2023a]
as the convergence rates for FL-RR reported in Table[2]

Malinovsky et al.|[2023a]] uses RR as the local solver while this paper uses GD, so we need to adapt
their results to fit our setting: Setting o, = &, in their Theorem 6.1 gives

2 (LM N?
E lloz — l” < (1 — 7)) Jlao — 2. + % (Cz&f +LN%% + LN&E)
1 1 1 .
S (=) lzo — 2.]* + 4= LMN? 02 + 4* =~ LN?6?
jz C I
1 1 1
< exp (—yuNRT) ||zo — ., ||” + ’VQELMN2@JE + ”YQELN25E-

Then, using & ||z — z.||* < f(z) — f(z+) < £ ||z — 2.]]%, we obtain

fler) = f(zs) S

=

1 1 1.
(f(zo) — fo) exp (—yuNRT) + VQELMN2§03 + VQELNZUE-

After the adapting, the correspondence between Malinovsky et al.[[2023a]’s notation and ours is as
follows: L in|Malinovsky et al.|[2023a] corresponds to L in this paper; p corresponds to y; f(x1) —
f(z4) corresponds to Fr; f(zo) — f(z4) corresponds to Fy; «y corresponds to y; C' corresponds
to S; M corresponds to N; Ncorresponds to K; R corresponds to %; T corresponds to @Q; 63
corresponds to g. Using the notation correspondence, we obtain

L 1 L?K?N¢? L?K?¢?
Fo < —F —yuKN— 2 2 .
Q= oeXp< YR SQ) L= + p
In addition, we need the constraint of the step size v < % Then, tuning the step size with|Koloskova

et al.| [2020, Lemma 15], we obtain the reported bound in Table E}

The rates from Wang and Ji [2022]. We reformulate the results of [Wang and Ji| [2022] as the
convergence rate for FL-AP reported in Table [2] and the rate for FL with independent participation
in Table

Wang and Ji| [2022]’s framework covers multiple participation patterns (including the regularized
participation and independent participation), and uses SGD as the local solver.
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For regularized participation, we set 6 (P) = 0 (see|Wang and Ji|[2022]’s Proposition 4.2) and o = 0
in|Wang and Ji|[2022]’s Theorem 3.1, which gives

F
mtinE {HVf(xt)Hz} =0 ([T +’72L2]21/2 +72L212P252>

The correspondence between [Wang and Ji| [2022]]’s notation and ours is as follows: F in Wang and;
J11[2022] corresponds to Fy in this paper; «y corresponds to y; 7 corresponds to 7; I corresponds to

K; P corresponds to &; T' corresponds to N & 5@Q; both B and 7 correspond to ¢ (see Wang and Ji
[2022]’s Section 4.1, Dlscuss10n on 32 and 7: Decomposition of Divergence); min, E [|| Vi) }

corresponds to min; E [||V f(ye) ||2} . Using the notation correspondence, we obtain the bound
minE[HVf(y)HQ} =0 £ +72L2K2§2+72L2K2N2
t K mENLQ 520 )

where y; denotes the model parameter vector in iteration ¢ (see Appendix [K). Then, setting = 1
and tuning the step size with Lemmal(I] we obtain the reported bound in Table

For independent participation, we set 6(P) = @(#) (see[Wang and Ji| [2022]’s Proposition 4.7)
and o = 0 in|Wang and Ji|[2022]’s Theorem 3.1, which gives

. . F N242
min B [IIVf(xt)IIQ} =0 <1T PR+ PP P ) ,

Using the notation correspondence, we obtain the bound
_ F N2§2
. E[V 2]:(9 27222 2722 p22 )
minE | [V f(y:)]| KN1Q+7 2+ <t

For comparison, we set ) = 1 and P = ©(-+--5). This gives

~yLK

~ E
nE [|IVf(yo)l’] = O 2[2 K22 LK L2
minE | [V £ (y)]| KN1Q+7 P+ 4y 5
Notably, under the same setting (n = 1 and P = G)( 79)), there is a non-vanishing term in Wang

and Ji| [2022]] when v — 0. Then, following the same steps as Proposition [T4] tuning the step size
with Lemmal [T} we obtain

LF, [LFyc\® [LF,N22\?
minkE [|[Vf(yo)|] = <T0+( =) (M) +<2).

The rates from |[Yang et al.|[2021]]. We reformulate the results of [Yang et al.|[2021] as the conver-
gence rate for FL with independent participation in Table [0}

Yang et al.| [2021]] uses SGD as the local solver while this paper uses GD, so we adapt their results
to fit out setting: Setting oy, = 0 in Theorem 2 (Strategy 1) gives

. fo—f« LKnng 2
min E[||V <
min [l f(Xt)II]Nm?LKTJr

K3m3 L3
c+ K2 LZO'?; + = ML aé.
n

Then, using nynK L < 1, we obtain

— [« LKW?L 2 2272 2 KQ’?%L2 2
E[||V + K*ni L —_—
trg[l;l] (NZEIN RIS KT oG+ — 0%
—f. LK
< fo f nnrL é + K2n%L20_é7

~ o KT
where in the last inequality, the forth term is subsumed into the third term on the right hand side.

The correspondence between [Yang et al.|[2021]]’s notation and ours is as follows: fo — f. in|Yang
et al.|[2021] corresponds to Fj in this paper; 1) corresponds to 7; 1y, corresponds to v; K corresponds
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to K; T corresponds to N %Q; L corresponds to L; n corresponds to S; o corresponds to ¢,

mingepr) E[||V f(x¢) 1] corresponds to min, IE ||V f(y;)||*. Using the notation correspondence, we
obtain

LK
minE ||V (x)|* = 0 ( FA2L2K2 7”5 ¢ ) .

KNlQ

Setting 7 = 1 and tuning the step size with Lemmam (ynLK < 1andvLK < 1), we obtain

. B LF, LFy\ LFys® :
rntlnEHVf(Xt)” O( T +< T ) +< ST ) >

B Notations

Table 5: Summary of key notations.

Notation Description

Q Number of epochs.

N Number of local objective functions.

K Number of local steps in FL.

S Number of participating clients in each round in FL.

7 Strong convexity constant or PL condition constant.

L, Smoothness constants (see Deﬁnition

A,B,D  Constants in Assumptlonl and Theorems I and I

B , D Constants in Theorems I and I

d Dimension of the model parameter vector.

a, s Constants in Assumption

G, Gy = \/a2 ||Vf(xq)||2 + ¢2; see Equation H

5y Step size.

n Global step size (in FL).

& Order Error in SGD.

%) Order Error in FL.

i A permutation of {0, 1,..., N —1}. It serves as the order of examples or clients.
w(n) The (n + 1)-th element of permutation 7.

f Global objective function.

fn Local objective function. It represents examples in SGD and clients in FL.
Fo Fy = f(x0) = fv.

X Model parameter vector.

Xy Parameter vector after n steps in epoch ¢ (in SGD).

Xy k Parameter vector after k local updates in client n in epoch ¢ (in FL).
Pq Pseudo-gradient of client n in epoch ¢ in FL.

Key notations are summarized in Table 3]

Norm. We use ||-|,, to denote the Lebesgue p-norm; unless otherwise stated, we use [|-|| to denote
the Lebesgue 2-norm.

Set. We let [n] == {1,2,...,n} forn € N* and {z;};cs == {x; | i € S} for any set S. We let |S]
be the size of any set S.

Big O notations. We use < to denote “less than” up to some numerical constants and polylogarith-
mic factors, and 2> and < are defined likewise. We also use the big O notations, O, O, €2, where O,
2 hide numerical constants, O hides numerical constants and polylogarithmic factors.
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Notations in proofs. For convenience, we will use “T,,” to denote the n-th term on the right hand

side in some equation in the following proofs. We will use + to mean “add (+)” and then “subtract
(—)” the term: a = b means a — b + b.

For Assumption 3] we let

Gy = Jcﬂ IV f(x)II” + <2, )

which gives
IV fn(q) = VE(x0)|* < a® |V f(x0)|* + % = G5

Importantly, 7 is a permutation of {0,1,..., N — 1}, and it serves as the training orders of data
examples in SGD or training orders of clients in FL. Next, we need to define an operation on 7 as
done in|Lu et al.|[2022a, Appendix B] and|Cooper et al.|[2023| Appendix C.4]:

771(i) == j such that 7(j) =4, 4,5 € {0,1,...,N —1}.
It represents that the index of ¢ in the permutation 7 is j, where 4,5 € {0,1,...,N — 1}. This

operation will be very useful in Appendices [F3] [F.6] [F7] [F:8] [H.3] According to the definition, it
follows that
) =

It can be proved as follows: Assume that 77! (7(j)) = k‘ 7é j. Then, according to the definition,
we obtain 7(j) = 7(k), which implies that j = k. This contradicts our assumption. Thus, we have

=t (m(4) =k =j.
C Algorithms

In this section, we provide more details about GraBs.

C.1 Preliminaries of GraBs

Algorithm 3: Balancing [Alweiss et al., Algorithm 4: Reordering [Harvey and
2021] Samadi} 2014]
1 Function Balance ({z,} - 1 Function Reorder (7, {e,} ")
2 Initialize running sum s, hyperparameter ¢ 2 Initialize two lists Lpositive <— [],
3 Initialize {e, } for assigned signs Liegaiive < ]
4 forn=20,...,N —1do 3 forn=0,...,N —1do
5 Compute j ¢ & — {82} 4 if e, = +1 then
6 Assign signs: 5 | Append m(n) to Lposiive
€n + +1 with probability p; 6 else
€n < —1 with probability 1 — 5 7 | Append 7(n) t0 Licgaive
7 Update s <~ s+ €, - Zn 8 7" = concatenate( Lpositive , Teverse ( Lnegative ))
8 return the assigned signs {e, } 0 return the new order 7/
Algorithm 5: Basic Balancing and Re- Algorithm 6: Pair Balancing and Reorder-
ordering ing
1 Function BasicBR (7, {z,} "), m) 1 Function PairBR(~, {z,} ")}, m)
2 Centermg {cn ==2p — m}n o 5 'Centerlng {cn = 2, — m}= 01.
3 {en} Lo Balance({cn e 01 """"""""""""""" N
te {d; == -
4 7’ Reorder(w, {e}N=H : Compu e{ L e CQHI}Z 0
5 return 7’ 4 {ez}l o <—Bala.nce({dl}l o
5 Compute {€n}n o such that
“The mean vector m is used to center the input €2 = € and ]E\gl+1 = —¢ for
vectors {z, )4 (Line 2). In most cases it is the 1=0,....,5 -1
average of the input vectors + Z 0 Zn, except in 6 7 Reorder(ﬁ {e}0=H
the original GraB algorithm, where it is replaced by - return 7’

an estimate of the actual average.

“The step of centering is not required in practical
implementations
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In Section @ we have introduced the key ideas of GraBs. Now, we introduce the concrete GraB
algorithms. We start from GraB-proto and PairGraB-proto, where the former is a simplified version
of the original GraB algorithm [Lu et al., |2022a], and the latter is a simplified version of PairGraB
algorithm [Lu et al.,|2022a; |Cooper et al., 2023]).

* GraB-proto. Use BasicBR (Algorithm [5) as the Permute function in Algorithm [T} with the
inputs of 7, {V fr_(n) (xq)}fl\’:_o1 and V f(xg), for each epoch g.

 PairGraB-proto. Use PairBR (Algorithm@ as the Permute function in Algorithm|I] with the
inputs of 7, {V fr_(n) (x4) N4 and V £(x,), for each epoch q.

The main difference is that GraB-proto uses the basic balancing and reordering algorithm (BasicBR)

while PairGraB-proto uses the pair balancing and reordering algorithm (PairBR). The advantage of

PairBR is that it is free of centering the input vectors in the practical implementation. As shown in

Algorithm [6] (Lines [3H4), it balances the difference of two centered vectors, which is equivalent to
balancing the difference of the two original vectors as the mean vectors are canceled out:

d; = (21 — m) — (29141 — M) = 22 — Zg41.

This advantage makes it seamlessly compatible with online algorithms such as SGD. Notably, com-
pared with the original GraB and PairGraB algorithms, whose implementation details are deferred to
Appendix|C.2] GraB-proto and PairGraB-proto are impractical in computation and storage, however,
they are simple, and sufficient to support our theory.

Next, we briefly introduce the original GraB and PairGraB algorithms.
* GraB. Use BasicBR (Algorithm[5)) as the Permute function in Algorithm[I] with the inputs of
T AV gy (XM and & STV MV fr -y (x ), for each epoch g.
* PairGraB. Use PairBR (Algorithm|[6) as the Permute function in Algorithm|[I] with the inputs
of mg, {V fr () (X0}, N-land L ZT]:] 01 V fr,(n)(x}}), for each epoch g.

They replace V fr (n) (xq) in their prototype versions with the easily accessible V fr_(n) (X} ), reduc-
ing the unnecessary computational cost. Besides, for GraB, to overcome the challenge of centering
the gradients in the BasicBR algorithm, GraB uses the average of the stale gradients as the esti-
mate of the actual average of the fresh gradients, to “center” the (fresh) gradients. This trick is not
required for PairGraB. See the implementation details in Algorithms [9and [T T}

In FL we propose regularized-participation FL. with GraB, which uses the pseudo-gradients
{pq o to generate the permutations.

* FL-GraB. Use PairBR (Algorlthm@ as the Permute function in Algorithm[2} with the inputs
of mg, {p2}1- and + E5 s p}. for each epoch g.

The main differences of GraB algorithms are summarized in Table[6]

Table 6: The main differences of GraB Algorithms.

Algorithm Permute Inputs of Permute (in epoch ¢)

GraB-proto (Prop. BasicBR g, {V fr,(n) (x )} + nN:_()l V fry () (Xq)
PairGraB-proto (Prop. PairBR 7, {V Jry(n) (xq) 0 , ]i, 7];[:_01 V fr,(n) (xq)
GraB (Prop.EI) BasicBR 7, {Vfr, (n) (x[;) e ]{, ;V*Ol V fryim)(X5_1)
PairGraB (Prop. PairBR 7y, {Vfr, () (x:}) ]: 01 V frgm)(Xg)
FL-GraB (Prop. PairBR g, {pq e 0 N Z Py

C.2 Implementations of GraBs

The practical implementations of GraB are provided in Algorithms[Q)and[T0} The implementation of
PairGraB is provided in Algorithm[T1] The implementation of FL-GraB is provided in Algorithm[T2]
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As done in|Lu et al.|[2022a] and |Cooper et al.| [2023]], we use Algorithm for the theories in this
paper, while we use Algorithm [§]for the experiments in Appendix[I]

Notably, Algorithm[9](the original algorithm in[Lu et al.|[2022a] Algorithm 4]) is logically equivalent
to Algorithm [I0] Compared with Algorithm 9] which updates the new order at the end of each
step (Lines [TTH14), Algorithm [I0] generates the new order at the end of each epoch (Line[I2). In
fact, in Algorithm [I0} we can reorder the examples for multiple times with the same signs (see
Line[12), which may be useful in practice [Wei, [2023]]. Similar variants can also be formulated for

Algorithms [TT|and [T2]

Algorithm 7: Assign signs. [Alweiss et al.} Algorithm 8: Assign signs without normal-
2021] ization. [Lu et al.,[2022al Algorithm 5]
1 Function AssignSign(s, z, c) 1 Function AssignSign(s, z)
2 Compute p + 3 — <52’Cz> 2 if [|s + z|| < ||s — z|| then
3 Assign signs: 3 € +1
€ + +1 with probability f; 4 | else
¢ « —1 with probability 1 — § 5 | e+ -1
4 return ¢ 6 return e

“c is a hyperparameter. See|Lu et al.|[2022al Theo-
rem 4].

Algorithm 9: GraB [Lu et al.,[2022a, Algorithm 4]
Input: 79, x¢; Output: {x,}

1 Initialize s + 0, m < 0, Mgy, < O

2 forg=0,1,...,Q — 1do

s+ 0 mge < mm<+—0;l <« 0,r«< N—1

forn=0,1,...,N—1do

Compute the gradient V fr_(,,)(x7})

3
4
5
6 Update the parameter: X} ! < X7 — 4V fr () (x}))
7
8
9

Update the mean: m < m + -V fr_ () (x2)
Center the gradient ¢ < V fﬂq(n)(xg) — Mgle
Assign the sign: € < AssignSign(s,c)

10 Update the sign sum: s <= s + € V fr () (xy)
11 if ¢ = 41 then

12 | mg1(l) = mg(n); L1+ 1.

13 else

14 | g1 (r) < mg(n);r <=1 — 1.

15 Update the parameter: x 41 < Xév
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Algorithm 10: GraB

1
2

N-T-CREEN B 7 B

11
12

Input: 79, x¢; Output: {x,}

Initialize s < 0, m < 0, mgye < O
forq=0,1,...,Q — 1do

S 0;mgpe ¢+ m;m<+—0;/ 0,7 N—-1
forn=0,1,...,N—1do

Compute the gradient V fr._(,,)(x7)
Update the parameter: X} ™!« X7 — 4V fr () (X))
Update the mean: m < m + -V fr_ () (x2)
Center the gradient ¢ < V qu(n)(x'{;) — Mgle
Assign the sign: €, < AssignSign(s,c)

Update the sign sum: s <= s + €, - V frr () (Xy)

Update the parameter: x,41 < X.'

Tyr1 ¢ Reorder (7, {e,} -1

“We can reorder the examples for multiple times with the same signs in this step.

Algorithm 11: PairGraB

1

e e N AN R W

e
n AW N =2

—
=)

Input: 7, xo; Output: {x,}
forg=0,1,...,Q — 1do
s+ 0;d«+0,l«<0,r+< N—-1
forn=0,1,...,N — 1do
Compute the gradient V fr._(,,)(x7)
Update the parameter: x;‘“ — Xy =YV fr ) (X7)
if (n +1) mod 2 =0 then
Compute the difference: d < V fr (n—1) — Vfr, (n)
Assign the sign: € < AssignSign(s,d)
Update the sign sum: s < s+¢€-d
if e = +1 then
‘ Tg1(l) «— mg(n); L1 +1
Tgt1(r) <= mg(n —1);r 7 —1
else
‘ Tgr1(l) « mg(n —1);1 1 +1
Tgt1(1) < mg(n);r <=1 —1
Update the parameter: x,41 < xév
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Algorithm 12: FL-GraB (Server-side)
Input: 79, x¢; Output: {x,}

1 forg=0,1,...,Q — 1do

2 s+ 0;d«+0,l«<0,r«< N-1

3 forn=0,1,...,N —1do

4

Get the pseudo-gradient p; = Zsz—ol V frg(n) (Xg 1)
/* Update the parameter */
5 if (n +1) mod S =0 then
6 ‘ wew-— Y p;
7 if (n +1) mod 2 =0 then
/* Balance */
8 Compute the difference: d < V fr (n—1) — Vfr, (n)
9 Assign the signs: € < AssignSign(s,d)
10 Update the sign sum: s <—s+¢€-d
/* Update the new order */
11 if e = +1 then
12 ‘ Tgr1(l) <= mg(n); L1+ 1
13 Tgt1(1) ¢ mg(n —1);7 =1 —1
14 else
15 Tgr1(l) —mg(n —1); 1141
16 Tg+1(r) < mg(n);r 1 —1
/* Update the parameter */
17 | Xgp1 ¢ Xg— 1 (Xg — W)

D Helper Lemmas

Lemma 1. For any parameters ro > 0, T > 0, ¢ > 0 and v < é, there exists constant step sizes
1
v = min {é, (%) s } < é such that

1 2 1 2
To 9 _drg csrd dro = c3rd

Up = — < —+2 =0 | —= .
TELp T ST e <T+T§

Proof. 1f 1 < (22)*, choosing v = 1 gives

dry c drg c%ro
Up=—024 o <20 .
= tesT vt

If (%)% S é, ChOOSing'y = (2—%)% gives

Thus,

O

Lemma 2. For any parameters ro > 0, T > 0, ¢ > 0and v < %, there exists constant step sizes
1
v = min {%, (%) s } < é such that

1 1
+cv<@+26%?ﬁ O<d7"0+cé?"5>
0 — .

Wy 10
=T =T T% T ' 7%
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Proof. 1f L < (22)2, choosing v = 1 gives

1
dro ¢ _drg c%ro§
g =20, 9 .
TS YIS T T
1 1
If (:—%) 2 < é choosing v = (TO) gives
dro ¢ dri oAl k2
Up=—r +— < 0 <20
TTTYESTE T ST
Thus,
dro c2rg dro = c2r§
Up < — +2 =0|(—
TS tA < T 3
O
Lemma 3. Consider N vectors {z,}_) and a permutation w of {0,1,...,N — 1}. Assign the

signs {en}gz_ol (en, € {—1,+1}) by the balancing algorithms (such as Algorithm to the permuted
vectors under the permutation w (that is, {zﬂ(n)}nNgol ). Let 7' be the new permutation produced by
Algorithm with the input of the old permutation 7 and the assigned signs {en}flvz_ol. Then,

n—1 n—1 =
1 1
, <7 . — 1 br(q i
0] DT NEFRIY et IR RIS hactiet Y ) oF

Furthermore, Yuppose that the signs {e,}N_\\ are assigned by Algorithm If |zn|ly, < a forall
ne{0,1,...,N —1} and HZ o zz’ < b, then, with probability at least 1 — 6,

Z Zrr ()
i=0

where C = 301log(%Y) = O (log (4¥)) = O(1) is from Alweiss et al.|[2021, Theorem 1.1].

<

max

1
(%) + ica + bv

Proof. This is Lemma 5 in|Lu et al.|[2022a] and we reproduce it for completeness.

Let M* = {i € {0,1,....N—1} | e =+1}and M~ = {i € {0,1,...,N — 1} | ¢; = —1}.
Then, forany n € {1,2..., N},

n—1 n—1
D Zay+ D€ Za) =2 > Zr(i)s (6)
i=0 i=0 ieM+n{0,1,....n—1}
n—1 n—1
Z Zr(i) — Z € Zr(i) = 2- Z Zr(i)- (7
i=0 i=0 ieM-n{0,1,....,n—1}
By using triangular inequality, for any n € {1,2..., N}, we have
n—1 n—1
1 1
Z Zr(i) < 5 7(7) + 5 Z € Zr(i) )
ieM+n{0,1,....,n—1} - =0 i=0 oo
1 n—1
Z Zri)|| =5 @) t3 Z €i " Zr(i)
ieM—n{0,1,....n—1} 0o 1=0 oo

n'—1

Next, we consider the upper bound of Hztzo Z (i) forall n’ € {1,2,...,N}. Recall that
oo

Algorithm [] puts the vectors with positive assigned signs in the front of the new permutation and
the vectors with negative assigned signs in the back of the new permutation.
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If n/ < |M™|(]M™] denotes the size of M), we obtain

; Zy(4) < Izn[alif{] Z Zr(i)

i€M+n{0,1,....n—1}

n—1
1
< — max Zr(i —|— max € Zg(s
2 ne[N] ; (@) . 2 ne[N] Z @ .

If n’ > |M™| (|]M~| denotes the size of M ™), we obtain

n'—1

N—-1
Doz =Dz - Z Zr! (i)
i=0 =0 i=n'
Z Zs(i)

oo

A
M7
o\

=0 i=n'
N—1
< Z Zet () + max Z Zr(5)
1=0 0o nelN] ieM—n{0,1,....n—1}
N-1 n—1
< ) . .
> a Z; + D) r{rel?lsf(] Z Zr(i) + 2 T{Iel?'ﬁ[(] Z €i " Zx(4)
=0 =0 o0 (oo}
Thus we combine the two cases and obtain the relation
n—1 N-1
' < = = i Zr(i i
g [Snen| <3 [Sma) +im | Semo) +| T
Using|Alweiss et al.|[2021]]’s Theorem 1.1, for all n € [N], we have
n—1 n—1
Zr(d)
€ Ly (4) € ©_, ax |z [, < Ca
; . ; MaX;e(o,1,..N-1} [|Zn () [l ||, 7€(0.1N-1) °T
Then, using HZZ\LBI Z; < b, we obtain the claimed bound. O

Lemma 4. Ler m, {z, n)} o and + Zn 0 Zn(n) e the inputs ofAlgorlthm@ and 7' be the
corresponding output. Suppose that N mod 2 = 0. If ||z,||, < a foralln € {0,1,...,N — 1}

and HZfLBl Z; < b, then, with probability at least 1 — 9,

ZZ "(4)

where C = 301log(45") = O (log (TN)) = O(1) is from Alweiss et al.|[2021, Theorem 1.1].

1
max + Ca+b,

n€[N]

Proof. This is Lemma 1 in|Cooper et al.|[2023]] and we reproduce it for completeness.

We use €; to denote the assigned sign of d; = zz(2j) — zﬂ(2j+1) forall j € {0,1,... % —1}; we
use ¢; to denote the assigned sign of z(;y foralli € {0, 1,. —1}. Since {d; }%51 is the input
of Algonthml according to|Alweiss et al.| [2021]]’s Theorem 1 1, foralll € {1,2,..., 5
Yadl =>4 % omax [y,
o o= masieqo.- ld;ll, N GE{0,1,...,1-1}
< Cje{oflll,z.l.).(,lfl} Id;ll, <2Ca,
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where the last inequality is because for any j € {0,1,... 5 — 1},

Idlly = ||Zr(2) = Zr2jrn)[lo < [Zn2p o + |Zrc2irn |, < 20

We define z; and y; forl € {1,2,..., ¥

b 2 9
-1 20—1
w1 =Y (Zr(2j) + Zr2jt1) = D Fn(i);
j=0 =0
-1 -1 -1
= (€2%x(2j) + €2417x(2541)) = D (E%x(2j) — E7m(2j41) = D G5
7=0 3=0 =0

Let M+t = {i € {0,1,.... N —1} | es = +1}and M~ = {i € {0,1,...,N — 1} | & = —1}.
Then, forall [ € {1,2,..., 4}, it follows that

1 - - 1 1
> Zn(i) = 5 (1 +&)zr2g) + (1 = &)Zn(2j11)) = ST+ S
i€M+n{0,1,...,21—1} j=0
-1
1 - - 1 1
> Zn(i) = 5 (1= &)zr(ey) + (1 +&)2Zr(2jr1)) = 2%~ Y
i€eM—n{0,1,...,21—1} j=0
By using the triangle inequality, for all [ € {1,2,..., %}, we obtain
1 1
> mo|| <gluletglule
i€M+n{0,1,...,21—1} oo
1 ][22 =
=5 || 3|26
i=0 0o j=0 -
1|12
< 5 Z Zor (i) + Ca,
i=0 00
1|12
Z Zr(i)|| < 3 Z zr)|| +Ca.
i€M—N{0,1,...,21—1} i=0 00

o0

Next, we consider the upper bound of Hzi:ol Z (i) forall I’ € {1,2,...,N}. Recall that
oo

Algorithm [] puts the vectors with positive assigned signs in the front of the new permutation and
the vectors with negative assigned signs in the back of the new permutation.

IfI' € {1,2,..., 5§}, we obtain

-1

Dz = ) (i
i=0 - ieM+n{0,1,...,.21'—1} -
1 20'—1
< 3 Z Zr (i) + Ca.
i=0

oo

Note that if I € {1,2,..., 5}, then 2/’ € {2,4,..., N}. Thus, we obtain

-1 n—1
1
igzo Zs (i) < 3 Y{ré?g] ;:0 zr)|| + Ca.
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If'e {5 +1,5+2,...,N}, we obtain

-1 N-1
Z ZT(’(i) Z Zﬂ/( )y — Z VA 7! (i)
1=0 o0 =0 =’
N-1
=D SPUN N P
i=0 0o i=l
N—-1
=2 7o) + > Zn(i)
i=0 oo ieM—n{0,1,....2(N—-1")—1} o
N-1 1 2(N-1")—-1 1 (N=1")—1
|22z +3 Z Zr@)|| T3 Z € -d;
=0 00 i=0 . 7=0 0o

Note that if I’ € {§ + 1,5 +2,...,N}, then (N — ') € {0,1,...

g [EA A —1}and2(N - V) €
,2,...,N — 2}. Thus,

-1 N-— n—1
Z Zrr(4) Z + 9 ;Iela]i{(] Z Zr(i) +Ca.
i=0 i=0 0 i=0 .
Thus, combining the two cases and using HZZVZ_OI Z; < b, we obtain
n—1 1 n—1
max Zi (i — max Zr(i +Ca+b,
n€[N] iz:; @ . 2 €[N] ; @) .
which is the claimed bound. O

Lemma 5. Let 7, {z, n)} 0 and + Z 0 Zr(n) e the inputs ofAlgorlthm@ and 7' be the
corresponding output. Suppose that N mod S = 0and S mod 2 = 0. If ||z,||, < a for all

ne{0,1,....,N *1}‘deZz o %

< b, then, with probability at least 1 — 0,

m—1

m—1
Dz > (i
i=0 1=0

where C' = 30 log(—jg[) O (log (TN)) = O(1) is from Alweiss et al.| [2021| Theorem 1.1].

max
me{S,2S,...,N}

max

1
< = +Ca+b,
2 me{S,25,...,N}

oo

Proof. This lemma is first introduced in this paper and tailored to FL-GraB.

We use €; to denote the assigned sign of d; = zz(2j) — zﬂ(2j+1) for all j € {0, 1, e N —1}; we
use ¢; to denote the assigned sign of z(;y foralli € {0, 1,. — 1}. Since {d; } /. 5 is the input
of Algonthml according to|Alweiss et al.| [2021]]’s Theorem 1 1, foralll € {1,2,..., 7

-1 -1 d.

€;d; = € 1 : max d,
jgo 7= _]Z:O jmane{0717m,l_1} ||d]H2 jE{O,l,...,l—l} || j||2
<C max |d;ll, <2Ca.
7€{0,1,..., -1}

where the last inequality is because for any j € {0,1,... 5 — 1},

511, = |12rc2s) = Zrc2jrn)lly < [Zmep ||y + [[Zr@isn ], < 2a.
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We define z; and y; forl € {1,2,..., %},

-1 20—1
21 =Y (Ze() + Ze2i41) = Y Zai) -
j=0 i=0
-1 -1 -1
Y1 =) (€2iZx(25) + €2412n(2j41)) = Y (€iZx(2) = €iZn(2j41)) = ) &dy .
§=0 §=0 §=0

Let Mt = {i € {0,1,...,N -1} | ¢ = +1}and M~ = {i € {0,1,...,N -1} | ¢ = —1}.
Then, forall € {1,2,..., 5}, it follows that

-1
1 - - 1 1
> Zn(i) = 5 D (14 E)2ri) + (1= &)2a(zjin) = St Sy
i€M+N{0,1,...,21—1} j=0
-1
1 - . 1 1
) Za(i) = 5 O (1= &)2a(2) + (L4 E)Za2jen) = 520 — 50
i€M=n{0,1,...,21—1} 3=0
By using the triangle inequality, for all [ € {1,2, ..., %}, we obtain
1 1
> we| < glulet gl
ieM+n{0,1,...,2l—1} IS
1|12 =
=5 |2 7a| 5|l Gd
=0 o) 7=0 I
1|2
< 3 Z zr)|| +Ca,
i=0 00
1|2
‘ Z Zr(i) < 3 Z Zor (i) +Ca.
ieM—n{0,1,...,21—1} o i=0 oo
Next, we consider the upper bound of HZE:& zo(y|| foralll’ € {35,5,3S,..., % - S}
IfI/ < % - 35, orequivalently, I’ € {35,5,35,..., % - 18} C {1,2,..., &}, then we obtain
-1 1 21 -1
Z Zﬂ"(i) = Z ZTr(i) S 5 Z Zﬂ'(i) + Ca .
i=0 - i€M+N{0,1,...,21'—1} - i=0 -

Then, note thatif I’ € {35, 5,35,..., & - 1S}, which implies that 2’ € {S,25,35,..., N}, then

I'—1 m—1
1
(i <z (e C .
PO BT Y DL T R

o0
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If I’ > & . 15, orequivalently, I’ € {(£ +1) 5, (&£ +2) §,..., N}, then we obtain

-1
DET (N P o P
=0 =0 i=l’
(oo}
N-1
<X |+ X
i=0 oo i=l/
N—1
=12 7| + > 20
i=0 oo ieM-n{0,1,....2(N—1")—1} -
N-1 1 2(N=1")-1 1 (N=1")—1
A zeo| +3| X ze| +3|| X &
i=0 0o i=0 - j=0 -
Note thatif ' € {(§ +1) 5, (¥ +2)5,..., N}, then (N - 1') €{0,5,5,...,(§ —1)$} and
2(N =1) €H{o0,S, 25 .., N—-S} Thus we obtain
-1 1 m—1
/(% < (e 5 (% C
Z: Zn(3) - @) + 2 mE{S,Qé{g%),(...,Nfs} Z 2 (i) +la
=0 0 oo =0 [e%e)
1 m—1
i = ; Ca.
R0 H G e By || 2 B0 +C
The bounds for these two cases hold for all I’ € {%S, S, %S, cee % - S}, which means that
-1 1 m—1 N—
max Zirr (i <= max (i +Ca.
re{is,s3s,..,N.5} z; @) 2 me{S,25,38,...,N} Z(:) ® Z;
? = e [eS)
Since {5,29,3S,..., % - S} C{35,5,2S,..., & - S}, then
m—1 1 m—1 N-—-1
' (% <z (¢ (7 Ca.
. S DIL I I S DILE) g DL R
Using HZfLBl Z; < b, we obtain the claimed bound. O

E Theorem[d]
E.1 Proof of Theorem[Il

We define the maximum parameter deviation (drift) in any epoch g, A, as

Aq = max [xj — x|

Lemma 6. [fyL,N < the maximum parameter drift is bounded:

32’

32
Ay < 31wq SV IV F I
(Ag)? <377 (6y)° +372N2\|Vf(xq)\|2-
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Proof. For any n € [N], it follows that

n 0

I = ]

n—1
= 7| D Vir) (%)

=0 »

n—1 )
=D (Vi) (%) = Vi) (X)) + V fryiy (X) = VF(S) + V£(x))

i=0 P

n—1 -
<A (Vg iy (%) = V iy (X VD) + Z Vf(x

i=0 » :0 »
<Ly 3 Ixg = xgl, + 79"+ [V,
<YL NAG+76 + N [VE(xg)] -
Note that this bound holds for any n € [N]. This means

Ay SVLyNAG+vhg + N ||vf(xq)||p .
Then, using yL, N < 32, we have
32
By < gy + ANV F(xo),
(Aq) <3y (¢q) +3y°N? va(xq)||p~

Atlast, using [|x[|,, < x| forx € R? and p > 2, we obtain the claim of this lemma. O

Proof of Theorem[I] For permutation-based SGD, the cumulative updates over any epoch g are
N-1

Xg+1 — Xg = =7 Z vf'}rq(n) (XZ]L) 3
n=0
Since the global objective function f is L-smooth, it follows that

1
F(xq+1) < fxq) +{VF(%q), Xq41 = Xg) + 5 L [[Xg41 — xqll” ©)
Using Equation (8)), we obtain
(Vf(xq)Xq41 — >

= —N <Vf %), Z V fr(n) >
|-
i Z Vg (X))
n=0

where the second equality uses 2(x,y) = ||x||> + |y[I> = |x — y|°. Usmg Equation (8), we obtain

| N2 2
i D Virgm ()
n=0
Plugging back the preceding two inequalities into Equation (9), we obtain

FOxa) < S0x0) + (VS 0xg) X = %0) + 5T g = %

1 N—-1
N Z vfﬂq(n) (Xq)
n=0

2

Z vfﬂq(n) Vf(xq) )

1
=~V IV F ()l

1
—~vN
+27‘

1 9 1
§L [xq+1 —%q[I” = 5'72LN2

< J(x) = AN IVFGeg) I = ¥N (1~ 4 LN)E

N-1 2

IS S o

n=0
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Since yLN < 1, we obtain

1Nl

Fxar) < ) = AN IV F G+ 5aN N 2 Vi) = Vi) -0

Since each local objective function f,, is Lo ,-smooth, we have

1Nl

Tyin ) = 39N || 3 Ve (5) — V5 0x,)

< )
P
Plugging the preceding inequality back into Equation (I0), we obtain

N-1

1 1
Jxq11) < J0x) = SN IV £ )P+ 57923, D [1%5 =%
n=0

1 1
< f(xq) = AN IVFGo)I* + 573N (A)°
1 1 -
< J(xg) = 5N IV + 57L3,N (39 (8)° + 342 N2V £,

1 3 12
< f(xq) = YN (1= 39°L3 ,N?) [V (x)|* + 597 L3, N ()
255 <\ 2
< f(xq) = SN IV +29° L5, N (64)" (11)
where the third inequality uses Lemma|§| and the last inequality uses yL , N < 35. Then,

FOg1) = FOxq) < — 22 AN [V £xg) |2+ 2P L, N (@)

Average both sides over ¢ € {0,1,...,Q — 1}, we obtain

f(xq) — f(x0) 255 1 —
T <tk Z IV 7o)+ 201, 5 g 12

Since
(&q)Q S Al ((lgq—l)2 + A2 ((Z;q—2)2 + - + Al/ (ng—v)Z
+ Bo [V f(xo)II” + Bu [V f(xg-0)I” + -+ B |V f (xg-0)|* + D,

we obtain
Q— 1 v—1

1 1 1 —\2
P s Ao 2 @)

(CizeBi) 1
(1_21 1A)Q

For (4;)° (0 < i < v — 1), we have

IV £ (o)1 +

1
+ v D
=0 (1 =201 Ai)

13)

v—1

(6)* <BIVIx)IP+D = 3 ()" < Z IV £(x) 2 + vD. (14)
q=0

=0
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Plugging Equation (T4) into Equation (T3)), and the resulting inequality into Equation (I2), and then

using the condition
1 V1=37 4 1 1= A
,y < mln \/ Z:}:l ,— - \/ ZZ:~1 ,
4 Ly pvy Zi:o B; 4 Lg,p\/g

we obtain

YNQ

where ¢ = ( Ay Using f(x0) — f(xq) < f(xo) — f« = Fo, we obtain the claimed bound.

— f(xo) — f(x 1 -~
Z IVf(x)* <5- Jlxo) = Fxq) + c-’yzL;péyD Jrc-’yQL%,pD,
=0

10
1_11/1

At last, we summarize the constraints on the step size :

v < min 1_21 lA I_Zi:}Ai ,
4 Lop/320 Bi 4 L,V B

YLN <1,

1
by < 55

1
L,N < —
71) _327

where the last one is from Lemma(6] For simplicity, we use a tighter constraint
< 1 1 \/1 — > i Ai V1- S A 1
min ) = .
T= LN 32LoyN 4Ly /S0 0 B, 4Ly, VB 32LoN

F Special Cases in SGD

As shown in Theorem [I] the constraint of ~ relies on the choices of all A; and B; (for ¢ €
{1,2,...,v}). For clarity, we summarize the constraints of the existing permutation-based SGD
algorithms in Table [7] It can be seen that the choices of A; and B; do not impose stronger con-
straints than the existing works [Lu et al.l 2022blaj; (Cooper et al., |2023]; [Koloskova et al.| 2024].

Table 7: Specific choices of A;, B; and D for different algorithms. The coefficients not explicitly
specified equal 0. The numerical constants and polylogarithmic factors of B; and D are omitted.

Algorithm BO Al B1 A2 B2 D Y
AP N2> 0 0 0 0 N2g?

1
7S IN(1ta)

RR/FlipFlop NZ2a?> 0 0 0 0 N&  vS nagrovn

GraB-proto 0 3 N?2+a?2 0 0 2 v < minf{ 7, m7 ﬁ}
GraB 0 %“) N2 +a? 5—10“) N2 ¢ 'ygmin{ﬁ,m,ﬁ}
PairGraB 0 2 N24+a?2 0 0 2 v < min{ -, m ow)

' A; may take other values as long as >__, A; < 1 for GraBs.

F.1 Arbitrary Permutation (AP)
Proposition 2 (AP). Suppose that Assumption[3|holds. Then, we can obtain that, for ¢ > 0,

— N2
(64)” < NIV £(xq)[I* + N,
Applying Theorem|[I|and tuning the step size, we obtain

i LF, LFc\*
QZ”WXq _O<Q (Q))'
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Proof. For any g, it follows that
2

n—1
(‘EQ)2 = g?ﬁ] Z (vfﬂq(i)(xq) - Vf(Xq))
i=0
n—1
= e {” DV o (xq) - Vf(xq>|\2}

2 2
<1£relz[1]3[(]{nG}

< N2 ||V f(x,)|* + N2,

In this example, for Theorem|[l} p = 2, v = 0, By = N2a2, D = N%2 and ¢ = 10. These lead to

Q 1
g Z [VFx)I? =0 ( NG 72L2N2c2> .
Next, we summarize the constraints:

'y<m1n{ 1 1 \/ Ziu:lAi \/1*25:1141' 1 }
LN’ 32Ly ,N’ 4L, Vo B; 4L27p\/§ "32L,N
It is from Theorem [I] For simplicity, we can use a tighter constraint
1

TSN ta)
After we use the effective step size 7 := N, the constraint becomes

- 1

TS5 ta)

and the upper bound becomes

Q FO
Vx> =0 ~+~2L2g2>.
§=:H £(xa) (VQ 5

Applying Lemmal([I} we obtain

15 ) LFy(1+a) (LEN<\®
g 2191 0< a2+ () )

F.2 Random Reshuffling (RR)

Proposition 3 (RR). Suppose that Assumption |3| holds. Then, we obtain that, for ¢ > 0, with
probability at least 1 — 9,

(60)7 < a1og? () (N2 V7Gx + )

Applying Theoremand tuning the step size, we obtain that, with probability at least 1 — )9,

- B LFo(lJr\/(lfN) LFO\/Ng 8

Proof. Since the permutations {r,} are independent across different epochs, for any ¢, when con-
ditional on x,, we obtain that, with probability at least 1 — 0,

2
< NCo? |V f(x)|I” + NC2,  (15)

n—1

S (Vira)(xq) = V(%))

1=0
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where C' = 41log® () and the last inequality uses Yu and Li [2023]’s Proposition 2.3.
In this example, for Theorem p=2,v=0,By= NCo?, D = NC¢? and ¢ = 10. These lead to

YNQ

Equation (I5) is used for each epoch (that is, for () times), so by the union bound, the preceding
bound holds with probability at least 1 — Q9. Next, we summarize the constraints:

< mind 2 L VI=YL A VI-YL A ]
min , , = , —, .
= LN 32L2pN 4Ly /> Bi AL, p\/g 32L,N

It is from Theorem I} For simplicity, we can use a tighter constraint
1

v < .
321 (N + VNCa)
After we use the effective step size 7 := N, the constrain becomes
- 1
7 < )
82L (1+/5a)
and the upper bound becomes

Q-1
5 VI =0 (2422 Le).
q=0

1 F
£ ||Vf<xq>||20( b +72L2N0c2>,
q=0

7Q N
Applying Lemmal|I] we obtain

1 & o () RV
S ISP =0 +< o )

F.3 FlipFlop

Introduction of FlipFlop. The permutation in each even epoch (¢ = 0, 2, . . .) is generated randomly
and independently; the permutation in each odd epoch (¢ = 1, 3,...) is the reversed version of the
previous epoch’s permutation. Take N = 3 as an example: If 7y = (0, 1, 2), then 7 = (2,1, 0).

FlipFlop belongs to IP. We regard each even epoch and its succeeding odd epoch as a meta epoch.
Accordingly, we regard the permutation in such a meta epoch as the meta permutation (denoted as
o). For example, if the original permutations are 7y = (0, 1,2) and m; = (2,1, 0), then the meta
permutation is og = (mg,m1) = (mo, reverse(my)) = (0,1,2,2,1,0). Now, we see that the meta
permutations are independent. Thus, it should be seen as a variant of IP.

Analysis of FlipFlop. Since the length of each meta permutation is 2N and the meta permutations
are independent, we define the order error of each meta epoch m (m = 0,1,..., % —Das, =

max, (2N {|| 22:01 (V fo (i) (Xam) — V f(xom)) || } to distinguish it from the original order error

ggq. As shown in Proposition FlipFlop achieves the same convergence rate as RR. This is aligned
with the conclusion of |Chae et al.|[2024], and the observation of [Lu et al.|[2022a]].

Proposition 4 (FlipFlop). For FlipFlop, we assume that Q mod 2 = 0. Suppose that Assumption[3]
holds. Then, we can obtain that, form = 0,1, ..., % — 1, with probability at least 1 — 6,

- \2 8
(¥m)” < 4log® (5) (N IV £ (x20m)|1> + Ng2> .
Applying Theoremand tuning the step size, we obtain that, with probability at least 1 — (Q9)/2,
21 o 2
57 Q/Z 19 o) = 6 [ (1) | (prvc)’
Q/2 " Q NQ

m=0
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Proof. FlipFlop is one variant of IP. For clarity, we define the order error of each meta epoch m as

n—1
'l/_}m = nern[%%] {W@ = ;(vfﬂ'm(l) (XZm) - vf(XQm)) } 5

where o, is the meta permutation o,,, = (T2, Tom+1) = (Tom, reverse(ma,,)). Since the meta
permutations are independent, we next deal with each ), separately, and thus drop the subscripts
m. Foreachl <n <N,

2

i (Ve (x) = Vf(x))
=0

-1
S (Va0 - V(@)
i=0

< NCa? |Vf(x)|* + NCs2,
where C' = 41og? ( 6) and the last inequality uses |Yu and Li| [2023|]’s Proposition 2.3. Similar to

Chae et al.|[2024, Lemma E.5], we obtain that, foreach N +1 <n < 2N,
2

2

(¥")? = , (Viey(x) = Vf(x))

2

= Z (vfa(z ( z_: Vfa ’L) Vf(x))
=0

=0
2N—-1

= 1> (Vo (x) = VI(x))

i=n

2

(2N—n)—1

= > (Ve® - Vi)
1=0

< NCo? |Vf(x)|* + NCs2.

This implies that ¢,,, < NCs2 + NCa? ||V f (X2 )||” for each meta epoch m. Following the same
steps as those of RR in Appendix[F2] we obtain

Q/2-1 LF, (1+ = §
1 2 A 0 ( W) LFyv/N¢

which shows the sames rate as that of RR.

F.4 One Permutation (OP)

OP, the simplest DP algorithm, is one persistent topic due to its simple implementation. However, as
shown in the prior works [Mishchenko et al., 2020} Koloskova et al.,[2024]], for non-convex objective
functions, its convergence rate is no better than AP. In this section, we show that our framework can
still help analyze the convergence of OP.

As done in the prior works, we can use the bound of AP as the bound of OP. However, this general
bound (for AP) cannot catch the key characteristic of OP that the initial permutation is reused for
the subsequent epochs. To further explore the potential of OP, we have the following analysis.

In OP, the key characteristic is that the initial permutation is reused for the subsequent epochs. To
fully use this characteristic, we try to establish the relation between ¢, and ¢o. Specifically, for all
g > land n € [N] (here, p > 2),

¢n < 2LN ||x, — o, + < 2LN x4 — Xoll,, + o,

p

Z Vfﬂ"q(l XO Vf(Xo))
=0
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where the last inequality is due to m, = 7o for all ¢ > 1. Under the standard settings, to bound the
term ||xq — Xo|[ . the step size  needs to be made very small (that is, v < ﬁ), causing a very

slow convergence. Therefore, to use the dependence property of OP, we need additional assumptions
to bound [|x — Xo|| .. Further research is left for future work.

F.5 GraB-proto
GraB-proto: Use BasicBR (Algorithm [3)) as the Permute function in Algorithm [I] with the inputs
of g, {V fr,(n)(Xq) } =g and V f(x,), for each epoch g.

Thus, the key idea of our proof is as follows:

LerIl)naE

Pq-

¢q+1 — max

i fTrq+1 ) - Vf(Xq))

o0

Proof of Proposition[I] We need to find the relation between gz_Sq and (;_Sq,l for ¢ > 1. For any
n € [N],

¢Z+1 = Z vqu+1(z (Xg+1) — Vf(qurl))
n—1
< Z Ve Xat1) = Vin i x))|| 4[| (VF(xg1) = VF(x,))
im0 o i=0 00
n—1
+ (vfﬂqﬂ(i) (Xq) - Vf(xq))
=0 00
n—1 n—1
< Z vawq+1(i) (Xq-i-l) forq+1 () Xq + Z va Xlﬁ‘l) vf(Xq)”oo
=0 =0
Z vaqurl(Z) XQ) Vf(Xq))
i=0 o
< 2Loon|[xg41 — XqH ) — Vf(xq))
=0 5o

Since the above inequality holds for all n € [N], we have

hgr1 < 2Loo N - a
Gg+1 < 2L ||Xq+1 XqHOO"'T?Gl[If[(]

2_: (vfﬂqﬂ(i) (xq) — Vf(xq))
i=0

oo

Note that V fr y(x4) — V f(x4) and Vquﬂ(l (x4) — Vf(x4) correspond to z, ;) and z.(;) in
Lemma[3] respectlvely In GraB-proto, since

IVfi(xg) = fxo) < Gg, Vie{0,1,...,N -1},
N—-1

Z (Vfi(xq) — f(xq))

=0

:O’

oo

we apply Lemma[3| with a = ¢ and b = 0, and obtain

N-1 —
1
52% Z (Vfrgr)(%g) = VI(x))| < 5 Z V frai)(Xq) = Vf(%q)) +§CGq
’ i=0 oo =0 oo
1
= ¢q + CG
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Using Lemma|§|that Ay < Brygy+ 24N ||V f(x4)]], we obtain

n—1
$gr1 < 2L N [[Xg41 — Xqll o + 7{2%{,{] z% (vqu+1(i) (xq) — Vf(xq))
i= oo

<2L.N <3 1ot 29N IVf(xq)> + (30 5064)

< 20, N IVl + 506Gy
where the last inequality uses fyL N < 55. Next, we obtain

(o)’ < 5 (3) + (5ON2 +0%?) [V £+ O

As a result, the relation between ¢, and ¢,_1 is

(@) < 3 G0ma)? + (3507 + €202 ) 19700, + €32 16

for ¢ > 1. Besides, we need to obtain the bound of (50)2:
2

(¢o)” = max < N2 ||V f(x0)|* + N%2.

ne[N

Z Vfﬂo(l XO vf(XO))
=0

In this example, for Theorem p=oo,v=1,A4, = %, B,
B = N2a%and D = N2¢2, and ¢ = 40. These lead to

Q-1

1 F 1

& S IVFGI* = O (4P LE N 6% 4 13 02
q=0

where Fy = f(xg) — fe- Lemma is used for each epoch (that is, for () times), so by the union
bound, the preceding bound holds with probability at least 1 — Q4.

Next, we summarize the constraints on the step size:

P 1L VIS A VI-T A 1
min<{ —, , = ) —, )
7= LN 32L27;,,N 4L27p\/m 4L4 p\/g 32LPN

P
7= 300N’

where the first one is from Theorem [I] and the other is from the derivation of the relation. For
simplicity, we can use a tighter constraint

1 1 1
< mi —_— .
7= { LN’ 32Ly oN(1+a)’ 32LOON}

After we use the effective step size 4 := IV, the constraint will be

1 1 1
<
= mm{L 32000 (11 )’ 32LOO}’

and the upper bound will be

1 F, 1
QZ”vfxq :(9(%34_521;; e +~2L§OON2(12 2)

Applying Lemmal[T] we obtain

Q-1
&S IIIE =0 (“ Tl
q=0

)+ Loo) Fy (La.00Fos)3 .\ (LQ,OOF(JOc)?
Q Q NQ '
O
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F.6 PairGraB-proto

PropOSItlon S (PairGraB-proto). Suppose that Assumption E| holds. If each f, is Loo-smooth and
v < 32L00N, we obtain that, for ¢ = 0, ((1)0) < N2a2 ||V f(x0)||* + N%2, and for q > 1, with
probability at least 1 — 9,

(‘5(1)2 %(Qﬁq 1) <510N2+402 2) ||Vf(xq_1)||2 +402 2’

where C = O (log (dN )) (5 (1). Applying Theorem |l|and tuning the step size, we obtain that,
with probability at least 1 — )6,

1= 2 EF0+(L2,OOFO§)§ Ly o FoCs s
g 2 IVl =0< afod) (L2 ))

where L = L+ Ly oo (1 4+ @) + Log

PairGraB-proto. Use PairBR (Algorithm[6)) as the Permute function in Algorithm|I] with the inputs
of 74, {V fr,(n) (Xq) N and V f(x,), for each epoch g.

Thus, the key idea of our proof is as follows:

n—1
G = max |37 (V) (x0) = VH(x,) | 0
=0

ne[N] €

o

Proof. The proof of Example [5] is almost identical to that of Example [T} except that Lemma [3|
is replaced by Lemma [ This difference only causes that some numerical constants are changed
accordingly.

O
F.7 GraB
Proposition 6 (GraB). Suppose that Assumption |3| holds. If each f, is Lo oo-smooth and
Loo-smooth and ~v < min{ugﬁ2 C’128L1 ~ 1, we obtain that, for ¢ = 0,1, (ng)2 <

N202 ||V f(x,)|I> + N262, and for q > 2, with probability at least 1 — §,
“\2 3 - R 2
(6q)” < = (6g-1)" + 50 (®q-2)
1 1
# (552 + 20202 191 xy- I + 5N 19 Flxg-) 4 202

where C = O (log ( S )) =01 (1). Applying Theorem I and tuning the step size, we obtain that,
with probability at least 1 — 9,

1 . LFo+ (LoooFo<)? [ LascFoCs\
g 2 IV Html =0< 2 + (252 ))

where£:L+L2,oo (1+%+0¢)+Loo

GraB. Use BasicBR (Algorithm@) as the Permute function in Algorithmm with the inputs of 7,
n - N— n
{V gy (X3) 27201 and % anol V fry_1(n)(Xg_1), for each epoch g.

Thus, the key idea of our proof is as follows:

— Tlrea)) 1 R~
Ky Tg+1 l
Z (vfﬂqﬂ(i) (qu ! > N Z vf”ql(l)(xq—1)>

d_)q_;'_l — max

n€[N] =0 1=0 oo

L a n—1 1 N-1

e Vi (50) = % X Vi) 6.
max ;( Fra) (%) = 2 VI q_la)(qu)) %q
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Proof. We need to find the relation between ¢ 11 and ¢,.

i (Xg41) — Vf(Xg11))

q+1
Ty (Tt (4))
(Vf7f<z+1(Z (Xq+1) — Vg (i) (X‘I o ))
=0 [e)
n—1 N-1 | N2
Z <N varq+1(l) Xq+1 - N vfﬂ'q 1(1) ))
=0 =0 =0 [e'e)
. D@ 1
<vf‘ﬂ'q+1(i) (qu o ) vfﬂ'q 1(l) )> (17)
i=0 1=0 0o
Then,
- (e (1)
Tin @ = | 3 (¥ heyoatr o) = Ty (557 7))
=0 )
= i ()
< Z V frgen () (¥a+1) = Ve (i) (qu - )H
i=0 oo
<. Z Xyi1 — 7 (mat1 () ‘
(oo}
- i (0)
< Loo Z (qu-H — Xqll o + ||Xq —%¢° " ’ )
=0 o)
< 2L NA,,
nol /4 N-1 N—
To in@)z (szfﬂq+1 l)(xq+1 N vaﬂq 11)( Xg— 1))
=0 =0 o]
n—1 N-1 N-1
1 1 L))
= (N Vi (xg+1) N Vfl( o1 >>
i=0 1=0 1=0 0o
n—1 1 N-1 _1 0
<D 2 | VAike) = Vi (x )H
=0 =0 [e%s}
n—1 1 N-1 o
S Loo 4 N Z Xg+1 — X Ta— 1
=0 =0 [e'e]
n—1 1 N—-1 —1 W
LY+ (|xq+1 =l g =l + e =)
i=0 =0 oo
< LooNA,+ 2L NA,_1.
Since the preceding inequalities hold for all n € [N], we have
Gg+1 < 3LoocNA, + 2L NA,_q
n—1 ( ) 1 N-1
+ 7?61?]3[(] Z (vfﬁqﬂ (@) (x . ) N Z vf”ql(l)(xé—1)> (18)
i=0 1=0 00

i — 7 (mar1(d)
Note that Vfﬂq(i) (Xq) — %Zl]iolvqu,l(l)(xéfl) and Vqu+1()< o )

% lzgl Vqufl(l)(xf]_l) correspond to z.(;) and z./(;) in Lemma 3} respectively. We next
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obtain the upper bounds of

and max

(2101 Imax

7

N—-1
Z Zr (i)
=0

n—1
Z Zr(i)
=0

oo (oo}

and then apply Lemma3]to the last term on the right hand side in Equation (T8).

[
‘ 1 N—-1
= ||V fry () (Xq) — N Z Vi (xfz—l)
=0 2
A 1 N-1 1 N-1
= H <Vf7rq<i>(><2) — 5 2 Vi (k) | £ (Vquu) (xg) = % Vqu<l>(xq)>
=0 =0 2
4 1 N-—1 1 N—-1
<[ Vryy (%) = V) 0l + || 35 D Vrama (%g-1) = 3 D Vi (Xa)|| +Go
=0 =0 2
. 1 = 0) 1=
<V ) (X5) = Viryy %) ||, + N Vfi ( ' > N Z Vii(xq)|| + Gy
=0 =0 2
) 1 ply a1 (1)
< LQ,OO HX; — Xquo + N Z L2,oo qu711 — Xgq + Gq
1=0 o0
) 1 Y= ()
< Ly sz - Xquo + i Z Lo oo ( X7 = xgoa|| + lIxgo1 — quloo) + Gy
1=0 o0

< LoooAg +2L0.00Ag 1 + Gy

The preceding inequality holds for any ¢ € {0,1,..., N —1}.

N—1 N-—1 1 N-—1
D || = (Vqum CARE DD Vqu_mz)(xqﬂ)
i=0 o i=0 1=0 .
N-—1 N-—1
= Vfﬂ'q(l)(xq) - Vfﬂ'qfl(’b) (Xq—l)
=0 i=0 00
N-1 L N—1 o
IS v (xZQ ‘”) -y v <x;’q;(”) |
i=0 i=0 o
N—-1 1. 1.
<3 |lvs (qu ‘”) ~ VS, (xZ@‘f“)) H
=0 [ee]
N—1 L L
<1l Y [ —yre
1=0 oo
= =15 L)
S Loo Z (‘ X;rq (%) — Xq —+ ||Xq — Xq—lnoo + Xq—l — X;Ti—ll g >

< LooNA,+ 2L NA,_;.
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For any n € [N], we have

(@)

n—1

n—1 n—1 N— N—-1
1 1
= Z (Vfﬂq(Z)(Xq) - Vfﬂq(i)(xq)) + Z <N vfﬂq—l(l)(XQ7l) N Z Vqu(l)(xq)>
i=0 o i=0 1=0 1=0
n—1 n-l /4 N-1 W | N1
< Z (Vfﬂq(z)( ) Vqu(z)(xq)) + N Vfl ( qi_ll ) _ N Z Vfl(Xq)
i=0 0o i=0 1=0 1=0
n—1 1 N-1 o ~
< S o) - Vot + 3y 3 [0 (<55 - w44
1=0 =0 [}
n—1 1 N-1 i W B
< L zux SN SEI S ST I
=0 =0 %)
— , n—1 1 N-1 1 W
<2 Sl 2 S S (O x| ) +4,
i=0 i=0 1=0 o0

< LooNA, + 2L NA,_1 + ¢y -
Since it holds for all n € [N], we have

n—1

Z Zr(d)

=0

max

max < LooNA,+2LoocNA, 1 + ¢y -

o

Now, applying Lemma [3to the last term on the right hand side in Equation (T8), we obtain
_ 1 _
Ggt1 < (BLocNA,; + 2L NA,—1) + 3 (LooNAG+ 2L NA; 1 + ¢y)
1
+ (Lo NAy +2LoNA41) + 5C (L2,00Ag + 2L2 0o A g1 + Gy)

1- 1
< (gLooN + 20L2 oo) g+ (5LooN + CLoo) Ayt + 564 + 50G,

9 1 32 - 32
<[ Z _ —_

32 1- 1
2N IIVf(Xq—l)II) + 38+ 230G,

32 -
+ (5BLooN + CLy ) <317¢q_1 + 31

where the last inequality uses Lemma @ If YLooN < 128 and yLg C < 128,

(37LocN + 37CLa o) - 322 < 157 and (5yLooN + CyLa o) - 32 < 575 we obtain
6 - 5

6
001+ 1NV VI + 1o N IV G )l + 5CG,

_ 67 -
¢q+1 S @¢q +
Then, we obtain
_ 3 1 -
(<Z5q+1)2 < 5 (0q ) = (¢q—1)2
+

(50N2+202 ) IVIGI + 5N 91y + 2076
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So the relation between ¢, and ¢, is
1 - 2
(%) =5 (¢q 1) 50 (¢q—2)
+(50N2+202 ) 1905117 + 5V IV )+ 2036

< N2a? |V (x1)||* + N2,

Ay = 5. By = 0, By =
= N2¢2 and ¢ = 25. These

for ¢ > 2. We have (q@o) < N2a? |V f(xo)||* + N%2 and ($

In this example, for Theorem p = o0, v =2 A =
(5N?+2C%32), B, = N2, D = 20%2, B = N2a2,
lead to

)<

3
5°
D =

Q 1
F 1
Q Z ”Vf Xq =0 (’YJVOQ +72L§,<>0N2§§2 +’Y2L§’0002§2> .

where Fy = f (xo) — [« Lemma is used for each epoch (that is, for () times), so by the union
bound, the preceding bound holds with probability at least 1 — Q4.
Next, we summarize the constraints on the step size:
7<min{1 1 \/1*Z:=1Ai \/1*22/:1141' 1 }
- LN"32LypN 4Ly (/57 0B 4L, VB 32LpN |7

< -

7= 198LN’
1

7= 12815 o, C

where the first one is from Theorem [I] and the others is from the derivation of the relation. For
simplicity, we can use a tighter constraint

1 1 1
< .
7 S min { LN’ 12813 (N + C + Na)’ 128LooN }

After we use the effective step size 4 := vV, the constraint will be

1 1 1
¥ < min<g —, ) )
T {L 128L5 o (1+ § + @) ' 128L }

and the upper bound will be

1 « E
é Z ||Vf(Xq)||2 =0 (’N}/COQ ~2L2 Ooég + ~2-[/2 X N2 02 2)

Applying Lemmal|I] we obtain
1=
2
g 2 IVl
q=0

o ((L+L2,oo (L+§+a)+ L) o (LancFo0)t <L2,OOFOC<>§> |

Q Q NQ

F.8 PairGraB

Proposition 7 (PairGraB). Suppose that Assumption |3| holds and that N mod 2 = 0. If each
fn is Lo oo-smooth and L,-smooth and v < min{MinC7 ﬁ}, we obtain that, for ¢ = 0,

((50)2 < N202 ||V f(x0)||” + N262, and for q¢ > 1, with probability at least 1 — 6,

((Eq)z < g (ng—1) <5ON2 +4C% 2) ||Vf(xq,1)||2 + 4022,
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where C = O (log ( S )) =0 (1). Applying Theorem I and tuning the step size, we obtain that,
with probability at least 1 — Q)9,

! [N/F()+(LQOOF0§)§ L200F00§ %
g 2 IVt —0< aftr) (2 ))

wherefzzL—&—Lg,OO (1—|—%—|—a)+Loo

PairGraB. Use PairBR (Algorithm |§[) as the Permute function in Algorithm [T} with the inputs of
Tgs AV [y () (X )}N Land L Zn 0 Vf,rq(n (x}!), for each epoch g.

Thus, the key idea of our proof is as follows:

n—1 N—-1
- T, 7rq+1(z 1
bg+1 — Jmax ; (Vqu+1(z‘) ( ) N zz: V gy (X )
L @ n—1 1 N-—1
emma 5 —
= (Vquu -5 2 Vimok ) — &g
i=0 1=0 ~
Proof. We need to find the relation between ¢q41 and ¢,.
n—1
e = 1> (Virpia () (Xg1) = VF(Xg11))
=0 [ee)
= T (rara (i)
< Z (Vfﬂq+1(i)(xq+1) = Ve (qu " ))
=0 [e%s)
n—1 1 N-1 1 N—-1
+1> <N > Vg0 (Xgi1) — i Vqu(z)(xé)>
i=0 =0 =0 o
= ran)) 1 =
Tgt1 (4
+1> <Vqu+1<> (X " > ¥ Vquu)(xiz)) (19)
i=0 1=0 -
Then,
= PRICHRNO)
. my (M1 (i
Tl n @ = Z (Vfﬂ'q+1(i) (Xq+1) - vf’quJrl(i) (X‘I " ))
=0 e}
= T (ra ()
< Vg ) (Xg+1) = Vir ) < o >H
i=0
n—1 1
< L3 g — g (e ’
i=0 oo
= T (rea (3)
S N TN RS
=0 o
< 2L NA,,
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—

n

Tzin@:

K2

Il
o

1 1 N— N—
(N 2V Frw () ;vnqm )

N-1
|V frg 0y (%q11) = Vqua)(xf;)Hoo

oo

—

=zl

e
<

3

0 =0

n—1

SV S oy Y
= oo N q+1 Xq 0o
1=0 =0

n—1
iy z(nxqﬂ ol + [ = %)

< 2LOONAq :

Since the preceding inequalities hold for all n € [N], we have

Q_Sq+1 S 4LooNAq + T{g?ﬁ[{

= Cmn@) 1R
: Z (Vfﬂﬁl(i) (xq“ o ) -~ Z Vfﬂq(z)(xf])>

=0 =0

(20)

i _ 2 (mar1(4))
Note that Vfﬂ-q(i) (Xq) — % l]\iol Vfﬂ'q(l) (Xé) and vfﬂ'q+1(1 ( o )

+ v Jr,)(x,) correspond to z.(;y and zp(; in Lemma @l respectively. We next

derive the upper bounds of

and max
ne(N]

Z Zr(i) Z Zr (i)

)

and then apply Lemma 4] to the last term on the right hand side in Equation (20).

N-—1
i 1
7,0, = vawq@)(xq) -y 2 Vo)
=0 2
1 N—-1 1 N-1
H (Vqu(z - N Z V fra) (X )) + (Vqu(i)(xq) N Vqu(z)(xq)>
1=0 =0 2
1 N—-1 1 N—
<[V (%) = Vi) o)l + || 37 D2 Ve (x9) = 5 D Vi) (%)
=0 =0 2
1 N—1
vqu(i) (xq) — N Z vfvrq(l)(xq)
=0 2
. 1 N—-1
< Loy ||x), — XqHOO + N Z Lg,0 ||sz - XQHOO +Gq
=0

< 2Ly oAy + Gy,

N-—-1 1 N-—1
g (1) = <vf7l'q(l) (Xq) - N vfﬂq(l)(xq)> =0.

i=0 =0 oo




For any n € [N], we obtain

=0 )

n— 1 N-1
= Z <Vfﬂ—q(z varq l) )
_ ‘ 1 N-—-1 1 N-1
= Z ((Vfﬂ—q( ) N Vfﬂ—q l) ) (Vfﬂ (i) Xq Z Vf'“'q(l) Xq

=0

—1 — N— N—
< (forq( )( ) Vfﬂ'q () ( Z forq(l Z vf7rq(l Xq
i= IS i=0 1= 1=
n—1 — 1 N— B
<D Vi (x0) = Vin Z ~ Z IV fra ) (xg) = V gy (%0) || o + 4
1=0 =0 1=0

< Loc ZHX = %Xqfl o + Lo Z ZHX = x4l + @
=0

< 2LOONAq + ¢q .-
Since it holds for all n € [N], we obtain

Z Ze(i

Now, applying Lemma 4] to the last term on the rlght hand side in Equation (20), we obtain

<2LooNA, + ¢y .

max
n€([N]

_ 1 _
bgr1 < ALoNA, + 3 (2L NAG + ¢4) + C (2L2,0c Ag + Gy)

1_
< (BLooN + 212,00 C) Ag + 564 + CGy

32

1_
< (BLaN +2020) (B + ny||Vf<xq>||)+2¢q+ch,

where the last inequality uses Lemma@ IfyLooN < 6—14 and yLy oo C < we obtain

i 64’
_ 38 - 7
G € g0+ N IVF)l o + G,
Then, we obtain

(@) + (2 40702 ) [V 10| + 406

So the relation between ¢7q and ¢g_1 is
: 3
(60 < 3 Grm1) + (#4002 ) 19y + 4072

for ¢ > 1. In addition, we have ((i_JO)2 < N2a2 |V f(x0)|* + N22.

In this example, for Theorem p=oo,v=1 A = =
D =4C?2, B = N2a2, D = N2 and ¢ = 50. These lead to

1
QZHW Xq)| _0< NG v2L3 N2Q<2+72L§’0002g2).

o0

2, By =0, B = 3N? +4C%a2,

where Fy = f(x0) — fe- Lemma is used for each epoch (that is, for () times), so by the union

bound, the preceding bound holds with probability at least 1 — Q0.
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Next, we summarize the constraints on the step size:

’Y<min{ 1 1 \/1721'”:1‘4@ \/1*25:1147: 1 }

LN’ 32Ly )N’ 4Ly ,\/S7_  Bi’ 4L27p\/§ "32L,N

< -
V=64l N’

< -
7= 640y O

where the first one is from Theorem [I] and the others are from the derivation of the relation. For
simplicity, we can use a tighter constraint

1 1 1
<min{ — ~
1= mm{LN’ 64L2. (N +C + Na)’ 64LOON}

After we use the effective step size 7 := N, the constraint will be

1 1 1
¥ <min<g —, , ,
T {L 6405 (1+ S + ) 64Loo}

and the upper bound will be

1 & j2 1 1
0 ~ ~
G S IVI)IP =0 (55 4 P13 + L 307
q=0

Applying Lemmal|I] we obtain

1 )
= IV
a =

o Bt (14§ +0) 4 L) By (LancFos)f <L2,00F00<>§
Q Q NQ '

F.9 Refinement of the High Probability Bounds from Q)¢ to §

To maintain consistency with |Lu et al.| [2022al]; |Cooper et al.|[2023]], we use a failure probability
of Q4 rather than § in the main body. This can lead to looser bounds as () increases. This section
shows that the framework can also provide bounds that hold with probability at least 1 — 6.

Considering that the bound for AP is deterministic (not a probabilistic one), we next only discuss IP
and DP:

IP. Taking RR as an example. Starting from Equation (15]), we obtain that, with probability at least
1-9,

- 8
(¢q)* < 4log” (5) U,
where U = Na?||V f(z4)]|* + N¢? for brevity. That is,

P ((%)2 > 4log? (f) U) <

forany ¢ € {0,1,...,Q — 1}. Then, applying the union bound for ¢ € {0,1,...,Q — 1}, we obtain
. 8
P (3q7 (¢q)* > 4log? ((5,> U) <Qd.
Then, setting § = %, we obtain

P (Hq, (¢q)° > 4log (8(?) U) <.
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That is, with probability at least 1 — &, (¢)? < 41og? (%) Uforallg € {0,1,...,Q — 1}. Then,
using these bounds, we obtain the desired bound that holds with probability at least 1 — 4.

DP. Taking GraB-proto as an example. Starting from Equation (I6), we obtain that, with probability
at least 1 — ¢/,

(¢q)* < log? (dév) U+V,
where U = 900(?(|V f(zq—1)[|* + %) and V = 3($—1)* + 5 N?|[V f(zq—1)|?. That s,
P ((@)2 > log? <d5]/v) U+ V> <y
forany ¢ € {1,2,...,Q — 1}. Then, applying the union bound for ¢ € {1,2,...,Q — 1}, we obtain
P (aq, (¢q)% > log? (d;,v> U+ V) (Q—1)5.
Then, setting § = Q‘s—_'l, we obtain

P (aq, (¢g)? > log? (‘W(g_l)) U+ V) <(Q - 1)d.

That is, with probability at least 14, (¢,)? < log® (%) U4V forallg € {1,2,...,Q—1}.
Then, using the bound of (<50)2 (it is deterministic) and these bounds, we obtain the desired bound
that holds with probability at least 1 — 4.

G Theorem 2]

G.1 Order Error in FL

Theoretical understanding of Definition[2] We can prove that, for small finite step sizes, the cumu-
lative updates in one epoch are

Xg+1 — Xq
| NolE-1
=g 32 Vi (5)
n=0 k=0
| N1k
= _’7§ Z Z Vf7r(n) (Xq)
n=0 k=0
| N1k k—1
+ 725 VVf,T(n) (Xq) Z Vfw(n) (Xq)
n=0 k=0 =0
1N—1K 1 1v(n) 1K—-1 1
2 3 7-3 A73
+ 5 2 2 VV frin)(Xq) < ; ;me x,) —i—(’)(yKNSi,,). (21)

Similar to the analysis in the main body, it can be seen that the error vectors are caused by the second
and third terms on the right hand side in Equation . Note that when we consider V'V f.,,) (XO)

L, the second term can be also seen as a optimization vector (with the same direction as V f ( 2.0))-
This is mainly because the local solver is the classic SGD in our setup, and it can be different when
the local solver is the permutation-based SGD. As a result, we next focus on the third term. With a
similar decomposition in the main body, our goal turns to suppress the error vector as follows

N-1K-1 1v(n) 1K-1
Error vector = ~y —Z ZVVfﬂn Z V iy (X0.0) = Virgi) (xq)) -
n=0 k=0 i=0  j=0



One straightforward way is to minimize the norm of error vector

N-1K-1 vn)1K1

||Error vector|| < 2L || Z Z Z Z (Vir@) (X¢) = Vi (%))

n=0 k=0 =0 j=0
1 N—1||v(n)
SPLE 5 Y | > (Ve (%a) = Vi) (%0)
n=0 1=0
2 2 1 =
<~y°LK Nﬁcpq.

G.2 Proof of Theorem 2]
To avoid ambiguity, we define

e  wN-1 _ N
Xg+1 =X, g = X0

Due to the amplified updates (see Lines [5]and [6) [Wang and Ji, 2022]}, we have

N-1K-1

)~(q+1—Xq_—’Y SZ vaﬂ'q(” q,k )
n=0 k=0
| No1E-1

Xgi1 = Xg = VN5 V fratn) (Xgk) -
n=0 k=0

We define the maximum parameter deviation (drift) of FL in any epoch ¢, A, as

— n <
A4 = max ne{ol,l.l.%)zif 1 ||Xq,k - Xqu M%g+1 = %4,
kef0,...,K—1}

Then, we obtain the relation

%1 — Xqu =1 |[%Xg41 — Xqu < nlq.

Lemma 7. We first prove that if yL, KN % < ?% the maximum parameter drift in FL is bounded:

32 1 32 1 32
A < 71K 50 + W EN S IV f(xg) | + 377K Gy,
1
(8g)" <4’ K? 5 (9g)° + 47 KN QIIVf(Xq)H + 47 K2G.

Proof. Letv(n) = [ 5] -S. Then,

Xgp — Xq =Xy —Xg0 T Xy~ xz(g) —&—xv(n) Xq
=0
v(n) 1 K—1
= _Wvaﬂq(n) qj S Z Z Vfﬂq(l
j=0 i=0 j=0

Forany ¢ >0Oandalln € {0,1,...,N —1}and k € {0,1,..., K — 1}, it follows that

—1K-1
HXZJC_X‘JH;;: ’Yvaﬂq(”) Xq.5 +75 Z vaqu Xg,5)
=0 j5=0
p
k—1 v(n) 1K-1
< Vvaﬂq(n)(qu + 75 Z vaﬂq() X.5)
j=0 =0 j5=0
p
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Then, we bound the two terms on the right hand side in Equation (22)) respectively.

T1 in @
k—1
= Wva‘/rq(n)(ngj)
§=0
P
Z V fra ) (Xg.3) = Vg (n)(%9)) Z V ey () (%) — V.f(%q))
7= p g=0 o)
Z VF(x,))
j=0
p
k-t k-1 k—1
<DV g (5.5) = Vg ()|, + 7 2 IV gy () = VI, +7 D IV S (o)1,
j=0 j=0 =0
k—1 k—1 k—1
<Ly |Ixg s = xall, + 7D Ca A DIV,
7=0 J=0 j=0
S YLy KA +vKGq + 7K [V f(xq)ll,,
T2 in @)
v(n)—1 K—1
= ’YE Z Z V frg( )(XQJ)
i=0 j=0
v(n)—1K-1
1 i
=73 > (Vo) (X0.5) = Vg () (%0) + V1) (Xg) = V(%) + V f (%))
i=0 j=0 )
1 v(n)—1 K—1 ‘ v(n)—1 K—1
=g (Vi) (05) = Vim,y )| +7g [ Do D (Vi) = VS (xg)
i=0 j=0 i=0 j=0
P
1 v(n)—1 K—1
+7g (V1 ()
=0 j=0
P
v(n)—1 K—1 v(n) 1K-1

% 7=0
v(n)—1 K—1
1
<Lk Z It~ xal, + 9K St
=0 j=

Next, we return to the upper bound of ||x} ;.

0™ + K (v(n

q]) vfﬂ'q(l Xq H +’7KS§Dq +’YS Z Z ||Vf Xq

=0 j5=0

IIVf(Xq)II

—Xg4l|p forany n, k such that nK +k < NK.If k =0,

then v(n) < N and the first term on the right hand in Equation equals zero, so we obtain

n 1 1_ 1
Ixir = Xall, < VLR ENGAG + 7K 500 + KN [V ()],
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If k > 0, then v(n) < N — S, so we obtain
Z,k - Xqu <AL, KA +vKG, +vK ||vf(xq)||p

FALK (o)) 58, + 1K 52 + 1K (o) 5 19 £,

N 1 N
btk (5 1) 8+ K L 02k (1) 1900,

1
<YLyKN g

Therefore, for any n, k such that nK + k < N K, we obtain

1 1
Aq + 7K 50 + KNS IV F(x0)ll, + 7K Go.

_ n__
Aq—maXHXq,k Xq”

<~L,KN— A +’yKSg0q+’7KN ”vf(xq)H +vKGy.

S

Then, if YL, KN 5 L we obtain

— 32?
32 32
KNG VI, + o

KG,.
317 q

32 1
Ag < 77K 500+

It also implies that

1
(Aq)2§472K2§( )+ AP KN |V (x| + 442 K2G2.

52|

Atlast, using [|x||, < [[x][| forx € R< and p > 2, we obtain the claim of this lemma.

O

Proof of Theorem[2] For FL with regularized participation (Algorithm [2), the cumulative updates

over any epoch q are
—1K-1

Xg+1 — ’)/77 Z Z vfﬂ'q n) Xq, k)

nOkO

Since the global objective function f is L-smooth, it follows that

1
f(xg+1) — f(xq) < (Vf(xq),Xg+1 — Xg) + §L [xq+1 — XqH2'
Using Equation (23)), we obtain
(Vf(xq): Xq+1 — Xq)

N— K-—1
1
= *W?SKN <Vf(xq N Z } Z V fryn) (X qk)>]
n=0 =0
N-1 , K-1 2
1 1 , 1 1 1 1
= —yn=KN —C=KN|= S =
57 [V f(xq)]l 5Vg N2 R 2 V frea(n) (X
1 N-1 2
- 777 SEN ||+ Z vawq v = Vx|

(23)

(24)

where the second equality uses 2(x,y) = ||x||>+|ly||”> = ||x — y||®. Using Equation , we obtain

2

| No1E-1
2
N et 1 L DI IR I
n=0 k=0
N-1 , K-1 2
1 oo, 1 o ol 1
=37 L§K N ~ I V fran)(Xg 1)
n=0 k=0
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Plugging the preceding inequalities back into Equation , and using ynLK N % < 1, we obtain
f(xg41) — f(xq)

1 1 11 1 = 1 Kl
2
< *?W?gKN”Vf(Xq)” +§’YTI§KN N V fry)(Xg ) — Vf(xq)
n=0 k=0
N-1K-1
11 , 1 1 5
< =5 KN VI + 5vmlE, o <z = *all,
n=0 k=0
11 s 1 1 )
< =g KNIV (o) II” + SymLa, KN < (Ag)”

where the second inequality is because fr, (n) is L2 ,p smooth for all n. Applying Lemmam and the

constraints ")/LQJ,KN% § 35 and yLo , Ko < 32, we obtain
f(xg41) — f(xq)
127 1
< 2 kNt 2v*nL3 ,K°N 2v°nL3 ,K°N =¢>. 25
< — 55 IIVf(Xq)II + 2% 53( 3e)” +27°n 35S (25)
Averaging over ¢ € {0, 17 ..., @ — 1}, we obtain
f(xq) — f(x0) 1271 272 72 . 272 p2.2
el SV L v 2v°L;, K —— 2v°L; K¢
KNI S 256QZH Fx)I? + 27 qz P2y
(26)

The following steps are similar to those in Theorem [T} Since
(@q)2 <4 (@q71)2 + As (¢q72>2 +o+ A (@qﬂ/)z
+ Bo[IVF(xq)|I” + B [V F (g)|I” + -+ By [V f (=) |I” + D,

we obtain

Q|+~
QM
T
N
Htu
IOM'

1
N0 B0 2 D
e it ;”W I+ o e

For (3;)? (0 <i < v — 1), we have

v—1 Q 1
(@) <BIVIx)IP+D = > (¢:)* <B Y |[Vf(x,)|” +vD. (28)
=0 q=0

Substituting Equation (Z8) into Equation (27), and the resulting inequality into Equation (26)), and
then using the condition

v < min LNEVAED b ST 1 17211:1141' ;
4 L, KL\ /ST B4 Ly,KLMa

we obtain

L <2 .f(XO) f(XQ)
g 2 19Tl <5 TS

V2L2 K2 272 jo2.2 272 72
L3 KﬁauDJrZ'yL K" 4+ c-v7Ly KSQD

where ¢ = (l_lﬁ. Using f(x0) — f(xq) < f(xo) — f« = Fo, we obtain the claimed bound.
i=1 i
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At last, we summarize the constraints on the step sizes y and 7:

v < min L : 72’?:1147: 1 '172?:1147:
4 L2 é Ziyzo BZ 4 LQ,pK% \/E

1
ynLEN g < L,
1 1
Ly, KN— < —
TRt e = 5y
1
VL2 pKa < o5,
1
L,KN—= < —
TS = 5
where the last one is from Lemma[7] For simplicity, we use a stricter constraint
~ < min 1 1 \/1 — Z;:l A \/1 — le'/:l A 1
< nLKN% 32L27PKN%(1 + ) 4L27PK%, />0 Bi 4L2,pK%\/§ 32LpKN§

O

G.3 PL Condition

In this section, we translate our bounds in Theorem 2] with p-PL condition

IVFE)? > 20 (f(x) = f.), Vx € RL

Using Theorem [3] and the relations derived in Appendix [H} we can obtain the bounds in Table 2| for
FL-AP, FL-RR and FL-GraB. Here, we tune the step size with Koloskova et al.|[2020, Lemma 15].

Theorem 3. Unless explicitly stated, we assume the same conditions as those in Theorem[3} Suppose
that all the local objective functions f, satisfy the pu-PL condition. If

1 1 V1I=> A 1
3MLKN g 32La, KNg(1+ )" 4y KLBEYY, Bt 32LyKNg (7

v < min

we obtain

o _
f(xq) — f« < (1—;’777/$KN;) (f(x())_f*+01'LZ2>

1 1 1
2 2 2 2 2 2 2
4L KO ey P LS K 5 D,

64 _o2yr ., d

_ 64 4
where ¢ = 63 C1 = 13 aa and c3 = 7~ —F = SV A

Proof. Starting from Equation (23], we obtain

f(Xq+1)_f* Sf(xq)_f* 127

7 WEN ¢ V£

+293nL3 K3NS (34)° + 29°nL3 K3N%g2
63

< fxq) = fe - *W?KNg IV £GP — e BN V7 ()

+2v°nL3 K3NS (8q)” +29%nL3, K3N%g2

1 63
< J— —
< (1= KNG ) () = 1)~ gk N g [V 505
1 1
+29°0L3 KON o (84)° +29°013 KON <%,
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where the last inequality is due to PL condition, |V f(x)||* > 2u(f(x) — f.). Letting F, =
f(xq) — frandp=1— %vnuK N L, and then applying the recursion repeatedly, we obtain

63 1
Fo < p9Fy = 5ok N ZpQ IV (xg)
1 e 1,:
3 3 Q-1- SN2 Q-1-
+ 24 L2 Kngz;p 1(gg)? +2v°nL3, PPN s q;p a, (29)

Sincefor0 <i<v-—1,
(@)* < B[Vf(x)|*+ D
and for ¢ > v,
(@q)Z <A (@q 1)2 + Az (@q 2)2 +-+ A (@q l/)2
+ B [V f(x)|* + B [V f(xg-1)lly + -+ + By [V (x4, + D,
after some lengthy calculations, we can obtain that

Q-1 o 1 1 Q-
DT (dy)" < <A1+A22+~~ >
p— p p

1
pQ1q¢q

QM

1
+(Bo+Blp B, ) $ 0109 1)

=0

_

+ LD, (30)
L—p
and
v—1 Q-1 v—1
ST p9T(6)" < B pT V(x| + 09D Y p (31)
q=0 q=0 q=0

Combining Equation (30) and Equation (31)) gives

v—1
ZpQ o <A(B+B)Z/ﬂ VS + £+ ADP? S 5, (6

q=0

where A = 1 and B= By + B +---+ B, L.
1= (A 3442 S+ A, ) 0 15 vy

ubstitutin a 179 (@, )" in Equation (29) wit] uation (32)) yields
Substituting S~ p9~174 (¢,)” in Eq 29) with Eq 32) yield

Fo < p“Fy + 2y nL2 K3N53ADpQZp_1 a

1 ¢2 1 AD
2 L2 K3N— 2~3 L2 KSN
+27n ST—, 531—

63

— KN
R 5(256

1 ~ —1- 2
29213 K252A<B+B)> ZpQ =0 |V £ (x| -
q=0
Since p =1 — 2ynuK N & and ynLK N 4 < 35, we obtain
1 2

= T and
lL—p AnuKNg

64
< —.
~ 63

=
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. P _ 64
For simplicity, we let ¢ = & Then,

1 1 1
= < —
A 1

1- (A1%+A2?12+“'+Am%) (Arc+ Ap + -+ Aye?)  1—> A’

1 1 v .
B:BO+B1;+-~-+B,,p—VSBO+Blc+~-~+Bycl’:ZBicl,
i=0

v—1 v

1 1 1 )

and g p_l_q:f—i——z—l—---—y§c+02+-~-+c”:E c'.
q=0 PP p i=1

Next, after we use the condition

v < ”1_;:1Aic -,
4L2’pK%\/ B + Z;:O BiCl
and the upper bounds of A, B and Z;;é p~ 179, we obtain

v—1

i - 1

Fo < pCF, +27377L§’pK3N§ADpQ E p e
q=0

1 ¢? 1 AD
2v3nL2 K3N——— +2v3pL% K3N—-——
+’777 2,p S].—p+ Y 2,p S3l_p
257 ¢ D
< QF i=1 . Q
=p O+1_Z;/:1Aicz P LN2
1 4 1 1
4212 K224 - A2 712 K2 D).
+ &y 2P < +1—ZZ'V:1A¢CZ v TR =

At last, we summarize the constraints on the step sizes «y and 7:

V3= A

4L2,pKé \ B+ Z;j:o B¢t

2
A

where the last one is from Lemma[7] For simplicity, we use a stricter constraint

) 1 1 \/W 1
~v < min '35, KNL(1 ’ - "32L,KN 1
SILENg 32LopKNg(1+0) gy, k1. /B+Y7 B 32LeKN5

H Special Cases in FL

In this section, we provide proofs of the examples of FL.
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H.1 FL-AP
Proposition 8 (FL-AP). Suppose that Assumption 3| holds. Then, we obtain that, for ¢ > 0,

(Pa)* < N2? |V f(xq)|” + N6,

Applying Theorem[2} we obtain

Q 1
Fy 1
0 Z IVf(x)|I” =0 ( JENIG + 2L K3 + 72L2K2N232g2> .

If we set n = 1 and tune the step size, the upper bound becomes

2 2
LFy(1+ LFySs )3 LFyNs )3
O( o) | (Lmss)T | (LB )

Proof. For any epoch ¢,

2

v(n)—1
(20)” = mac | 3 (Viry () = VI (k)| < NGG < N2a? [V ()| + N2,
=0

In this example, for Theorem p=2,v=0,By= N2a2, D = N2¢2 and ¢ = 10. These lead to
1 & 2 Fo 272772 2 272772 A2
@Z IVf(x)|* = O ENIG +7*L*K*¢* + vL*K*N 52g

Next, we summarize the constraints:

- NLENg’ 32Lo ) KN (1 +a) 4L, ,K1\/557_ B, 4L2,pK%\/§ "32L,KN %

It is from Theorem 2] For simplicity, we can use a tighter constraint

1
v < : :
32LKNL (1+7+a)

After we use the effective step size 7 := ynKN 5 L the constraint becomes

y< L
8]
320 (1414 +2)
and the upper bound becomes
] @!
Ey 1 1
v :O ~- 9 ~2L27 2 ~2L27N2 2 .
QZH Fxq)ll (:YQ+7 772N2$§ +7 2Nz S

Applying Lemmal[I] we obtain

Q-1 2 2
l 2 _ LEy(14+n+«) <LFOS§>3 (LF0N§>3
g X IVl =0 ( ) (BRS) (M),

For comparison with other algorithms, we set 7 = 1, and get

1 ) LFy(1+a) [(LF,Sc\® [LEyN¢\?
g 1916 =0< 2 () + () )
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H.2 FL-RR

Proposition 9 (FL-RR). Suppose that Assumption [3] holds. Then, we obtrain, for ¢ > 0, with
probability at least 1 — 9,

(#4)" < 410g” (¥5) (Na? [V F(x,)|* + N?).
Applying Theorem|[2] we obtain that, with probability at least 1 — Q9,
1 2 _ A Fo 27272 2 27272
— v =0 LK L°K*N
g S IVII =0 (Ll PRI 4 PIRIEN gy
If we set n = 1 and tune the step size, the upper bound becomes

% <LF08+CV) i (L]I\*;ogc) 4 (LFJUV\Q/?N€>§>'

Proof. Since the permutations {7, } are independent across different epochs, for any ¢, when con-
ditional on x4, we obtain that, with probability at least 1 — 6,
2

- v(n)—1

(9)" = max Z (Vi) (Xq) = V(%)) || <NOE+NC?|Vi(x)*,  (33)

where C' =4 log ( ) and the last inequality is due to|Yu and Li|[2023]]’s Proposition 2.3.

In this example, for Theorem p =2,v=0,By=NCa? D= NC¢? and ¢ = 10. These lead to
1
5 2 IV Fex)I =0 (;;le FPLE £ LPKONC o ) ,

where Fy = f(x¢) — f« and L = Lo, = L, when p = 2. Equation is used for each epoch (that
is, for () times), so by the union bound, the preceding bound holds with probability at least 1 — Q4.
Next, we summarize the constraints:
’y<min{ 1 1 \/I_Zz’y:lA’i \/1_25:1‘41' 1 }

- NLEN " 32La , KN (1 + )" 4Ly , K /37 B;’ AL, ,K1VB "32L,KN %

It is from Theorem 2] For simplicity, we can use a tighter constraint
1

< .
2LENL (149+a+/$a)

ynK N %, the constrain becomes
1

32L (1+ +24 \F(’)

After we use the effective step size

v =
7 <

and the upper bound becomes

Fy . 1 -
Z IV f(x)II” = ('NYQ +’72L2W§2 +5°L? 2N2N§ )

Applying Lemma we obtain

2 3
~ | LEg (14+n+ LFyS¢\? LFyv N
ZHVf x| 2_0 o( n 04)+ 006§ i oV Ng
Q = neQ nN@Q nNe@
For comparison with other algorithms, we set n = 1, and get
L @2 2 H
~ [ LEy (1 + LFyS¢\? LFyv N

Z va Xq —-0 0 ( Q) + 090¢ n 0\/>§

Q Q NQ NQ
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H.3 FL-GraB
Proposition 10 (FL-GraB). Suppose that Assumption [3 holds and that N mod S

0 and S mod2 = 0. If each f, is Lo oo-smooth and Loo-smooth and v <
mm{ugL2 ;Kcl , 128(1+n)L KNl} we obtain that, for ¢ = 0, (cpo) < N2 ||V f(x0) H + N22

and forq > 1, wzth probability at least 1-49,

_ 3
(‘Pq) < 5

1 1
(1) + (G 6020 ) [ 0x, 1) + G856+ 6C32

where C' = O (log (%)) =0 (1). Applying Theorem we obtain that, with probability at least
1—Q9,

0
=0 L _|_,-Y L K2N2 11 —c —|—’)/2L2 K2§2 +’}/2L2 K202 C
m S2Q g2

After we set 1 = 1 and tune the step size, the upper bound becomes

~ 2 2 2 _
o <LF°*(L§2'°°F“)3 + (L*‘;;S)SC) *+ (7“3320“) 3> where L = L+La oo (1+ § + @)+ Lo

FL-GraB. Use PairBR (Algorithm [B) as the Permute function in Algorithm [2] with the inputs of
g {PIIN 0 and s pq,for each epoch g.

Thus, the key idea of our proof is as follows:

m—1 [K—1 | No1KE-1
_ ; !
Porr = max Z D Vin (%5) = 5 22 22 Vim0 (x4)
=0 \ j=0 1=0 j=0 -
. m—1 [K—1 e () | No1KE-1
emma g (Tg+1(2 1
T e Z > Vira (Xq,j ) N 2 2 Vi (k)
=0 \ j=0 1=0 j=0 -
— Qg -
Proof. We need to find the relation between @ 11 and ¢,. For allm € {S,25,...,N},
90211 Z fﬂqﬂ (1) (Xg+1) = Vf (X‘H‘l))
1 m—1K-—1
=% > (Virgiati) Xgr1) = VI (x441))
i=0 j=0 -
][ — (01 ()
< K Z vfﬂqﬂ(%) (xg41) — Vfﬂ'qul(Z) (quj o )
i=0 j=0 i=0 j=0 -
1 |fmrE=r ) N m—1 | N-1K-1
e > v 2= Vo (Xq+1) — ~ > Vi (%5)
i=0 j=0 1=0 i=0 1=0 j=0 -
(= 1 () ] No1E-1
71'(1 Tg+1(2
K Z Vi ( . ) N Vg (%4,5) (34)
=0 j=0 =0 j=0 o
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where the last inequality is due to V f(x44+1) = Zﬁgl V fr, ) (Xg+1). Then,

m—1K—1 m—1K-—1

. 7 (ra1(d)
Tiin G4 = Z Y Vir (Xg+1) > Vet ( “ )
=0 j=0 =0 j=0
1NN e - r (g (0)
=~ ? Z frrq+1 (i) (Xq+1) f7r,1+1(1 Xq j
1=0 j=0 o}
m—1K-—1
1 Y 1(%
SLOO? Xq—‘rlixq,qj (Tq+ ())’
i=0 7=0 oo
1 m—1K-—1 71( @)
T ——
i=0 7=0 0
| molE-1
i=0 j=0
< LooN (nAg+ Ay),
1 mflellNl mfllNlKl
Ts in (BEI) =% Z Vf,rq(l) Xq+1) N vfﬂ'q(l)
i=0 j:0 1=0 i=0 1=0 j=0
| molE-1 g N
l
<z D% Z IV sy a1) = Vi) (%.5) | o
=0 7=0 =
| molE-1 g Nl
Loz DD v 2 et = xg,l,
i=0 j=0 1=0
| molE-1 g Nl
SLoge 203w 2 (e = ol + s =)
i=0 =0 1=0
| molE-1 N
<L Y. (nAg +A,)
K i=0 =0 N 1=0
< LooN (nAg+ Ay).
Since it holds for any m € {S,2S,..., N}, we have
Pgt1 < 2Loc N (WAq +A )
m—1 [K-1 N-1K-1
1 7 (a1 (4)) 1 l
Vi . - — Vi .
+ Kme{é%asx N} || = = f a+1( ( 4,3 N — f a(1) (Xq,J)
Note that
K—1 ] Voo
D Ve X0) — % Vim0 (%g.)
=0 1=0 j=0
and
K-1 ( @) | No1KE-1
Tl'q Tg+1(2
V [ ) ( q,j ) N V fra( l)( q,J)
j=0 =0 j=0
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correspond t0 ;) and Z,(;) in LemmaEI, respectively. We next obtain the upper bounds of

N-1 n—1
(201 P ;zﬂm and max ;Zm‘) :

and then apply Lemma [5]to the last term on the right hand side in Equation (33).

K—-1 ) 1 N—-1K-1
zcilly = || 2_ Vo) (%00) — V) (%4.)
=0 =0 j=0 )
K—-1 ) K—-1
< Vgt (Xg5) = D Viry(i) (Xq)
=0 j=0 )
1 N—-1K-1 1 N—-1K-1
b V) (%4.0) = V) (%)
1=0 j=0 1=0 j=0 )
K-1 1 N—-1K-1
+ vfﬂ'q(z) (xq) - N vfﬂ'q(l) (Xq)
Jj=0 =0 j=0 9
K—-1 .
< DIV (x05) = Vim0l
7=0
1 N—-1K-1
+N Z vaﬂq(l) (sz,j) — Vi (Xq)Hz‘i'KGq
=0 j—=0
-1 1 N-1K-1
< Looe D X0 =] tLooory Ixq.; = %qll . + K G
7=0 =0 j5=0
K-1 1 N—-1K-1
§L2,oo Z Aq"‘LZ,ooN Aq_*_]:{C’vq

j=0 1=0 j=0
<2Lo KA, + KGy,
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In addition, for any m € {S, 25, ..., N}, we have

m—1 [K—1 ‘ | No1E-1
(i) Do D Vi (xai) = 5 D D Vin (%05)
i=0 \ j=0 1=0 j=0 -
m—1K—1 m—1K—1
< Vfrai) (%4,5) V fr, ) (%q)
=0 75=0 =0 75=0 s
m—1 1 N-1K-1 m—1 1 N—-1K-1
2 ¥ Ve (X44) = D % V iz (%q)
i=0 1=0 ;=0 i=0 1=0 ;=0 -
m-1 [K—1 | N1E-
+ V fra i) (Xg) — N V fra) (Xq)
=0 7=0 =0 j=0 IS
m—1K-—1
<D0 IV (x65) = Vimo (x|
i=0 j=0
m—1 1 N—-1K-1
+2 % IV fry) (%.5) = Vo) (%0) || + K2
=0 =0 j=0
m—1K—1 . m—1 1 N—-1K-1
<Loo ) g = %all o + oo N g5 = Xall . + K g
=0 j=0 i=0 1=0 ;=0
m—1K—1 m—1 1 N—-1K-1
< L AgtLoo ) 5 D D Mg+ Ky
=0 75=0 1=0 =0 j=0

< 2L KNA, + K@, .
Since it holds for all m € {S,25,..., N}, we have

m—1

Z Zr(d)

=0

< 2L KNA, + K@, .

max

me{S,25,...,N}
[ee]

Now, applying Lemma[5]to the last term on the right hand side in Equation (35), we obtain

1
Pg+1 < 2LooN (Aq + Ag) + ) (2LocNAG + @q) + C (2L2,06 A + G)
1
<((342n) LooN +2L3 1. C) Ay + 3P0t CG,.
Applying Lemma[7] we obtain

1
Gar1 < ((3421) LooN + 2L 0,C) Ay + 3%at CG,

32 1, 1_
S (62 L+ 205C)- oI Pt NIV 560) + 70+,
13
< 248011 + NHVf(Xq)H + SG + CGy.

where the last inequality uses 'y(l + n)L KN < ﬁ and ’)/LQ,OOKC% < 128 Then, we obtain

3 1
(Por1)? < 2 (B0) + N2V Fxg)|P 4 6C%a2 [V P+ 567 + 6C%6%

So the relation between ¢, and @,_1 is

(‘Pq) < k

1
g( ) +96N2va(xq71)”2+602a2 ||Vf(xq,1)||2+%52<2+602 2’
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for ¢ > 1. Besides, we have (¢o)> < N2 |V f(x0)||* + N2c2.

In this example, for Theorem p=oo,v =1 A = %, By =0, By = 9—16N2 + 6C2a2,

D = 6022, B = N2a2, D = N2¢2 and ¢ = 25. These lead to

1
eIl
q=0
F 11 1
-0 <’W +’72L§700K2N2§§§2 + ’YQL%,OOK2§2 +72L§700K202512§2> ,

where Fy = f(x0) — fe- Lemma is used for each epoch (that is, for () times), so by the union
bound, the preceding bound holds with probability at least 1 — Q4.

Next, we summarize the constraints on the step size:

< mi 1 1 VI-Y A V1= A 1
min ) ) T ) = )
T= NLEKNg 320y ) KNg(1+a) 4Ly, K5/30_ 0 Bi' 4Ly, K1vV/B 32L KNy
1
v < T
128(1 + ) Loo KN 1
1

< ——mm.
7= 1810 W KCOL

where the first one is from Theorem [I] and the others are from the derivation of the relation. For
simplicity, we can use a tighter constraint

Y S mln{ ! 10 ! 10 ! 1 } .
nLKNL 128Ls (o K(N +C + Na)L ' 128(1+n)Lo KN &

After we use the effective step size 7 := ynK N %, the constraint becomes

(1 1 d
< .

and the upper bound becomes

1! 2
= S III = 0( b 4 5212
q=0

Z+3L3

1 2 ~2712 1 2 2
< ) ) 0 <+ L 00 C% .
3Q 02 Q n2N?2 812 2, n2N?2

Applying Lemmal[] and setting 7 = 1, we obtain

1
) S IV
q=0

o EHLn 1+ f+a)+Lla) B (LanFoo)d | <L2,DoFoS<>§+ (Lz,ooFo&)?
Q Q NQ NQ '

O

I Experiments

In this section, we provide the experimental results of FL on real data sets. Refer toLu et al.|[2022a];
Cooper et al.|[2023]] for the experimental results of SGD on real data sets.

Algorithms. We consider the two algorithms in (regularized-participation) FL in the main body:
FL-RR and FL-GraB.

Datasets and models. We consider the datasets CIFAR-10 [Krizhevsky et al., 2009], CIFAR-100
[Krizhevsky et al., [2009] and CINIC-10 [Darlow et all 2018]. We use the convolutional neural
network (CNN) from [Acar et al.,[2021]] and ResNet-10 [He et al.,[2016].
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Hyperparameters. We partition the data examples by the way in McMabhan et al.| [2017]; [Zeng
et al.[[2023]] among N = 1000 clients, ensuring that each client contains data examples from about
one label. We use SGD as the local solver with the learning rate being constant, the momentum
being 0 and weight decay being 0. We set the global step size to 7 = 1. We set the total number of
training rounds to 20000 (that is, ¢ = 200 epochs). For other setups, following those in [Wang and
Ji| [2022]], we set the number of participating clients in each training round to S = 10, the number
of local update steps to K = 5, the mini-batch size to 16.

Two-stage grid search. We use a two-stage grid search for tuning the step size. Specifically, we
first perform a coarse-grained search over a broad range of step sizes to identify a best step size at
a high level. After that, based on the best step size found, we perform a fine-grained search around
it by testing neighboring step sizes to find a more precise value. For instance, in the first stage, we
can use a grid of {102,107, 10} to find the coarse-grained best step size; in the second stage,
if the coarse-grained best step size is 107!, we use the grid of {107*®,1071,10°5} to find the
fine-grained best step size. Notably, we tune the step size by the two-stage grid search for FL-RR,
and reuse the best step size for FL-GraB. We get that the best step size is 1071 = 0.1 for CNN; in
the same way, we get that the best step size is 1075 ~ 0.316 for ResNet-10.

Computational resources. We use one machine with one CPU and three GPUs. The CPU is
Intel(R) Xeon(R) Gold 5218R CPU with 2.10GHz. The GPU is NVIDIA GeForce RTX 4090. It
takes about 3 hours, 3 hours and 4 hours for each single run of training CNN on CIFAR-10, CIFAR-
100 and CINIC-10, respectively. It takes about 4 hours, 4 hours, and 5 hours for each single run of
training ResNet-10 on CIFAR-10, CIFAR-100 and CINIC-10, respectively.

Experimental results. The experimental results are in Figures 2| and We see that FL-GraB
outperforms FL-RR across all tasks, especially in the early stages. This is aligned with our theory
that the convergence rate of FL-GraB is better than that of FL-RR.
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CIFAR-10 CIFAR-100 CINIC-10
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Figure 2: Test accuracy results for training CNN on CIFAR-10, CIFAR-100 and CINIC-10. As done
in(Wang and Jil [2022], we apply moving average on the recorded data points with a window length
of 6; note that we record the results every 100 rounds (that is, one epoch). The shaded areas show
the standard deviation across 5 random seeds.

—e— FL-RR FL-GraB
CIFAR-10 CIFAR-100 CINIC-10

@ 2 N @ @
3 s &8 8
«
g

=

&
IS
&

Test Topl Accuracy (%)

Test Topl Accuracy (%)
2
Test Topl Accuracy (%)

30 10 30
0 2500 5000 7500 10000 12500 15000 17500 20000 0 2500 5000 7500 10000 12500 15000 17500 20000 0 2500 5000 7500 10000 12500 15000 17500 20000

Figure 3: Test accuracy results for training ResNet-10 on CIFAR-10, CIFAR-100 and CINIC-10. As
done in Wang and Ji|[2022]], we applied moving average on the recorded data points with a window
length of 6; note that we record the results every 100 rounds (that is, one epoch). The shaded areas
show the standard deviation across 5 random seeds.

J Additional Extensions of SGD

In the main body, we considered periods of the same size as an epoch, which is sufficient for the
convergence of permutation-based SGD. In fact, we can consider periods of arbitrary fixed sizes,
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by which we can extend the framework to include classic SGD. This mainly relies on the technique
developed in|Lu et al.|[2022b], [Wang and J1| [2022]] and |Koloskova et al.| [2024].

J.1 Results

Let the size of the periods be E, which can be different from the epoch length N. To extend the
results developed in the main body for this scenario, we make the following changes. First, before
stating the adjusted results, we redefine some notations, that is, to reformulate those defined over
“epochs” in terms of “periods”. For instance, the order error ¢, in any period q is defined as

b, = max
¢q e€[E]

Vf(Xq))

=o »
where 7, denotes the order in period ¢ and x, means the initial parameter vector in period g. See

Definition [I| for comparison. Furthermore, we need to define

2 = max

1 gqe{o1,..,.Q-1}

Z V frae)(xq) — VF(x4)]|

where x denotes the parameter vector after e steps in period g. Theorem I d| provides the extended
framework for SGD.

Theorem 4. Let the global objective function f be L-smooth and each local objective functions fy,
be Lj ,-smooth and Ly-smooth (p > 2). Let v > 0 be a numerical constant. Suppose that there

exist B and D such that for0 < q <v —1,

(6q)> < BIIVf(x)|” + D,
and there exist { A;}, {B;} and D such that for ¢ > v,

(ng)2 < ZAi(éqfi)Q + Z B; ||vf(xq7i)||2 +D.
i=1 =0

: 1 1 VI-Y A V1
IfV<mm{LE’32L2,pE’4LZM/20 D 4L, \f ’32LE  then

Lo
ZHW (x)? <10-

Fo V22 272 B
L—D LD 1
EQ QPQV +c-y +10- (d})

where ¢ = 30/(1->""_, A,) is a numerical constant.

When E is a multiple of N (’(/JE = 0), Theorem M| is reduced to Theorem ' including the
permutation-based SGD algorithms. When E = 9( 7) (wE is allowed to be nonzero), we can

obtain the convergence rates of AP (Proposition [IT]) and classm SGD (Proposition[I2). As shown in
Table[§] theses rates match those of [Koloskova et al/ [2024].

Assumption 4. There exists a nonnegative constant < such that for anyn € {0,1,..., N — 1},
IV fu(x) = V(x)|* <% vx € R%
Proposition 11 (AP). Suppose that Assumption[d| holds. Then, we can obtain that, for ¢ > 0,
(ng)Q < N%% and 7,/15 < N?%¢%

Applying Theorem choosing E = O( L,%L)j and tuning the step size, for ' < g, we obtain

2 1
) 2 LF, . LFyNg\* (LFyN¢?\?
te{o,rlr,l.l.r.lT—l} IVlI” =0 ( T +m { < T ) ’ ( T ’

where y; denotes the model parameter vector in iteration t.
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Proposition 12 (Classic SGD). Suppose that Assumption 4| holds. Then, we can obtain that, for
q > 0, with probability at least 1 — 6,

(6)° < ECS?,and vF < ECS2.

where C = 9 logQ(%). Applying Theorem choosing E = O( L%LJ) and tuning the step size, for
E < %, we obtain that, with probability at least 1 — T'6,

1
. LFy  (LFy*\?
\% o =2
ety VO <T () )

where y; denotes the model parameter vector in iteration t.

At last, we discuss some strengths and weaknesses of Theorem (] and the technique (setting E =
9(%)) developed in|Lu et al.| [2022b]], [Wang and Ji|[2022] and Koloskova et al.| [[2024]:

¢ For classic SGD, Theorem E] does not require the unbiased condition, which often used in the
convergence analysis of classis SGD [Ghadimi and Lan, [2013|]. This motivates a new approach
for the convergence analysis of Markov chain SGD [Even, [2023; [Beznosikov et al., 2023}
Koloskova et al., [2024], where the unbiased condition is not satisfied.

» The standard approach (analyzing convergence over periods of a fixed size E) in permutation-
based SGD causes a constraint of yLE < 1. In the main body, £ = N, causing the constraint
on the step size YL N < 1, which finally leads to a worse bound on the optimization term (See
the “AP” row in Tabl. As noted in [Koloskova et al| [2024], we can set E/ = @(7%) to
circumvent the constraint of yLFE < 1, leading to a better bound on the optimization term for
AP (Proposition [IT).

o For AP, whose permutations are arbitrary (without any specific structure), analyzing conver-
gence for arbitrary E will not affect the statistical properties of these permutations. However,
this does not apply to IP and DP. Take IP as an example. For IP, whose permutations are
independently generated across epochs, analyzing convergence for £ = @(7%) (E does not
necessarily equal N)) will compromise the nice statistical properties of these permutations: The
elements in different permutations may be divided into the same period and the elements in one
permutation may be divided into different periods.

o For the cases &F = @(7%), this work and the previous works [Wang and Ji, 2022; Koloskova

et all, 2024] use Assumption [d which is stronger than Assumption [3]used in the cases E'is a
multiple of N (in the main body).

o Compared with Koloskova et al.|[2024], one additional constraint £ < % is required for ours
(Propositions [T1]and[I2)) and[Wang and Ji| [2022].

Table 8: Comparison of convergence rates (of AP and classic SGD) with Koloskova et al.| [2024]].
Numerical constants and polylogarithmic factors are hided.

Algorithm Koloskova et al.|[2024] This work
2 L 2 1
AP % + min { (LF%Ng) 5 (LFoTNg'2> 2 }(1) % + min { (LF%N<> 5 (LFoTNg'2> 2 }(2)
1 N
Classic SGD % + (7“;98) 2 % + (7LFT“§2) ‘@

! These bounds are for % 37 ' E ||V f(y:)||* and do not require the additional constraint £ < Z. Therefore, if
these factors are taken into consideration, the bounds of |[Koloskova et al.|[2024] are better than ours.
2 These bounds are for mingeqo,1,..., 713 [|VF(ye) H2 and require the additional constraint £ < g

J.2 Proofs
This section provides the proofs of Theorem ] and the helper lemmas for Theorem 4]
Lemma 8. Suppose that there are n vectors Xg,X1 ...,Xp—1 € R? such that % Z?:_ol x; = 0 and

Ix:||> < <2 foranyi € {0,1...,n — 1}. Suppose that the indices T are sampled uniformly at
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random from {0,1,...,n — 1} with replacement in an i.i.d. manner. Then, for any integer m > 1,
the following inequality holds with probability at least 1 — §:

2
< 9me? log? <§) .

Proof. The proof is modified from |Yu and Li|[2023] Proposition 2.3]. Forany ¢ € {0,1...,n— 1},
the matrix

(%)

0 x;
J— 4 (d+1)x(d+1)
X; = [xT 0} eR

i
can be constructed. It can be obtained that

1 Xilly = il <,

< ng?.

Then, applying |Yu and Li [2023] Lemma 2.1] (it also holds for sampling with replacement) with
A = ns?, b = ¢, we obtain

m—1 2 2
~ S /2 ~ S /2
P > <4d - | =4d —_ .
( =, ) - ( Xm/n -+ bs/3> or ( me? + <s/3>
~ 2 7 7
Solving 4d exp (—#/35/3) < dyields s > 5 log(5 4d )+ \/< log? Td) + 2mg2 log(%). Using
1og(%) > 1, we obtain that if s > 3/mg log(?‘i), then 4d exp ( 57 /2

) < §. As aresult, we

e tos/3
obtain
m—1 462
P < > Xnw)|| = 3vmslog <5>> <.
=0 2
Using szgl X , = HZZBI Xr(i) |, and d = 2, we obtain the claimed result. O

Proof of Theoremd] For SGD, the cumulative updates over any epoch g are
Xqr1 — Xg = =7 Z V fr(e)(X5)- (36)

Since the global objective function f is L-smooth, it follows that

1
f(xq1) < f(xq) +(Vf(xq), Xg41 — Xg) + §L %41 — XqH2- (37
Using Equation (36), we obtain
(Vf(xq),Xg+1 — Xq>

= —E <Vf Xg), Z V fra(e) (X >

1 ) 1= 1
= —51E IV f(x,)] 7 > )| + B |5 L Vo)~ V10
n=0 n=0
where the second equality uses 2(x,y) = ||x||>+|ly||* — ||x — y||®. Using Equation , we obtain
2
1
oL Ixgt1 — xql* = 2LE2 Z V frge) (%
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Next, plugging the preceding two equalities back in to Equation (37)), we obtain

FOa) < S0x0) + (VS xg). X1 = %) + 5T g = %

1 E—1
) >V fra(e)(X5)
e=0

< f0xq) — 57 IVF(x0)| — S7E(L ~ALE)E

2

- 7E ZVfﬂq(e — Vf(x,)

Since yLE < 1, we obtain

Flxar1) < Fxg) = 57EIVS o) + 59 | 5 Zwﬂq W) -V 6

Since each local objective function f,, is Ly ,-smooth, we obtain

Ts in (38) = fny Z V fre)(x5) = Vf(%q)

_ E-1
1 1
E|l% Z Vfri0(x) = 5 D Vir,0(x0)
= e=0

2

E—
+9E || & Zwﬂq (e)(Xq) = Vf(xg)

. 1
<12, 3 g -l + v (6F)°

2 1 2
<AL, E (A +y5 (05)

This is the key change of the proof of Theoremd] compared to Theorem|[I] Plugging the preceding
inequality back into Equation (38)), we obtain

Fsge) € F05) = 9B IVII +918,5 (Ag)? 4755 (08
< J0x0) = 7B (L= 65713, B%) [V £xg) |+ 3713, (80) + v ()
509
< f(xq) -

1024”7
where the second inequality uses Lemma|§| and the last inequality uses yLy , B < 32 Notably, the

: - 1
BV ()| +3v°L3 B (8)" + 7 (0F)

resulting 1nequa11ty is almost identical to Equation (1 , except an additional term v+ (1/)E) The

term (z/JE ) will not be dealt with further in this theorem, so the remaining steps of this proof are
almost the same as those in Theorem [I] For these reasons, we omit the remaining steps. O

To prove Theorem[d] we require the following lemma. In particular, we define the maximum param-

eter deviation (drift) in any period g, A, as
A, = max ||x¢ — xY
17 celm) H H

Lemma9. [fyL,E < the maximum parameter drift is bounded:

32
Ay S 208, + S BV

(Ag)° <34 (64)° +372E2 IV £ (o)1

32’
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Proof. The proof is identical to that of Lemmal6] except that the epoch-based notations are replaced
by the period-based notations. O

e—1

Proof of Proposition[[1} Forany g € {0,1...,Q —1}ande € [E],
> (Ve (x9) = VF(xp))

2
(¢5)" =
1=0

< 4min{E, N}N¢%. (39)
See the analyses of Equation (39) in [Koloskova et al.|[2024, Appendix C, Proofs of the bounds in
Table 2] and |[Lu et al.|[2022bl, Appendix A.5, Justifications for Assumption 2 under various example
orderings].
In this proposition, for Theorem@ p=2v=0D=4min{E,N}N¢? ¢ = 30 and ¢} =
4min{E, N}N¢2. These lead to

Q-1
22;0 IV f(xo)I” = o( ];Q 2L2 min{N? NE}¢* +E1 min{ N2, N E}s )

1
32LE"

with the constraint v <

Then, choosing £ = | 557 L |, we obtain

2L2N2 2 ’}/LN§2})

1 «— 2 Ey
5 Z v sl =0 (s
Using v < L, which is due to ¥ = L32 7] > 1, and applying Lemmaslandl we obtain

5 S =o (g e (455) . (“55°)'})

qO

Given that y can be chosen different in different propositions, E() (E is chosen according to ) can
be different in different propositions. To ensure a fair comparison between algorithms, we use the
total number of iterations 7" instead of N (@ in the bounds:

mm \V4 min v 2
o || Flyol? < e{()’]37___7(L1J_1)}|| Fya)ll
= \%
om0

IN

1 )
0 ZO [V f(xq)ll

ot LF,N¢\® [LF,N¢2\?
N T T ’ T ’
where y; denotes the model parameter vector in iteration ¢ and the last equality uses Q =

<
E~ 1Z]E =
5 when F < % [Wang and Jil 2022, Appendix C, Proofs]. O

Proof of Proposition[I2] Forany g € {0,1...,Q —1}ande € [E],
2

< ECS2. (40)

Z V fry (i) (Xq) — V(x4))
1=0

where C' = 9log? (%) and the last inequality uses Lemmal
In this proposition, for Theorem p =2,v=0,D=NC¢? ¢c=30and d}f = FEC¢2. These give

1= - ( F 1
& Vsl = 0 (o + 21252 + 16
q=0
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with the constraint v < ﬁ Since Equation lmb is used for each period (that is, for ) times), so
by the union bound, the preceding bound holds with probability at least 1 — Q4.

Then, choosing £ = we obtain

|-32'7LJ

Q-1 F
QZfoq O(EQ 'ng>.

Using v < L (due to ¥ > 1) and applying Lemmal we obtain

1 LF, [LFy2\?
Qz”vf"q :O<EQ+<EQ)>'

To ensure a fair comparison between algorithms, we use the total number of iterations 7" instead of

N in the bounds:
. - (LE, (LEg*\*
\Y =0
te{og}}r}pl}\l fyoll? (T +< T ) )

where y; denotes the model parameter vector in iteration ¢. O

K Additional Extensions of FL

In this section, we extend the framework to cover the independent client participation pattern in
Karimireddy et al.|[2020], Yang et al.|[2021]] and |Wang and Ji|[2022]] with the same way studied in
Appendix [J|

K.1 Results

Similar to Appendix [J| we redefine some notations, that is, to reformulate those defined over
“epochs” in terms of “periods”. For instance, the order error ¢, in any period q is defined as

v(e)—1
o = TROX 0y =Y (Virg(%0) = V(x0) || ¢
=0

p
where 7, denotes the order in period ¢ and x, means the initial parameter vector in period g. See
Definition [2| for comparison. Furthermore, we deﬁne

qE{O,l, 7Q 1} Z fﬂ'q(e) vf(xq)

where x; denotes the parameter vector after k local updates in client n in epoch q.

o =

Theorem [3] provides the extended framework for FL, which covers the independent participation
pattern (Propositions [T3]and[T4).

Theorem 5. Let the global objective function f be L-smooth and each local objective functions fy,
be Ly ,,-smooth and L,,-smooth (p > 2). Suppose thatAssumptionholds. Suppose E mod S = 0.
Let v > 0 be a numerical constant. Suppose that there exist B and D such that for 0 < ¢ <v —1,
_ 5 2 ~
(2)* < B[V f(x)I” + D,
and there exist { A;}, {B;} and D such that for q¢ > v,

PN Ai@e) Y BillVF(xg-i) | + D

i=1 =0

If’ygmin{ 1 1 VISSL AL IS A },then
1
Q

NLKEg’ 32L2p KBS 4Ly ,K4/S0_0 B’ 4L, ,Kk 3V B 32LoKE%

5F0 2712 2 2712 2 2
Z IV £(x4)]1? mwyL K§§VD+207 L} K%

2D+57 (wf)z’

+ 072L§7pK2 2

S

where ¢ = 10/(1-x"%_, A,) is a numerical constant.
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When E is a multiple of N (wE = 0), and Theorem |5|is reduced to Theorem |2} covering the
examples in FL with regularized participation. When E' = @( 7) (1/)E is allowed to be nonzero),

we can obtain the convergence rates of FL with independent partlclpanon Two strategies appeared
in previous works are considered (see Propositions[I3]and[T4). The comparison of convergence rates
with the previous works [[Yang et al., 2021; [Wang and Ji [2022]] are provided in Table[9] Note that
the assumption that the clients are selected according to Equation (@6) is also used in/Wang and Ji
[2022] Proposition 4.7]. See the statement in|Wang and Ji|[2022]: “In the following, we assume that
e, is chosen such that i, = E[g}] foralln € {1,..., N} and t € {to,t0 +1,...,t0 + P —1}".

Proposition 13 (Strategy 1). Let the clients be selected uniformly at random with replacement in
each round, independently across rounds. Suppose that Assumption d| holds. Then, we obtain that,
for q > 0, with probability at least 1 — 9,

(<,Zaq)2 < EC<?,and z/Jf < EC¢?,

where C = 910g2( ). Applying Theoreml choosmg E=09(]
for <3 L we obtain that, with probability at least 1 — T,

2 1
. 2 LEo LFys\ 3 LFyc*\ 2
00 (M (1) (187

where y; denotes the model parameter vector in round t.

K —7]S) and tuning the step size,

Proposition 14 (Strategy 2). Let the clients be selected in a manner that satisfies Equation in
each round, independently across rounds. Suppose that Assumption d| holds. Then, we obtain that,
for q > 0, with probability at least 1 — §,

(7q)% < ESC<?, and yF < ESCS?,

where C = 9 logz(%). Applying Theorem choosing E = O( Lﬁj S) and tuning the step size,
for % < % we obtain that, with probability at least 1 — T'6,

(LF, [LFy\? [LFy2\?
i V) o( 2 (F2E) (P )

where y, denotes the model parameter vector in round t.

Table 9: Comparison of convergence rates (of FL with independent participation) with previous
works. Numerical constants and polylogarithmic factors are hided. We set 17 = 1 for comparison.

Algorithm Previous works This work
2 2 i 2 2 i
Swmegy 1 M (M)F 4 ()0 () ()
1 1
Strategy 2 L | (LEs)S 4 (L))" 46209 Lk y (—LF“)% +(L3L) e

! This bound is from |Yang et al.{[2021, Theorem 2]. This bound is for T E|Vf(ye)|? and do

not require the additional constraint g < g Therefore, if these factors are taken into consideration,

the bounds of | Yang et al|[2021]] are better than ours.
2 These bounds is for mingeo,1,... 713 ||V (¥t) ||2 and requires the additional constraint % < %
3 This bound is from Wang and Ji| [2022].

K.2 Proofs

This section provides the proofs of Theorem [5]and the helper lemmas for Theorem 5

To avoid ambiguity, we define

< . GB-1 _ _E
Xg+1 =X, g =Xg0-
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Due to the amplified updates [Wang and Ji, 2022]], we have
E-1K-1

Xg+1 —Xg = — Z vaﬂq (e) qk)

eOkO
E-1K-1

Xg+1 — Mg Z Z V frate) (X5 1) -

eOkO

We define the maximum parameter deviation (drift) of FL in any period ¢, A, as

— e
Ay=max] e, IR =l
ke{o,...,.K—1}

Then, we obtain the relation

1%g+1 = %qll, = 0 [1%g+1 = X4l <0l

Lemma 10. vaLpKNé < é and F is a multiple of S, the maximum parameter drift in FL is
bounded:

32 1 32
AﬁiﬁﬂKS%*’ ﬂﬂﬂﬂWfk0H+ vKg

(8 < 17K 55 (20)* + 42 K7 B 5 V1 ()| + 402 K762,

Proof. The proof is identical to that of Lemmal[I0] except that the epoch-based notations are replaced
by the period-based notations. O

Proof of Theorem[3] For FL with regularized participation (Algorithm 2, the cumulative updates
over any period q are

N—-1K-1

Xq41 = Xg = g ZZVfw) X - (41)

nOlcU

Since the global objective function f is L-smooth, it follows that

1
f(xq1) = f(xq) S (Vf(xq), Xg41 —Xg) + §L %41 — XqH2 : (42)
Using Equation (T]), we obtain
(Vf(%q):Xq1 = Xg)

1 =01
()5 3 X o))
=0

1
= —y—KE
Mg

where the second equality uses 2(x,y) = ||x||>+|ly||* — ||x — y||*>. Using Equation (41)), we obtain
2

1 E 1K-1

2

e Z D Vi) (5k)

e=0 k=0
E—1 K-1 2
Loorl ool ! e
= 2*)/ n LSQK E E ? vfﬂ'q((i)(xq,k,)

n=0 k=0
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Plugging the preceding two equations back into Equation , and using ynLK N % < 1, we obtain
f(xq+1) = f(%q)

11 11 R
2
< —§’W§KE IV f(xq)[I” + 5777§KE B ; It kZ:O V frge)(Xg 1) — Vf(xq) (43)
Then,
1 | Bl 1 K—1 2
Toin @) = 59 KE | =D 2 D Ve (XG0 = VF(x0)
e=0 k:O
E-1 , K-1 E-1 , K-1 2
1 1 1 1 1
<m=KE||=3 = S
’7"75 E K Z vfﬂq e)( ) E K v.ffrq(e) (Xq)
e=0 " k=0 e=0 " k=0
1 | Bl K1 2
+’777§KE = K V fr, e)(Xq) = V f(xq)
e=0 k=0
| E1E-1 ,
<lyg e = xall,
e=0 k=0
1 Bl K-1 2
tgKE| 5 ) e 2 Vine (e = VI(x)
e=0 " k=0

1 1 2
<nL3,KE— (Ag)? + K —= (vF)”,

S

where the second inequality is because fr_(c) is L2, smooth and the last 1nequahty uses the defini-
tions of A, and wE Plugging the preceding inequality back into Equation , wWe obtain

Fgrn) = f0sg) < 59 KEIVFe) P +9nT3 KB g (Ag) + 9k = (6F)”.

Using Lemmaland YLy p K N < L. we obtain

327
f(xg41) = fxg) < -

S ES

127
256

+ 4y nL%ypK?’E

L
KBS V105 + 49013, KB 5 (2,)°

E
Sc +777Kf (g )%

Note that the preceding inequality is almost identical to Equation (23], except an additional term

K =< o (1/)E ) The term (¢E ) will not be dealt with further in this theorem, so the remaining
steps of this proof are almost the same as those in Theorem [2] For these reasons, we omit the
remaining steps. O

Proof of Proposition|[I3] Forany g € {0,1...,Q —1} and e € [E],

v(e)—1 2

2
(w2) = ; (Vrytiy (%q) = VF(x0)) || < BCS? (44)

where C' = 91n”(8) and the first inequality uses Lemma
In this proposition, for Theoreml p=2,v=0,D=FECs% c=10and wE EC¢?. These give

Ql
A Fo 27272 2 2712712 1 2 1 2

Vv = ——— + LK + v L°K*E—¢* + —
QZH 1)l O(WKE;Q 7 sy 52t TES )

with the constraint vy < Equation (44) is used for each period (that is, for ) times), so

1
32nLKE X"
by the union bound, the preceding bound holds with probability at least 1 — Q4.
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|S, we obtain
- F, 1
( 0 +’)’2L2K2§2+’)’LKS§>

52wLK
MKE£Q

:

Then, choosing E
-1

1
Q- HVf () II”
Usingy < 77 (dueto E = | oL KJ S > S), and applying Lemmaslandl we obtain
3 LF0§2 ) 2)

O

IIM

LF, LFys \?
( > * ( nkEQ

2_ 5
nE+Q  \nE$Q

1S
0 D IVl
q=0
Given that y can be chosen different in different propositions, £ (E is chosen according to ) can
be different in different propositions. To ensure a fair comparison between algorithms, we use the

total number of iterations 7" instead of N (@ in the bounds
min v < min \Y% 2
o VSO S i 9SG
= \Y

q6{0,§{1 0yl Fxq)II?

1 2
<0 Z IVF(x0)

q=0
2 1
~ [ LF LFys\ 32 LFy?\?
-0 Lo + 0S + 0S :
nT nT nST
where y; denotes the model parameter vector in round ¢ and the last equality uses QLE =1 le TZ <
E S
7 2 when £ 5 < z 5 [Wang and Ji,|2022, Appendix C, Proofs]. We set = 1 for comparison:
~ LFO LFO§ 5 L,F()(2 5
te{o,l, o1y IVityol’ =0 ( T < T > ( ST '
O
Proof of Proposition|[I4] Forany g € {0,1...,Q —1} and e € [E]
v(e)—1 2
(e9) = (Vfry00(%a) = VF(x,))
i=0
v(e)—1 2
= ( Z qu(L4§'JS+s)(Xq) Vf(xq)>
- 2
< ESC ie{O,Ilr.l.z.i,}J(E—l} 5 ZO L]54s) y(xg) = Vf(x4)
= 5

< ESC ie{o,rlr}%,)i“—l} g 2 vawq(ngs-i-s) (xq) = V f(xq)

< BESC¢? (45)

where C' = 91n (%) and the first inequality uses Lemmaand the condition
1 5=1
< Z Vfrali 1545 (%) | = Vf(xq) (46)
0
—1}andq € {0,1,...,Q — 1}
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In this proposition, for Theoreml p=2,v=0,D=FESC, c=10and z/JE ESCc2. These
lead to

li 2_0 o 27252 2 27272
5 L IVI0IP =0 (b + IR 4 I E e 4 s

with the constraint v < Equation 1} is used for each period (that is, for ) times), by

1
32nLKEL "
the union bound, we can obtain that the preceding bound holds with probability at least 1 — Q9.

Then, choosing £ = Lsz»yKLJ S, we obtain

1 %=
2 Fo 2722 2 2
IV f(x,)] (9( + v L*K?*? + yLK¢* ) .
Zﬁ ' MEE5Q

Using v < 75 (due to E = Lmj S > S), and applying Lemmasand we obtain

([ LF, LFyc \? [ LFy? > 3
§ v -0 .
g 2 V7t (nE;Q+ (nE;Q) i (nE;Q )

q=0

To ensure a fair comparison between algorithms, we use the total number of iterations 7" instead of
NQ in the bounds. Following the same steps as Proposition[I3] we obtain

P 1
. ~(LFy  (LFys\® (LF*\?
\Y =0
oy IV Ao (nT +< nT> +< i) )

where y; denotes the model parameter vector in round ¢. We set n = 1 for comparison:

(LR,  (LF<\® | [LFg?\*
omn VG 0( T (EEE) (M) )

L. Permutation-based SGD and Online Learning

In modern large-scale language model training, it may be impossible to actually shuffle all the data
examples in a very large dataset. In this section, we analyze a hybrid algorithm that combines
permutation-based SGD with online learning [Orabonal 2019; Hazan et al., 2016]].

The hybrid algorithm, notations and assumptions. The data examples are sampled from a very
large dataset in a online fashion. Each time K data examples are sampled (which can be stored in
a small memory), these data examples are permuted and then fed into the model. For simplicity,
we use projected online gradient descent (see (Orabonal [2019, Algorithm 2.1]) to train this model
with the shuffled examples. The details are in Algorithm [I3] which combines Algorithm [I] and
Orabonal [2019] Algorithm 2.1]. Intuitively, Algorithm [I3]is a hybrid (hierarchical) algorithm where
the top-level part is projected online gradient descent and the bottom-level part is permutation-based
SGD.

In this section, we need to redefine some notations. We call each group of K examples a block,
indexed by q. We use fr (&) to denote the loss function of the k-th example in block ¢, where 7, is

the permutation in block q. We use Iy = & Z k—0 fk to denote the loss function of the block q.

We use x to denote the iterates: x’; denotes the iterate in example k and block ¢ and x, denotes the
initial iterate in block q.
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Algorithm 13: A hybrid algorithm that combines permutation-based SGD with online learn-

ing

Input: V, 7y, xg € V
Output: {x,}
1 forg=0,1,...,Q —1do
2 Sample K examples in an online fashion
3 fork=0,1,..., K — 1do
4 ‘ Xkt xk —'nygq(k)(x’qf)
X1 = Hy(xg) = argming ¢y, [l — yl|?
6 Tg+1 < Permute(---)

wm

The assumptions are as follows:
Assumption 5. All iterations x € V, where V is a closed convex set with diameter D.

Assumption 6. There exists a constant o such that for any q € {0,1,...,Q — 1},

where Fy(x)

IVF,(x)|* < 0®, vx € RY,

= £ 3 flx).

Assumptions [5]and [6] are used in|Orabonal [2019], Theorem 2.13].

Definition 4. The order error in any block q is defined as

P0 = 12

k—1
S (9 o) - T

Assumption 7. There exists a constant ¢ such that for any ¢ € {0,1,...,Q — 1} and k €

0,1,...

K —1},

IV f(x) — VE,(x)]* < <%, vx € R%

Regret analysis. The average regret bound of Algorithm [T3]is given in Theorem[6] Suppose that
Assumption [7| holds, we can obtain the bounds of ¢, for AP and IP (as in Appendix [E) by which
we can further obtain the average regret bounds for AP and IP. These bounds imply that a nice
permutation (the value of ¢, is small) will lead to a nice bound. Thus, shuffling a subset of the
dataset can also help improve the performance. Notably, in online learning, the examples appear
only once, which means that the information gained from the previous blocks may not apply to the
subsequent blocks. As a result, the original DP algorithms cannot be applied for online learning.
Given the complexity, we leave DP to future works.

Theorem 6. Suppose that Assumptions[5|and[6| hold. The average regret bound of Algorithm|[I3)is

Q-1 2

1 D _

@ § (VFy(xq) — VEy(u)) < I KQ + 2'7’2L (¢q)2 + 27K02a
q=0

where u € V is an arbitrary competitor.

Proof. This analysis is based on|Orabona|[2019, Theorem 2.13].

g1 — ull® = [fxg — u® = [Ty (xX) — u|* = x, — ul]?

2
< [Jxg” =" = llxg — ull

K-1
< ||Xq - Z vfgq(k)(XS) - uH2 - HXq - u||2
k=0
K-1 K-1
<22y 3 (kg =, VI () + 421 S0 VAL R @)

k=0 k=0
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where u € V is an arbitrary competitor, and the first inequality uses |Orabonal [2019, Proposition
2.11]. Then, using [Karimireddy et al.|[2020, Lemma 5], we obtain

K—-1
T1 in @ = —2’}/ Z <Xq —u, szq(k) (XI(;»
k=0
K—1 2
<29 30 (1 (ka) = 2y (0) = Lk = x|
k=0

K-1
= 2K (Fy(x,) — Fy(w) +29L Y ||
k=0

and
2
T, in @) = 72 mq(k) (XS)
K—1 2 K—1 2
<27 Z V&) = D V)| +207 | > VI (x0)
k=0 k=0
K-1 9
=27°L°K ) ||xF — x| + 27°K*VFy(x,)
k=0
K-1 5
<29°L°K Y ||xE = x| + 292 K%0”.
k=0

Plugging the preceding two bounds into Equation (47), we obtain

%g 41 —ul|* = [[xg —u®
K-1 9
< —29K (Fy(xg) — Fy(w)) + 29L(1 +vLK) Y ||IxF — x,||” + 24 K?02.
k=0

Note that Lemma [f] applies to the local updates (Lines[3Hd) in Algorithm[T3] and then we obtain

2 2
IIXq+1 —u” = xg — u

< —29K (Fy(xq) — Fy(u)) + 2yLK (1 + 7LK)A? 4 27 K?0?
< 29K (Fy(xq) — Fy(u))
+29LK(1+9LK) (392 (8,)° + 372 K2 [V Ey(x,)|*) + 292 K30
< —27K (Fy(x,) — Fy(u)) + 473LK (6g)” + 4P LK® |V F,(x,)|* + 272K 20>
< —2K (Fy(xq) — Fy(u)) +49°LK (¢,)” + 47’ LK?0* + 24°K%0°
< —29K (F,(x,) — Fy(u)) + 49°LK (qsq) + 372 K?0?,

2 . .
, the second inequality

where the first inequality uses the definition A
uses Lemma@ the third 1nequa11ty uses YLK <

the forth inequality uses Assumption |§| and the

32’
fifth inequality uses YLK < 4 35- Then,
g —ul®  |lxge1 —ul? < \2
F,(x,) — F,(u) < q2vK - ‘IQWK +272L (¢g)” + 27K o>

Averaging over q in the preceding inequality, we obtain

1 %0 — ul|” = |xq — u)? — 2
) Z (Fy(xq) — Fy(u)) < 7 KQ +29%L (¢q) + 2vKo?

2

< 2L (60)° + 29K 02
_27KQ+7 (qéq)—&-v o°,
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where we use Assumption[5] Applying Lemmas[T]and 2} we obtain the average regret bound

1 o2 (VIDs,\'  [oD2\}
(o)~ Ffu)) = 0 | 22 +< KQ¢) (%)

q=0
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We claim that we provide a unified analysis for permutation-based SGD with
arbitrary permutations of examples and a unified analysis for regularized client participa-
tion FL with arbitrary permutations of clients in the abstract and introduction.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations in Section
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide the full set of assumptions in all the theorems (Theorems
and [3) and propositions (Propositions [T} 2] 3| @ ] [6 [7} [8] 0] and [I0). The proof of The-
orem [I]is provided in Appendix [E] The proofs of Theorems [2] and [3| are provided in Ap-
pendix |G| The proofs of Propositions I} 2} [3| [} 5] [6| and [7] are provided in Appendix [F] The
proofs of Propositions|[8] [0]and [T0]are provided in Appendix [H]

Guidelines:
* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the details of the experiments on simulated data in Section [5|and
real data sets in Appendix [ We also provide the codes for the experiments on simulated
data in the supplementary material.

Guidelines:
* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.
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While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the codes for the experiments on simulated data in the supplemen-
tary material. We will provide open access to the data and code if the paper is accepted.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
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Justification: We provide the details of the experiments on simulated data in Section [5|and
real data sets in Appendix|[l]

Guidelines:
* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We run the experiments for multiple random seeds, and provide the min-max
values in the experiments on simulated data in Section[5|and provide the standard deviation
in the experiments on real data sets in Appendix

Guidelines:
* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

¢ Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the information on the computational resources in Appendix [I}
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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9.

10.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This work adheres to the NeurIPS Code of Ethics.
Guidelines:
* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

 The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There are two main contributions in this work: (i) A unified convergence
analysis framework for permutation-based SGD with arbitrary permutations of examples.
(i1) A unified convergence analysis framework for FL with regularized client participation
with arbitrary permutations of clients. This work is primarily theoretical and foundational,
it contributes to a better understanding of optimization methods widely used in machine
learning systems. Thus, we do not feel specific societal impacts beyond those existing in
general machine learning and federated learning.

Guidelines:
* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
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mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

12.

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

The answer NA means that the paper poses no such risks.

Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All assets are properly cited.

Guidelines:

The answer NA means that the paper does not use existing assets.
The authors should cite the original paper that produced the code package or dataset.

The authors should state which version of the asset is used and, if possible, include a
URL.

The name of the license (e.g., CC-BY 4.0) should be included for each asset.

For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new assets.
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Guidelines:
* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects

15.

16.

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

¢ Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
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only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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