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Abstract

Large language model (LLM)-powered multi-agent systems (MAS) have demon-
strated cognitive and execution capabilities that far exceed those of single LLM
agents, yet their capacity for self-evolution remains hampered by underdevel-
oped memory architectures. Upon close inspection, we are alarmed to discover
that prevailing MAS memory mechanisms (1) are overly simplistic, completely
disregarding the nuanced inter-agent collaboration trajectories, and (2) lack cross-
trial and agent-specific customization, in stark contrast to the expressive memory
developed for single agents. To bridge this gap, we introduce G-Memory, a hi-
erarchical, agentic memory system for MAS inspired by organizational memory
theory [1], which manages the lengthy MAS interaction via a three-tier graph
hierarchy: insight, query, and interaction graphs. Upon receiving a new user query,
G-Memory performs bi-directional memory traversal to retrieve both high-level,
generalizable insights that enable the system to leverage cross-trial knowledge,
and fine-grained, condensed interaction trajectories that compactly encode prior
collaboration experiences. Upon task execution, the entire hierarchy evolves by
assimilating new collaborative trajectories, nurturing the progressive evolution of
agent teams. Extensive experiments across five benchmarks, three LLM backbones,
and three popular MAS frameworks demonstrate that G-Memory improves success
rates in embodied action and accuracy in knowledge QA by up to 20.89% and
10.12%, respectively, without any modifications to the original frameworks. Our
codes are available at https://github.com/bingreeky/GMemory.

1 Introduction

As Large Language Models (LLMs) continue to redefine the frontier of artificial intelligence, LLM-
driven agents have exhibited unprecedented prowess in perception [2, 3, 4, 5], planning [6, 7, 8],
reasoning [9, 10], and action [11, 12], which have catalyzed remarkable progress across diverse
downstream domains, including code generation [13, 14], data analysis [15], embodied tasks [16] and
autonomous driving [3, 17, 18]. Building upon the impressive competencies of single agents, LLM-
based Multi-Agent Systems (MAS) have been demonstrated to push the boundaries of single model
capacity [19, 20, 21]. Similar to collective intelligence arising from human social collaboration [22,
23, 24], MAS orchestrates multiple agents [25, 26, 27], whether through cooperation [28, 29, 30, 31]
or competition [32, 33, 34], to transcend the cognitive and specialized limitations of solitary agents.

Self-Evolving Agents. What especially characterizes LLM agents is their self-evolving capacity,
i.e., the ability to continuously adapt and improve through interactions with the environment, as seen
in prior works where such adaptability has led to two- to three-fold quantitative improvements [35].
The central driving force behind such self-evolving nature is memory mechanism of agents [36, 37],
which parallels human abilities to accumulate knowledge, process past experiences, and retrieve
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Figure 1: (Left) We report the token cost of several single-agent and MAS baselines on ALFWorld
benchmark; (Right) The overview of G-Memory’s three-tier hierarchical memory architecture, en-
compassing the insight graph, query graph and interaction (utterance) graph.

relevant information. Previous successful memory mechanism designs, including both inside-trial
memory (i.e., context retained within solving one single query) and cross-trial memory (i.e., experi-
ence accumulated across multiple tasks) [38], have empowered agents to excel in diverse applications
such as personalized chat [36, 39, 40], recommendation [41], embodied action [42, 16], and social
simulation [19, 43, 44], enabling them to evolve into experiential learners that effectively leverage
past experiences and world knowledge.

Self-Evolving MAS. However, such self-evolving capacity remains largely absent in multi-agent
systems. Most existing MAS are still constrained by manually defined workflows, such as the
Standard Operating Procedures (SOP) in MetaGPT [21] and ChatDev [45], or rely on pre-defined
communication topologies in MacNet [46] and AgentPrune [30]. More recent automated MASs, such
as GPTSwarm [47], ADAS [48], AFlow [49], and MaAS [50] have made it to automatically optimize
inter-agent topologies or prompts, which, nevertheless, ultimately yield giant and cumbersome MAS
architectures, lacking the agility to self-adjust with accumulated collaboration experience.

Memory for MAS. The absence of the aforementioned self-evolving capacity is, in fact, rooted in
the lack of memory mechanisms specifically tailored for MAS. One may challenge this claim from two
perspectives: ❶ Do existing MASs lack memory mechanisms altogether? Not entirely. Classical MAS
frameworks such as MetaGPT, ChatDev, and Exchange-of-Thought [51] incorporate memory-related
designs. However, these are often limited to inside-trial memory [51], while cross-trial memory, if
present, remains rudimentary—typically involving the transmission of overly condensed artifacts
(e.g., final solutions or execution results) [21, 45, 46], and failing to enable meaningful learning from
collaborative experience. ❷ Why not directly transfer existing single-agent memory mechanisms to
MAS? Unfortunately, such a transfer is far from straightforward. The inherent nature of MAS, i.e.,
multi-turn orchestration across multiple agents [26, 27], leads to substantially longer task-solving
trajectories compared to single-agent settings (up to 10× more tokens, as demonstrated by Figure 1
(Left)). This poses a significant challenge to traditional retrieval-based memory designs [36, 37, 16],
as naive feeding of the entire long-context trajectory without proper abstraction from a collaborative
perspective offers little benefit. Given the aforementioned challenges, a natural question arises:

How can we design a memory mechanism capable of storing, retrieving, and
managing the lengthy interaction history of multi-agent systems, such that agent
teams can benefit from concise and instructive experience and insights?

The Present Work: G-Memory. In response to the above question, we introduce a
:
Graph-based

Agentic
:::::::
Memory Mechanism for LLM-based Multi-Agent Systems, dubbed G-Memory, which manages

the complex and lengthy interaction history of MAS through a three-tier hierarchical graph structure:

✱ Insight Graph, which abstracts generalizable insights from historical experience;
✱ Query Graph, which encodes meta-information of task queries and their connectivity;
✱ Interaction Graph, which stores fine-grained textual communication logs among agents.

Figure 1 (Right) visualizes these structures, and their formal definitions are placed in Section 3. When
a new query arrives, G-Memory efficiently retrieves relevant query records by leveraging the topology
of the query graph, and then traverses upward (i.e., query→insight graph) to extract associated high-
level insights and downward (i.e., query→interaction graph) to identify core interaction subgraphs
that are most pertinent to the task at hand, thereby mitigating information overload. Based on the
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retrieved memory, G-Memory offers actionable guidance to the MAS, e.g., division of labor, task
decomposition, and lessons from past failures. Upon the completion of a task, all three levels of the
memory hierarchy are updated in an agentic manner, with newly distilled insights, enriched query
records, detailed MAS trajectories, and their level of detailed associations. Through this refinement,
G-Memory functions as a plug-and-play module that can be seamlessly embedded into mainstream
MAS frameworks, empowering evolving inter-agent collaboration and collective intelligence.

Our contributions are summarized as follows:

❶ Bottleneck Identification. We conduct a thorough review of existing multi-agent systems and
identify a fundamental bottleneck in their self-evolving capabilities, which is largely attributed
to the oversimplified memory architectures.

❷ Practical Solution. We propose G-Memory, a hierarchical agentic memory architecture for
MAS, which models complex and prolonged inter-agent collaboration through a three-tier
structure comprising insight, query, and interaction graphs.

❸ Experimental Evaluation. Extensive experiments across five benchmarks show that G-Memory
is (I) high-performing, improving state-of-the-art MAS by up to 20.89% and 10.12% on
embodied action and knowledge QA tasks, respectively; and (II) resource-friendly, maintaining
comparable or even lower token usage than mainstream memory designs.

2 Related Works
Single-Agent Memory. Memory serves as a primary driving force for agents to accumulate
experiences and explore the world through interactions with the environment [52, 53, 54, 55]. It
plays a critical role in both task-solving and social simulation LLM agents, and this work primarily
focuses on the former. Early research on agent memory was confined to simple inside-trial memory,
mainly addressing limitations posed by the LLM context window in chatbot applications, including
MemoryBank [36], ChatDB [39], MemoChat [40], and MemGPT [37], which typically adopt retrieval-
augmented generation (RAG)-style, similarity-based chunk retrieval. Subsequent developments
have progressed toward more cognitively inspired memory architectures, including (1) memory
scope extended to cross-trial memory like ExpeL [42] and Synapse [56]; (2) application domains
broadened to include computer control [56], embodied action [57], scientific discovery [58], coding
and reasoning [59]; and (3) management techniques evolved from coarse-grained textual similarity
toward more sophisticated abstraction and summarization of acquired knowledge and experiences [19],
as seen in A-Mem [60], Mem0 [61] and MemInsight [62]. More discussions are in Appendix D.

Memory in Multi-agent System. However, the memory mechanisms tailored for MAS remain
markedly underexplored. Some representative frameworks, such as LLM-Debate [20, 33] and
Mixture-of-Agent [63], omit memory components altogether. Others merely adopt simplistic inside-
trial memory schemes [46, 51]. Even in frameworks that attempt cross-trial memory [45], the memory
is merely compressed as the final outcome artifacts, overlooking the nuanced agent interactions.
Collectively, there is a pressing need for a principled memory architecture that can capture, organize,
and retrieve the inherently intricate task-solving processes unique to MAS [38].

LLM-based Multi-Agent Systems. Our work focuses on task-solving MAS, which, unlike their
single-agent counterparts, often lack the capacity for continual evolution through interaction with the
environment [64, 65]. Early frameworks such as AutoGen [13], CAMEL [24], and AgentVerse [66]
rely entirely on pre-defined workflows. More recent efforts [67, 68, 49, 48, 69, 31] introduce a
degree of adaptivity by generating dynamic MAS in response to environmental feedback. However,
such evolution is often one-shot: for example, AFlow [49] employs Monte Carlo Tree Search to
construct a complex MAS tailored to a specific task domain, which yet lacks the capacity to evolve
with increasing task exposure or transfer across domains [50, 70]. From this perspective, constructing
MAS with genuine self-evolving capabilities remains an open and challenging research frontier.

3 Preliminary
In this section, we establish the notation and formalize key concepts of multi-agent systems and
G-Memory’s hierarchical memory architecture.

Multi-agent System Formalization. Consider a multi-agent framework represented by a directed
graph G = (V, E), where |V| = N is the number of agents and E ⊆ V×V defines their communication
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channels. Each node Ci ∈ V corresponds to an individual agent described by the quadruple:

Ci = (Basei,Rolei,Memi,Plugini), (1)

where Basei denotes the underlying large language model instance, Rolei specifies the agent’s
designated role or persona, Memi encapsulates its memory state, including past interactions or
external knowledge stores, and Plugini is the set of auxiliary tools (e.g., web-search engine).

Upon receiving a user query Q, the system evolves through T synchronous communication epochs.
At each epoch t, we derive a topological ordering π = [π1, . . . , πN ] of the nodes such that if there is
an edge from πj to πk, then j < k, which guarantees that every agent processes its inputs only after
all its predecessors have acted. For each agent Ci in π, its output at iteration t is computed as:

r
(t)
i = Ci

(
P (t)
sys, Q, {r(t)j : Cj ∈ N−(Ci)}

)
,

where: r(t)i denotes the response generated by Ci (which may include reasoning steps, intermediate
analyses, or final proposals), P (t)

sys comprises global instructions (including each agent’sRi),N−(Ci)
is the set of in-neighbors of Ci, whose outputs serve as contextual inputs. After all agents have acted,
a global aggregation operator A fuses the collection of responses into an interim solution a(t):

a(t) = A(r(t)1 , . . . , r
(t)
N ).

Common implementations for A include majority voting schemes [47], hierarchical summarization
via dedicated aggregator agents [13, 30], or simply adopting the final agent’s output as the answer [46].
These epochs iterate for t = {1, . . . , T} until either a preset limit is reached or an early-stopping
criterion is met [71], producing the final response a(T ) to the query Q.

Memory Architecture. Our proposed G-Memory orchestrates and manages the memory of multi-
agent systems via the following three hierarchical graph structures:

[✱] Interaction Graph (Utterance Graph). For query Q, let G(Q)
inter = (U (Q), E(Q)

u ) denote its
interaction trajectory, where (i) nodes U (Q) = {ui} represent atomic utterances, with each ui ≜

(Ai,mi) containing Ai ∈ V (speaking agent), and mi (textual content), (ii) Edges E(Q)
u ⊆ U (Q) ×

U (Q) follow temporal relationships: (uj , uk) ∈ E(Q)
u ⇐⇒ uj is transmitted to and inspires uk.

[✱] Query Graph. The query graph, storing previously tackled queries and metadata, is as follows:

Gquery = (Q, Eq) =
({

Qi,Ψi,G(Qi)
inter

}|Q|
i=1

, Eq
)
, (2)

whereQ = {qi} is the node set, node qi ≜ (Qi,Ψi,G(Qi)
inter ) is composed of the original query Qi, task

status Ψi ∈ {Failed,Resolved}, and its associated interaction graph G(Qi)
inter . The edges Eq ⊆ Q×Q

encode semantic relationships between queries. The query graph enables retrieval beyond coarse
metrics such as embedding similarity, with its meticulous topology.

[✱] Insight Graph. The highest-level insight graph is featured as follows:

Ginsight = (I, Ei) =
(
⟨κk,Ωk︸ ︷︷ ︸

ιk

⟩|I|k=1, Ei
)
, (3)

where the node set I = {ιk} represents distilled insights, each node ιk is composed of the insight
content κk and the set of supporting queries Ωk ⊆ Q. The edges Ei ⊆ I × I × Q forming
hyper-connections where (ιm, ιn, qj) indicates insight ιm contextualizes ιn through query qj .

4 G-Memory
This section outlines the management workflow of G-Memory, as illustrated in Figure 2. Specifically,
upon the arrival of a new query Q, G-Memory first conducts coarse-grained retrieval to identify
pertinent trajectory records (▷ Section 4.1). It then performs bi-directional hierarchical memory
traversal: upward to retrieve collective cognitive insights, and downward to distill concrete procedural
trajectories (▷ Section 4.2). After the memory-augmented MAS completes the query execution,
the hierarchical memory architecture is jointly updated based on environmental feedback, thereby
achieving the institutionalization of group knowledge (▷ Section 4.3).
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Figure 2: The overview of our proposed G-Memory.

4.1 Coarse-grained Memory Retrieval
As a plug-in designed for seamless integration into mainstream MAS, G-Memory is triggered when
the MAS G encounters a new user query Q. As emphasized in organizational memory theory [1],
efficient knowledge retrieval typically begins with broadly relevant schemas prior to more fine-grained
access. Following this principle, G-Memory first performs a coarse-grained similarity-based retrieval
over the query graph Gquery to efficiently obtain a sketched set of queries QS :

QS = arg top-k
qi∈Q s.t. |QS |=k

(
v(Q) · v(qi)
|v(Q)| |v(qi)|

)
, (4)

where v(·) maps queries into fixed-length embeddings using models such as MiniLM [72]. While
Equation (4) retrieves semantically similar historical queries, the similarity may be only superficial or
noisy. Therefore, G-Memory further enlarges the relevant set via hop expansion on the query graph:

Q̃S = QS ∪
{
Qk ∈ Q | ∃Qj ∈ QS , Qk ∈ N+(Qj) ∪N−(Qj)

}
, (5)

where Q̃S is augmented with the 1-hop neighbors of QS on the query graph Gquery, and N+(·) and
N−(·) denote the out-neighborhood and in-neighborhood of node Qj , respectively. However, it
is suboptimal to directly feed these relevant records as input akin to certain single-agent memory
systems [40, 37]. On one hand, the excessive context length may overwhelm the LLM; on the other
hand, agents in MAS play distinct roles and should be assigned specialized memory tailored to
their functions. To address this, the next section introduces a bi-directional processing scheme in
G-Memory that operates over both abstract and fine-grained memory levels.

4.2 Bi-directional Memory Traversal
Subsequent to identifying the expanded set of relevant query nodes Q̃S within Gquery, G-Memory exe-
cutes a bi-directional memory traversal to furnish multi-granularity memory support. Specifically,
G-Memory first performs an upward traversal (Gquery → Ginsight), retrieving insight nodes that may
provide high-level guidance for the current task:

IS = ΠQ→I(Q̃S), ΠQ→I(Sq) ≜ {ιk ∈ I | Ωk ∩ Sq ̸= ∅} , (6)

where ΠQ→I is a query-to-insight projector that identifies all the insight nodes whose supporting
query sets intersect with the input query set, and the retrieved insights IS encapsulate distilled,
generalized knowledge potentially relevant for orienting the MAS G’s strategic approach to Q.

Beyond generalized insights, the fine-grained textual interaction history of the MAS is equally
valuable, as it reveals the underlying reasoning patterns that led to successful or failed collabo-
rations [67, 73, 74]. To utilize these concisely, in the downward traversal (Gquery → Ginteraction),
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G-Memory employs an LLM-facilitated graph sparsifier SLLM(·, ·) to extract the core subgraph that
encapsulates essential inter-agent collaboration:

{ĜQi

inter}
|M |
i=1 =

{
SLLM(G(Qj)

inter , Q) | qj ∈ argtop-M
{q′k∈Q̃S} s.t. |·|=M

RLLM(Q, q′k)
}
, (7)

where RLLM(Q, qj) rates the relevancy of historical queries w.r.t. Q, and the sparsifier
SLLM(G(Qj)

inter , Q) constructs a sparsified graph Ĝ(Qj)
inter = (Û (Qj), Ê(Qj)

u ) from the original G(Qj)
inter by

identifying and retaining dialogue elements. Please refer to Appendix C for their implementations.

Upon completing the bi-directional traversal, we obtain both generalizable insights (IS ) and detailed
collaborative trajectories ({ĜQi

inter}
|M |
i=1). G-Memory then proceeds to provide specialized memory

support for each agent C ∈ V within the MAS G.

Memi ← Φ
(
IS , {ĜQi

inter}
|M |
i=1;Rolei, Q

)
, ∀Ci = (Basei,Rolei,Memi,Plugini) ∈ V, (8)

where the operator Φ(·; ·) evaluates the utility and relevance of each insight ιk ∈ IS and sparsified
interaction graph Ĝ(Qj)

inter concerning the agent’s specific role Rolei and the task Q (see Appendix C).
Based on this evaluation, Φ intializes each agent’s internal memory state Memi with filtered insights,
interaction snippets, summaries thereof, equipping it with pertinent historical context before it
participates in the subsequent reasoning epochs of the MAS. It is worth noting that G-Memory is
invoked at the onset of solving query Q in our implementation. However, practitioners may flexibly
configure more fine-grained invocation strategies, such as at the beginning of each MAS dialogue
round or selectively for specific agents, based on their needs.

4.3 Hierarchy Memory Update
After completing memory augmentation for each agent, the system G is executed as outlined in Sec-
tion 3, yielding a final solution a(T ) and receiving environmental feedback, including execution status
Ψi ∈ {Failed,Resolved}, token usage, and other performance metrics. Subsequently, G-Memory
updates its hierarchical memory architecture to incorporate this new query. At the interaction level,
G-Memory traces each agent’s utterances to construct the interaction graph G(Q)

inter, which is then stored.
At the query level, a new query node is instantiated and added to the query graph Qquery:

qnew ← (Q,Ψ,G(Q)
inter), Nconn ← QR ∪

( ⋃
ιk∈IS

Ωk

)
,

Enew ← {(qn, qnew) | qn ∈ Nconn}, Gnext
query ← (Q∪ {qnew}, Eq ∪ Enew),

(9)

where edges are established between qnew and (ii) the setQR containing the top-M relevant historical
queries identified in Equation (7), and (ii) the set of queries

⋃
ιk∈Iret

Ωk that support the insights IS
utilized for solving Q. Gnext

query denotes the updated query graph.

Finally, at the insight level, G-Memory integrates the learning from the completed query Q into the
insight graph Ginsight = (I, Ei). First, possible new insights summarizing the experience are generated
and structurally linked via a summarization function J (·, ·) (see prompt in Appendix C) as follows:

ιnew = (J (G(Q)
inter,Ψ), {qnew}), Ei, new ← {(ιk, ιnew, qnew) | ιk ∈ IS}
G′insight ← (I ∪ {ιnew}, Ei ∪ Ei, new)

(10)

where edges are added to connect the previously utilized insights which inspires the completion of Q
in Equation (6). Afterward, the supporting query sets (Ωk) for the utilized insights (IS ) are updated
to include qnew, reflecting their relevance to this successful (or failed) application:

Inext ← (I \ Iret) ∪ {(κk,Ωk ∪ {qnew}) | ιk = (κk,Ωk) ∈ Iret} ∪ {ιnew}
Gnext
insight ← (Inext, Ei ∪ Ei, new),

(11)

where the final node set Inext incorporates the new insight and the updated versions of the utilized
insights, and the resulting graph Gnext

insight thus encapsulates the integrated knowledge. This continuous
update cycle across all hierarchical levels enables G-Memory to learn and adaptively refine its
collective memory based on ongoing experience.
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Table 1: Performance comparison with single/multi-agent memory architectures on five benchmarks.
The underlying LLM backbone is GPT-4o-mini. We highlight the best and second best results.

MAS Memory ALFWorld SciWorld PDDL HotpotQA FEVER Avg.

AutoGen
COLM 2024

No-memory 77.61↑0.00 54.49↑0.00 23.53↑0.00 28.57↑0.00 57.13↑0.00 48.27↑0.00
Voyager 85.07↑7.46 62.36↑7.87 24.56↑1.03 32.32↑3.75 63.27↑6.14 53.52↑5.25

MemoryBank 74.96↓2.65 53.11↓1.38 20.41↓3.12 33.67↑5.10 61.22↑4.09 48.67↑0.40

Generative 86.36↑8.75 61.19↑6.70 25.53↑2.00 31.63↑3.06 60.20↑3.07 52.98↑4.71

MetaGPT 81.34↑3.73 61.91↑7.42 21.63↓1.90 32.67↑4.10 62.67↑5.54 52.04↑3.77
ChatDev 79.85↑2.24 50.96↓3.53 16.65↓6.88 24.49↓4.08 59.18↑2.05 46.23↓2.04
MacNet 76.55↓1.06 55.44↑0.95 22.94↓0.59 28.36↓0.21 60.87↑3.74 48.83↑0.56

G-Memory (Ours) 88.81↑11.20 67.40↑12.91 27.77↑4.24 35.67↑7.10 66.24↑9.11 57.18↑8.91

DyLAN
COLM 2024

No-memory 56.72↑0.00 55.38↑0.00 11.62↑0.00 31.69↑0.00 60.20↑0.00 43.12↑0.00
Voyager 66.42↑9.70 62.83↑7.45 15.10↑3.48 32.64↑0.95 62.24↑2.04 47.85↑4.73

MemoryBank 55.22↓1.50 54.74↓0.64 8.08↓3.54 29.59↓2.10 59.13↓1.07 41.35↓1.77
Generative 67.91↑11.19 64.16↑8.78 13.87↑2.25 29.29↓2.40 62.30↑2.10 47.51↑4.39

MetaGPT-M 69.40↑12.68 62.37↑6.99 14.45↑2.83 32.34↑0.65 60.20↑0.00 47.75↑4.63

ChatDev-M 46.27↓10.45 53.35↓2.03 10.75↓0.87 22.45↓9.24 58.33↓1.87 38.23↓4.89
MacNet-M 53.44↓3.28 54.32↓1.06 12.11↑0.49 30.12↓1.57 61.10↑0.90 42.22↓0.90

G-Memory (Ours) 70.90↑14.18 65.64↑10.26 18.95↑7.33 34.69↑3.00 64.22↑4.02 50.88↑7.76

MacNet
ICLR 2025

No-memory 51.49↑0.00 57.53↑0.00 12.18↑0.00 28.57↑0.00 60.29↑0.00 42.01↑0.00
Voyager 61.94↑10.45 64.53↑7.00 14.06↑1.88 32.65↑4.08 62.54↑2.25 47.14↑5.13

MemoryBank 50.00↓1.49 60.15↑2.62 8.64↓3.54 33.67↑5.10 61.22↑0.93 42.74↑0.73

Generative 62.69↑11.20 65.49↑7.96 7.92↓4.26 29.59↑1.02 63.27↑2.98 45.79↑3.78

MetaGPT-M 63.70↑12.21 65.27↑7.74 16.03↑3.85 31.00↑2.43 59.33↓0.96 47.07↑5.06

ChatDev-M 49.25↓2.24 56.58↓0.95 13.51↑1.33 29.00↑0.43 59.18↓1.11 41.50↓0.51
MacNet-M 53.44↑1.95 56.14↓1.39 13.59↑1.41 27.89↓0.68 59.20↓1.09 42.05↑0.04

G-Memory (Ours) 67.16↑15.67 68.11↑10.58 24.33↑12.15 35.69↑7.12 64.44↑4.15 51.95↑9.94

5 Experiment
In this section, we conduct extensive experiments to answer: (RQ1) How does G-Memory perform
compared to existing single/multi-agent memory architectures? (RQ2) Does G-Memory incur exces-
sive resource overhead? (RQ3) How sensitive is G-Memory to its key components and parameters?

5.1 Experiment Setup
Datasets and Benchmarks. To thoroughly evaluate the effectiveness of G-Memory, we adopt
five widely-adopted benchmarks across three domains: (1) Knowledge reasoning, including Hot-
potQA [75] and FEVER [76]; (2) Embodied action, including ALFWorld [77] and SciWorld [78];
(3) Game, namely PDDL [79]. Details on these benchmarks are in Appendix A.1.
Baselines. We select four representative single-agent memory baselines, including non-memory,
Voyager [16], MemoryBank [36], and Generative Agents [19], as well as three multi-agent memory
implementations from MetaGPT [21], ChatDev [45], and MacNet [46], denoted as MetaGPT-M,
ChatDev-M, and MacNet-M, respectively. Details are in Appendix A.2.
MAS and LLM Backbones. We select three representative multi-agent frameworks to integrate
with G-Memory and the baselines, including AutoGen [13], DyLAN [71], and MacNet [46]. More
details on the MAS setups are placed in Appendix A.3. For instantiating these MAS frameworks,
we adopt two open-source LLMs, Qwen-2.5-7b and Qwen-2.5-14b, as well as one proprietary
LLM, gpt-4o-mini. The deployment of Qwen series is via local instantiation using Ollama1, and
GPT models are accessed via OpenAI APIs.
Parameter Configurations. We implement the embedding function v(·) in Equation (4) with
ALL-MINILM-L6-V2 [80]. The number of the most relevant interaction graphs M in Equation (7) is
set among {2, 3, 4, 5}, and the number of relevant queries k in Equation (4) is set among {1, 2}. The
detailed ablation study on hyper-parameters is placed in Section 5.4.

5.2 Main Results (RQ1)
Tables 1, 2 and 3 comprehensively report the performance of different memory architectures across
three LLM backbones and three MAS frameworks. We summarize the key observations as follows:

1http://github.com/ollama/ollama
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Figure 3: Cost analysis of G-Memory. We showcase the performance versus the overall system token
cost when combined with different memory architectures.

Takeaway ➊: G-Memory consistently improves performance across all task domains and MAS
frameworks. As shown in Table 2, when integrated with AutoGen and MacNet (powered by
Qwen-2.5-7b), G-Memory surpasses the best-performing single-/multi-agent memory baselines
by an average of 6.8% and 5.5%, respectively. With the more capable Qwen-2.5-14b, the
improvement is even more pronounced: in Table 3, G-Memory boosts MacNet’s performance on
ALFWorld from 58.21% to 79.10%, achieving a substantial 20.89% gain.

Takeaway ➋: Multi-agent systems demand specialized memory designs. A thorough examination
of existing baselines reveals a surprising insight: most memory mechanisms fail to consistently
benefit MAS settings. In Table 2, baselines such as Voyager and MemoryBank degrade AutoGen’s
performance on PDDL by as much as 4.17% and 1.34%, respectively. We attribute this to the inability
of these methods to provide agent role-specific memory support, which is essential in the PDDL
strategic game tasks, where effective division of labor is critical to success. Even MAS-oriented
designs, such as ChatDev-M, result in a 2.32% performance drop when applied to MacNet+SciWorld.
We attribute this to ChatDev-M’s narrow memory scope—storing only the execution results of past
queries, which provides limited utility in embodied action environments. These findings highlight
the necessity of G-Memory’s core characteristics: role-specific memory cues, abstracted high-level
insights, and trajectory condensation—all of which are critical for effective memory in MAS.

5.3 Cost Analysis (RQ2)
To evaluate the efficiency of G-Memory in terms of token consumption, we visualize the performance
versus token cost trade-off across various settings, as shown in Figures 3 and 7. Our findings are:
Takeaway ➌: G-Memory achieves high-performing collective memory without excessive token
consumption. As depicted in Figure 3, G-Memory consistently delivers the highest performance
improvement (10.32% ↑ over no-memory setting on PDDL+AutoGen) while maintaining a modest
increase in token consumption (only 1.4 × 106). In contrast, MetaGPT-M incurred an additional
2.2× 106 tokens for a mere 4.07% gain. This clearly demonstrates the token-efficiency of G-Memory.
5.4 Framework Analysis (RQ3)
Sensitivity Analysis. Regarding the hop expansion, as shown in Figure 4a, 1-hop expansion
consistently yields the best or near-best performance across tasks, with peak accuracies of 85.82%
(ALFWorld), 55.24% (PDDL) in AutoGen. In contrast, 2-hop and 3-hop settings often degrade
performance, e.g., PDDL drops to 49.79% (2-hop). This suggests that excessive hop expansion may
introduce irrelevant insights during memory upward traversal, impairing task-specific reasoning.
Similarly, Figure 4b shows that the optimal k is among {1, 2}. Larger k values (e.g., k=5) can
significantly degrade the system performance, e.g., 7.71% ↓ on ALFWorld+AutoGen and 2.5% ↓
on FEVER+DyLAN, indicating that retrieving more queries may introduce task-irrelevant noise.
Collectively, we employ 1-hop expansion and k ∈ {1, 2} throughout the experiments.

Ablation Study. Figure 4c presents an ablation of G-Memory by isolating the impact of the high-
level insight module (IS in Equation (6)) and fine-grained interactions ({ĜQi

inter}
|M |
i=1 in Equation (7)).

As shown, removing either part leads to a consistent performance drop. When only fine-grained
interactions are enabled, the average scores drop by 4.47% ↓ for AutoGen and 3.82% ↓ for DyLAN
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(a) Sensitivity analysis on #hop. (b) Sensitivity analysis on parameter k.

MAS Inter. Insi. PDDL FEVER

AutoGen
✔ ◦ 54.46 63.27
◦ ✔ 50.00 68.77
✔ ✔ 55.24 71.43

DyLAN
✔ ◦ 48.75 61.39
◦ ✔ 46.69 64.31
✔ ✔ 51.12 66.66

(c) Ablation study on two vari-
ants of G-Memory.

Figure 4: (a) Sensitivity analysis of the hop expansion in Equation (5); (b) Sensitivity analysis of
the number of selected queries k in Equation (4); (c) We study two variants of G-Memory: merely
providing high-level insights (i.e., the insights IS in Equation (6)) or fine-grained interactions (i.e.,
the core trajectories in Equation (7)). All the experiments here are done with Qwen-2.5-14b.

ALFWorld + AutoGen
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Fine-grained Trajectory

High-level Insights

Solver agent
Ground
agent

Action 
agent

For

                : After cleaning an item, ensure it is placed in
the designated storage location immediately to avoid
confusion or loss.

For

Task: put a clean egg in microwave.
Compressed Traj:

Go to
 Fridge
& Take
Egg

Execu-
tion

Success
... Go to

micro-
wave

Clean
first!

HotpotQA + DyLAN

Query DyLAN Team

Fine-grained Trajectory

High-level Insights

Task:

Compressed Traj:

Question:
Are both Lygodium
or Maxillaria 
a genus of orchids?

verify that the search results are not mistakenly
referring to similar entities with similar names or
unrelated information.

Avoid mistakenly referring

Are Ruggero Deodato from Italy, and Mexican
Alejandro Springall, both film directors?"

Search
for Deodato

Identify
Deodato

Identify
Warning!

Re-search
for Deodato

Passed

...

PDDL + MacNet

Query MacNet Team

Fine-grained Trajectory

High-level Insights

Task:

Compressed Traj:

The goal is to satisfy the following conditions:
b2 is on b3., b3 is on b1.

Unstack b2
from b3

Check b1
and b3

Unstack b3
from b1

...

b1 is on b2., b2
is on b6., b3 is
on b7., b5 is on
b3., b6 is on
b5., b7 is on b4

edge 
agent

For                  : Ensure that blocks are clear and in the 

correct positions before attempting to stack them on
another block, because this prevents invalid actions and
ensures the blocks are placed correctly.

Check b3
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Stack b2
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Figure 5: Case study of G-Memory.

compared to the full method. Conversely, enabling only insights leads to smaller drops of 3.95%
and 3.39%. This indicates that while both components are contributive, interactions offer a slightly
greater impact, likely due to their preserving more fine-grained, dialogue-level contextual grounding.

5.5 Case Study
Figure 5 illustrates concrete memory cues provided by G-Memory across diverse tasks. For example, in
the ALFWorld+AutoGen setting, given the task query “put a clean cloth in countertop”, G-Memory
successfully retrieves a highly analogous historical query, “put a clean egg in microwave”—both
requiring the object to be in a clean state. Alongside this, G-Memory surfaces a critical trajectory
segment where the solver agent attempts to place the egg in the microwave before cleaning, prompting
the ground agent to intervene. This collaborative trajectory offers actionable guidance for the current
task. Moreover, the high-level insights retrieved by G-Memory prove equally valuable for task
execution. In the context of HotpotQA’s web search task, G-Memory retrieves an insight warning
against “mistakenly referring”, which helps prevent agents from incorrectly answering based on
similarly named individuals. Overall, G-Memory provides effective multi-level memory support
across varied domains, including embodied action, knowledge reasoning, and game environments.

6 Conclusion & Limitation
In this paper, we conduct a thorough examination of existing memory architectures designed for
multi-agent systems (MAS) and identify that their overly simplified designs fundamentally hinder
the systems’ capacity for self-evolution. To bridge this gap, we propose G-Memory, a hierarchical
memory framework that organizes the complex and extended interaction trajectories of MAS into
a three-tier graph hierarchy: the insight, query, and interaction graphs. G-Memory provides each
agent with customized and hierarchical memory cues, ranging from abstract, generalizable insights
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to fine-grained, task-critical collaborative segments, and dynamically evolves its knowledge base
across episodes. Extensive experiments demonstrate that G-Memory can be seamlessly integrated
into state-of-the-art MAS frameworks, significantly enhancing their self-evolution capability, e.g., up
to 20.89% ↑ improvement on embodied action tasks. Limitations: Although G-Memory has been
evaluated across three domains and five benchmarks, further validation on more diverse tasks (e.g.,
medical QA) would strengthen its soundness, which we leave for future work.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our main claim that multi-agent systems require more dedicated memory
architectures is both methodologically and empirically supported.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please refer to Section 6.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: This paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have thoroughly provided the relevant information (see Appendix A
and section 5.1).
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

16



Answer: [Yes]
Justification: We have provided the relevant codes with clear instructions in an anonymous
link (See Abstract). All the datasets we used are publicly available and clearly cited.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We have described the dataset setups and evaluation metrics in Appendix A.
All the hyperparameters are described in Section 5.1. There are no explicit dataset splits.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The experimental results are the average of three runs to avoid the random
bias.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please refer to Section 5.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This paper conforms, in every respect, with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Please refer to Section 6.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The information has been provided in Appendix A.1.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

Impact Statement

G-Memory introduces a structured, hierarchical memory architecture for multi-agent systems (MAS),
enabling large language model (LLM)-based agents to store, recall, and reason over past experiences
with enhanced task generalization and cooperation efficiency. The broader impacts of this work
include advancing the development of scalable and adaptive collective intelligence, with potential
applications in long-term robotic planning, real-world decision-making systems, and collaborative AI
assistants. However, if the underlying language model is compromised or adversarially manipulated,
the memory mechanisms could amplify incorrect reasoning. We urge responsible deployment of
this architecture with appropriate safeguards, including continual validation, adversarial robustness
checks, and alignment with human values.

A Experimental Details

A.1 Dataset Descriptions

In this section, we describe the datasets used in our experiments:

• ALFWorld [77] (available at https://alfworld.github.io/, MIT license) is a text-
based embodied environment featuring household tasks, where agents navigate and interact
with objects via natural language commands.

• ScienceWorld [78] (available at https://github.com/allenai/ScienceWorld,
Apache-2.0 license) is another text-based embodied environment designed for interac-
tive science tasks. Agents must navigate rooms and conduct experiments, testing their ability
to perform procedural reasoning and scientific exploration.

• PDDL is a game dataset from AgentBoard [79] (available at https://github.com/
hkust-nlp/AgentBoard, Custom properties), comprising a variety of strategic games
where agents use PDDL expressions to complete complex tasks.

• HotpotQA [75] (available at https://hotpotqa.github.io/, CC BY-SA 4.0 License)
is a multi-hop question answering dataset with strong supervision on supporting facts. It
evaluates the agent’s ability to retrieve and synthesize information, especially through web
search tools, for explainable reasoning.

• FEVER [76] (available at https://fever.ai/dataset/fever.html, Creative Com-
mons Attribution-ShareAlike License) is a knowledge-intensive dataset focused on fact
verification. Agents must validate claims using web search APIs, making it a benchmark for
evidence-based reasoning.

Evaluation Metrics. We use exact match accuracy for FEVER and HotpotQA. For ScienceWorld
and PDDL, we report the progress rate, and for ALFWorld, we use the success rate as the evaluation
metric.
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A.2 Baseline Setup

In this section, we provide detailed descriptions of each baseline used in our comparison:

• Voyager: The Voyager memory is derived from the Voyager agent [16], where an embodied
agent continuously interacts with the Minecraft environment and creates new artifacts.
Memory serves as the core driver of the agent’s evolution. As Voyager’s memory design is
tailored for a single-agent setting, we adapt it to the multi-agent scenario by implementing
agent-specific history retrieval based on each agent’s visible dialogue context. Other single-
agent memory designs are adapted in a similar manner.

• MemoryBank: MemoryBank [36] mimics anthropomorphic memory behaviors by selec-
tively preserving and forgetting information. It incorporates a memory updating mechanism
inspired by the Ebbinghaus Forgetting Curve, allowing the agent to reinforce or discard
memory based on temporal decay and the relative importance of stored information.

• Generative: This memory baseline is based on [19], which includes both raw observational
memory and high-level reflective memory. The latter captures abstract thoughts generated by
the agent through reflection, providing a more structured and conceptualized representation
of experience.

• MetaGPT-M: The memory design originates from MetaGPT [21], focusing solely on
inside-trial memory—information stored internally during the resolution of a single task by
multiple agents.

• ChatDev-M: This memory design is adapted from ChatDev [45], which incorporates both
inside-trial and cross-trial memory. The inside-trial memory is passed from the central or
initiating agent at the beginning of each round to provide guidance based on prior interactions.
The cross-trial memory is relatively simple, storing past solutions to previous queries for
future retrieval. However, in our task, it does not effectively manage the information-rich
inter-agent collaboration.

• MacNet-M: This memory design is adopted from MacNet [46], where the inside-trial
memory consists solely of the final answers generated in the previous round. All non-artifact
dialogue contexts, i.e., the interaction trajectories among agents, are entirely discarded.

A.3 Multi-agent System Setup

In this section, we detail the setups of our three adopted MAS frameworks, AutoGen, DyLAN and
MacNet:

A.3.1 AutoGen

AutoGen [13] is a popular multi-agent orchestration framework, to coordinate interactions among
specialized agents for problem-solving tasks. Specifically, we utilize their A3 : Decision Making
structure, which is composed of: (1) a Solver Agent, responsible for generating solutions, initialized
with the system prompt “You are a smart agent designed to solve problems.”; (2) a Ground Truth
Agent, which critically evaluates the solver’s output and identifies potential errors based on a
reference standard; and (3) an Executor Agent, tasked with translating validated solutions into
executable commands. This modular design enables transparent, verifiable, and actionable multi-
agent collaboration.

A.3.2 DyLAN

DyLAN [71] is a debate-style framework similar to LLM-Debate, but incorporates a more efficient
agent-wise early stopping mechanism during multi-turn interactions. DyLAN utilizes an agent
selection algorithm based on an unsupervised metric, namely the Agent Importance Score, which
identifies the most contributive agents through a preliminary trial tailored to the specific task. In
our implementation of DyLAN, three agents engage in the debate, while an additional ranker agent
evaluates their relative importance.
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A.4 MacNet

MacNet [46] is a representative work that explores decentralized and scalable multi-agent systems.
Its key feature lies in the absence of a central agent; instead, it introduces edge agents, which are
invoked between agent interactions to provide actionable instructions to the next agent based on the
previous agent’s outputs. In our implementation, we adopt the random graph topology from MacNet,
shown to be robust across diverse scenarios, and employ five agents in addition to the edge agents.

B Additional Experiment Results

B.1 RQ1 Results

Tables 2 and 3 present additional experimental results using Qwen-2.5-7b and Qwen-2.5-14b
as the LLM backbones. Appendix B.1 illustrates the success rate curves on ALFWorld as the
number of trials increases, comparing different MAS frameworks combined with various memory
architectures. As shown in Figures 6b and 6c, G-Memory consistently enables MAS frameworks to
achieve success with fewer trials and leads to higher final performance ceilings.

(a) The performance trajectory of
AutoGen on ALFWorld.

(b) The performance trajectory of
DyLAN on ALFWorld.

(c) The performance trajectory of
MacNet on ALFWorld.

B.2 RQ2 Results

Figure 7 provides additional comparisons of token cost across various benchmarks and MAS frame-
works when combined with different memory architectures. Overall, G-Memory incurs only a marginal
or no increase in token cost compared to classical baselines such as Generative and MetaGPT-M,
while consistently delivering the most significant performance improvements.

B.3 Latency Results

As shown in Table 4, G-Memory incurs only moderate inference overhead even when delivering
the most significant performance gains. For instance, on AutoGen+ALFWorld, it increases latency
by merely 9% compared to the no-memory baseline; (2) in some cases, G-Memory even improves
efficiency, e.g., on DyLAN+ALFWorld, it leads to a 20% speed-up, as helpful memory cues enable
the multi-agent system to reach correct actions more quickly and terminate the interaction earlier.
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Table 2: Performance comparison with single/multi-agent memory architectures on five benchmarks.
The underlying LLM backbone is Qwen-2.5-7b. We highlight the best and second best results.

MAS Memory ALFWorld SciWorld PDDL HotpotQA FEVER Avg.

Vanilla
LLM

No-memory 37.31↑0.00 23.49↑0.00 10.86↑0.00 20.26↑0.00 48.17↑0.00 28.02↑0.00

Voyager 38.19↑0.88 24.11↑0.62 12.14↑1.28 19.12↓1.14 49.68↑1.51 28.65↑0.63

MemoryBank 40.30↑2.99 21.64↓1.85 14.36↑3.50 18.79↓1.47 47.66↓0.51 28.55↑0.53

Generative 39.16↑1.85 26.10↑2.61 11.37↑0.51 23.48↑3.22 52.50↑4.33 30.52↑2.50

AutoGen
COLM 2024

No-memory 52.99↑0.00 30.27↑0.00 16.17↑0.00 33.33↑0.00 58.74↑0.00 38.30↑0.00
Voyager 55.22↑2.23 26.70↓3.57 12.00↓4.17 34.29↑0.96 52.44↓6.30 36.13↓2.17

MemoryBank 53.37↑0.38 27.33↓2.94 14.83↓1.34 32.67↓0.66 59.45↑0.71 37.53↓0.77
Generative 62.69↑9.70 31.45↑1.18 17.88↑1.71 34.17↑0.84 61.25↑2.51 41.49↑3.19

MetaGPT-M 55.52↑2.53 32.44↑2.17 17.04↑0.87 35.36↑2.03 63.33↑4.59 40.74↑2.44

ChatDev-M 46.27↓6.72 28.67↓1.60 13.42↓2.75 31.11↓2.22 61.32↑2.58 36.16↓2.14
MacNet-M 53.18↑0.19 31.10↑0.83 16.89↑0.72 34.29↑0.96 58.43↓0.31 38.78↑0.48

G-Memory (Ours) 67.91↑14.92 34.89↑4.62 21.01↑4.84 37.34↑4.01 64.34↑5.60 45.10↑6.80

DyLAN
COLM 2024

No-memory 41.34↑0.00 29.84↑0.00 13.56↑0.00 24.29↑0.00 56.23↑0.00 33.05↑0.00
Voyager 51.49↑10.15 26.66↓3.18 10.62↓2.94 26.23↑1.94 55.39↓0.84 34.08↑1.03

MemoryBank 46.46↑5.12 26.99↓2.85 14.10↑0.54 22.44↓1.85 59.21↑2.98 33.84↑0.79

Generative 48.52↑7.18 31.55↑1.71 16.31↑2.75 26.54↑2.25 50.19↓6.04 34.62↑1.57

MetaGPT-M 42.54↑1.20 30.93↑1.09 14.47↑0.91 19.33↓4.96 57.22↑0.99 32.90↓0.15
ChatDev-M 39.85↓1.49 28.25↓1.59 7.14↓6.42 17.32↓6.97 50.67↓5.56 28.65↓4.41
MacNet-M 42.48↑1.14 28.22↓1.62 14.23↑0.67 25.12↑0.83 55.34↓0.89 33.08↑0.03

G-Memory (Ours) 52.99↑11.65 33.81↑3.97 20.71↑7.15 29.33↑5.04 63.67↑7.44 40.10↑7.05

MacNet
ICLR 2025

No-memory 44.03↑0.00 28.76↑0.00 13.36↑0.00 22.24↑0.00 55.12↑0.00 32.70↑0.00
Voyager 47.01↑2.98 28.88↑0.12 11.36↓2.00 25.67↑3.43 58.78↑3.66 34.34↑1.64

MemoryBank 52.24↑8.21 27.86↓0.90 13.33↓0.03 23.97↑1.73 54.18↓0.94 34.32↑1.61
Generative 48.51↑4.48 31.05↑2.29 14.04↑0.68 24.49↑2.25 56.08↑0.96 34.83↑2.13

MetaGPT-M 52.99↑8.96 29.87↑1.11 16.58↑3.22 25.51↑3.27 53.88↓1.24 35.77↑3.06

ChatDev-M 44.78↑0.75 26.44↓2.32 10.19↓3.17 16.32↓5.92 56.02↑0.90 30.75↓1.95
MacNet-M 43.55↓0.48 30.11↑1.35 12.91↓0.45 21.77↓0.47 50.71↓4.41 31.81↓0.89

G-Memory (Ours) 54.48↑10.45 32.23↑3.47 17.48↑4.12 27.53↑5.29 59.14↑4.02 38.17↑5.47

B.4 Case Study

B.4.1 Case Study on Insight Graphs

Figure 8 visualizes the high-level insights summarized by G-Memory on the ALFWorld benchmark
across different MAS frameworks and LLM backbones. Given that ALFWorld naturally consists of
diverse task categories, we further examine how insight nodes corresponding to different task types
are interconnected. Overall, we observe dense intra-category connections among insights derived
from similar tasks, while also noting the emergence of meaningful inter-category links, reflecting
transferable patterns across task domains.

B.4.2 Case Study on Query Graphs

Figures 9 to 11 visualize the query graphs constructed by G-Memory on the ALFWorld, PDDL,
and SciWorld benchmarks. Recall that a directed edge between two query nodes indicates that
the historical trajectory of one query offers useful guidance for the execution of another. We
observe emergent clustering patterns, where groups of semantically similar queries form densely
connected subgraphs, while sparser inter-cluster edges capture cross-task inspirations. These patterns
demonstrate G-Memory’s ability to effectively organize and relate collaborative experiences through
structured memory reasoning.
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Table 3: Performance comparison with single/multi-agent memory architectures on five benchmarks.
The underlying LLM backbone is Qwen-2.5-14b. We highlight the best and second best
results.

MAS Memory ALFWorld SciWorld PDDL HotpotQA FEVER Avg.

AutoGen
COLM 2024

No-memory 74.63↑0.00 46.84↑0.00 44.92↑0.00 24.49↑0.00 63.27↑0.00 50.83↑0.00
Voyager 76.87↑2.24 59.00↑12.16 50.21↑5.29 31.33↑6.84 61.22↓2.05 55.73↑4.90

MemoryBank 70.15↓4.48 54.18↑7.34 39.54↓5.38 32.65↑8.16 64.29↑1.02 52.16↑1.33
Generative 74.63↑0.00 57.37↑10.53 54.46↑9.54 33.21↑8.72 63.27↑0.00 56.59↑5.76

MetaGPT-M 82.09↑7.46 58.86↑12.02 48.99↑4.07 31.63↑7.14 62.27↓1.00 56.77↑5.94

ChatDev-M 67.16↓7.47 40.69↓6.15 43.11↓1.81 31.77↑7.28 61.28↓1.99 48.80↓2.03
MacNet-M 73.65↓0.98 42.14↓4.70 45.94↑1.02 26.72↑2.23 64.69↑1.42 50.63↓0.20

G-Memory (Ours) 85.82↑11.19 60.62↑13.78 55.24↑10.32 34.61↑10.12 71.43↑8.16 61.54↑10.71

DyLAN
COLM 2024

No-memory 76.12↑0.00 53.24↑0.00 41.83↑0.00 30.61↑0.00 63.34↑0.00 53.03↑0.00
Voyager 72.39↓3.73 58.93↑5.69 48.54↑6.71 30.71↑0.10 65.31↑1.97 55.18↑2.15

MemoryBank 76.87↑0.75 57.92↑4.68 39.65↓2.18 29.59↓1.02 63.25↓0.09 53.46↑0.43
Generative 77.91↑1.79 61.52↑8.28 46.69↑4.86 31.33↑0.72 61.39↓1.95 55.77↑2.74

MetaGPT-M 79.10↑2.98 61.29↑8.05 49.75↑7.92 28.61↓2.00 64.11↑0.77 56.57↑3.54

ChatDev-M 74.63↓1.49 54.03↑0.79 44.44↑2.61 30.67↑0.06 62.25↓1.09 53.20↑0.18
MacNet-M 72.77↓3.35 52.22↓1.02 42.98↑1.15 29.22↓1.39 62.69↓0.65 51.98↓1.05

G-Memory (Ours) 81.34↑5.22 64.68↑11.44 51.12↑9.29 34.63↑4.02 66.66↑3.32 59.69↑6.66

MacNet
ICLR 2025

No-memory 58.21↑0.00 52.21↑0.00 41.74↑0.00 28.60↑0.00 64.65↑0.00 49.08↑0.00
Voyager 63.43↑5.22 60.24↑8.03 43.95↑2.21 29.67↑1.07 62.24↓2.41 51.91↑2.82

MemoryBank 62.21↑4.00 55.52↑3.31 38.26↓3.48 26.53↓2.07 65.22↑0.57 49.55↑0.47
Generative 73.13↑14.92 60.83↑8.62 44.00↑2.26 30.53↑1.93 65.31↑0.66 54.76↑5.68

MetaGPT-M 70.43↑12.22 59.70↑7.49 42.34↑0.60 26.26↓2.34 66.33↑1.68 53.01↑3.93

ChatDev-M 68.66↑10.45 45.98↓6.23 42.19↑0.45 29.49↑0.89 59.18↓5.47 49.10↑0.02
MacNet-M 60.45↑2.24 51.14↓1.07 39.22↓2.52 28.77↑0.17 62.42↓2.23 48.40↓0.68

G-Memory (Ours) 79.10↑20.89 61.74↑9.53 45.76↑4.02 32.33↑3.73 70.33↑5.68 57.85↑8.77

Table 4: Performance (%) and latency (s) comparison of different memory mechanisms on AutoGen
and DyLAN frameworks, along with ALFWorld and SciWorld benchmarks.

Method
AutoGen DyLAN

ALFWorld SciWorld ALFWorld SciWorld

Perf. Lat. Perf. Lat. Perf. Lat. Perf. Lat.

No-memory 77.61 19204 54.59 16953 56.72 33520 55.38 32408
Voyager 85.07 21754 62.36 16650 66.42 29628 62.83 31633
MemoryBank 74.96 15492 53.11 10104 55.22 31813 54.74 32925
Generative 86.36 20682 61.19 16674 67.91 31010 64.16 34038
MetaGPT-M 81.34 16021 61.91 15853 69.40 22936 62.37 32049
ChatDev-M 79.85 22347 50.96 12904 46.27 29739 53.35 33111
MacNet-M 76.55 21089 55.44 16882 53.44 24991 54.32 34815
G-Memory (Ours) 88.81 21113 67.40 17326 70.90 26726 65.64 33447

C Prompt Set

Query Relevance Filtration

task_relevency_system_prompt = """ You are an agent designed to score the relevance
between two pieces of text ."""

task_relevency_user_prompt = """ You will be given a successful case where you
successfully complete the task. Then you will be given an ongoing task. Do
not summarize these two cases , but rather evaluate how relevant and helpful
the successful case is for the ongoing task , on a scale of 1-10.

Success Case:
{trajectory}
Ongoing task:
{query_scenario}
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Figure 7: Cost analysis of G-Memory. We showcase the performance versus the overall system token
cost when combined with different memory architectures.

Score: """

Graph Sparsifier

extract_true_traj_system_prompt = """You are an agent skilled at extracting key
points.

Given a task and a successful execution trajectory , your job is to identify the
critical steps needed to complete the task while filtering out less important
steps ."""

extract_true_traj_user_prompt = """
Note:
- Strictly follow the original trajectory; absolutely no steps that are not in the

trajectory should be added.
- Even in a successful trajectory , there may be some incorrect steps. Pay

attention to actions that correspond to "Nothing happens" observations , as
these actions are likely incorrect. Filter out these actions for me.

- You need to ensure that each step is at the finest granularity.
- You should strictly follow the output format in the example.

## Here is the task:
### Task
{task}
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(c) Insight graph on Qwen-7b +Mac-
Net+ALFWorld.
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Figure 8: Visualizations of insight graphs across different LLM backbones, MAS, and benchmarks.

### Trajectory
{trajectory}

### Output
"""

The prompt below is partially adapted from [42]. We would like to express our sincere gratitude for
their valuable implementation.
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Figure 9: Query graph optimized from ALFWorld dataset.
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Figure 10: Query graph optimized from SciWorld dataset.

Inisght Summarization Function

learn_lessons_system_prompt_compare = """
You are an analysis -driven agent focused on learning from experience. You will be

provided with:
- A failed trajectory and its outcome ,
- A successful trajectory completing a similar task.

Your task is to analyze both trajectories and generate clear , actionable insights.
Your insights should highlight what the failed trajectory missed and how the
successful one addressed or avoided these pitfalls.

## Requirements:
- All insights must be derived directly from contrasting the two trajectories.
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Figure 11: Query graph optimized from PDDL dataset.

- Do not speculate or introduce steps not supported by the successful example.
- Focus on ** concrete behavioral or strategic differences ** between the two cases.
- Keep each insight concise and impactful.

Output Format:
- Start immediately with a numbered list.
- No introduction or explanation.
- Use this exact format:
1. Insight 1
2. Insight 2
3. Insight 3
...
"""

learn_lessons_user_prompt_compare = """
## Successful trajectory
{true_traj}

## Failed trajectory
### trajectory
{false_traj}

Your output:
"""

learn_lessons_system_prompt_all_succ = """
You are an analysis -driven agent focused on learning from success. You will be

provided with a set of successful trajectories that completed a similar task.

Your goal is to analyze these successful examples and extract clear , actionable
insights that capture what contributed to their success. These insights will
serve as guidance for future agents working on similar tasks.

## Requirements:
- All insights must be grounded in patterns or strategies observed across the

successful trajectories.
- Do not speculate or introduce steps not reflected in the provided examples.
- Focus on common behaviors , strategies , or decisions that consistently led to

positive outcomes.
- Keep each insight concise , specific , and impactful.

Output Format:
- Start immediately with a numbered list.
- No introduction or explanation.
- Use this exact format:
1. Insight 1
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2. Insight 2
3. Insight 3
...
"""

learn_lessons_user_prompt_all_succ = """
## Successful trajectorys
{true_trajs}

Your output:
"""

# merge rules prompt
merge_rules_system_prompt = """ You are an agent skilled at summarizing and

distilling insights. You are given a list of insights that were previously
extracted from similar tasks. These insights may contain redundancy or
overlap.

Your job is to **merge and consolidate similar insights**, and output a refined
version that is **clear , actionable , and concise **.

NOTE:
- All merged insights **must be based strictly on the given inputs **. You are **

not allowed to make up** or infer any new information.
- The output should be easy to read and follow.

Output Format:
- Start your response directly with the numbered list , no preamble or explanations

.
- Each insight should be a short sentence.
- Use the following format exactly:
1. Insight 1
2. Insight 2
3. Insight 3
...
"""

merge_rules_user_prompt = """
## Here are the current insights that need to be merged:
{current_rules}

## Please consolidate and rewrite them into **no more than {limited_number}
refined insights **.

As the summarizing agent , remove redundancies , combine similar ideas , and ensure
clarity.

Your output:
"""

Customizing Memory for Agents

project_insights_system_prompt: str = """
You are a thoughtful and context -aware agent. You will be provided with a

successfully executed trajectory , a specific agent **role**, and a set of **
general insights ** applicable across all roles.

Your task is to **adapt these general insights ** into ** personalized insights **
that are specifically tailored to the given role and its trajectory. These
personalized insights should help the agent improve future performance by
aligning with their unique background , responsibilities , and perspective.

Make sure your output reflects an understanding of the role ’s context and promotes
actionable , role -relevant advice.

NOTE - Your output must strictly follow the format below:
1. Insight 1
2. Insight 2
3. Insight 3
...
"""

project_insights_user_prompt: str = """
### Trajectory
{trajectory}

### Agent ’s Role:
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{role}

### General Insights:
{insights}

### Your Output (Personalized Insights for This Role):
"""

D Discussion with Related Works

In this section, we further discuss the relationship between G-Memory and several recent agent mem-
ory frameworks. For A-Mem [60], while both A-Mem and G-Memory aim to enhance the memory
capabilities of LLM agents, they differ in two key aspects. First, A-Mem is tailored for single-agent
scenarios, whereas G-Memory is designed for processing MAS’s lengthy and nuanced interaction
trajectory. Second, A-Mem emphasizes atomic memory construction for chatbot-style interactions,
while G-Memory focuses on distilling reusable strategies from collaborative task execution, where
fine-grained atomicity is neither required nor beneficial. For Mem0 [61], although it also employs
a graph-based structure, it remains within the chatbot paradigm. Its graph is closer to a knowledge
graph, where nodes represent factual entities and edges represent relations, fundamentally differing
from G-Memory’s agent-centric memory graphs that encode trajectories, decisions, and coordination
patterns across agents.
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