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Abstract

Automatic license plate recognition is applied widely in life, but it is still a challeng-
ing task in open scenarios. The current ALPR methods require multiple recognitions in
multi-license plate scenarios. Furthermore, they have complex recognition structures and
insufficient recognition capabilities for multi-style license plates. To solve the above prob-
lems, this paper proposes a single-stage multi-style multi-license plate recognition method
based on the attention mechanism: CLPRNet. We use a spatial attention module based on
UNet to separate the license plate character sequence into each attention heatmap in order.
This approach unifies license plates with different character lengths and different character
rows into a single processing logic, thereby enabling CLPRNet to recognize multiple styles
without additional style judgement branches. At the same time, we abandon the tradi-
tional method of cropping Rol from image or feature, and instead combine attention to
recognize characters directly, which allows CLPRNet to recognize multiple license plates
in a single pass. To address the issue of an inadequate number of multi-style license plate
samples, this paper also proposes a multi-style license plate generation method. In the
single-stage methods, CLPRNet demonstrates better detection performance on the CCPD
dataset and better recognition performance on the FN, Rotate, and Tilt subsets of the
CCPD dataset. Compared with the existing license plate recognition methods, CLPRNet
can recognize more styles of license plates. Test results and ablation experiments have
shown the effectiveness of our proposed method.
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1. Introduction

Auto License Plate Recognition (ALPR) is an important part of intelligent transportation
system and has a wide range of applications in life such as parking lot management, toll
station management, and traffic monitoring. In fixed scenarios, ALPR has achieved high
accuracy. However, in open scenarios such as autonomous driving, license plate images
become more diverse including oblique views, uneven illumination, and blurring. Therefore,
ALPR in open scenarios still is a challenging task. Classic ALPR methods use manual
extraction of image features for detection and recognition (Hsu et al., 2013; Yuan et al.,
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2017). With the rapid development of deep learning, deep neural networks have become the
main method of ALPR and have shown better performance compared to classic methods.

The goal of ALPR is to detect license plates in an image and recognize the correspond-
ing license plate characters, so we can divide the ALPR methods into two main categories:
multi-stage and single-stage. Multi-stage methods divide the task into the detection stage
and recognition stage, and cascade the two stages. Some approaches incorporate an im-
age rectification phase in between the two stages (Meng et al., 2018; Wang et al., 2022).
The detection stage can use a generic target detection model (Zou et al., 2020; Ke et al.,
2023) or redesign the detection network (Wang et al., 2022; Silva and Jung, 2022). Each
detected license plate is cropped and rectified from the image according to the coordinates,
and then fed to the recognition stage. Because the recognition stage can only recognize
one license plate at a time, multi-stage methods need to perform multiple recognitions in
multi-license plate scenarios. Multi-stage methods can optimize each stage individually, so
multi-stage methods generally have higher accuracy. However, each stage of multi-stage
methods requires separate training. Therefore, single-stage methods within a unified archi-
tecture are increasingly being focused on, which can be trained end-to-end. Single-stage
methods generally obtain license plate coordinates by detection head, and then combine
feature cropping methods such as RolPooling for recognition. In single-license plate scenar-
ios where the number of license plates is fixed, single-stage methods are easier to implement
(Xu et al., 2018; Qin and Liu, 2022; Liu et al., 2023). Existing single-stage multi-license
plate ALPR methods recognize license plates by adapting the generic target detection model
(Duan et al., 2021; Gong et al., 2022; Peng et al., 2023). With feature cropping methods,
the features of each license plate are cropped from the feature map according to the detec-
tion coordinates and then fed into the recognition sub-network to recognize the characters.
By sharing features, feature cropping methods reduce computational complexity, but still
require multiple recognition depending on the number of license plates. Therefore, we need
a single-stage multi-license plate recognition method that can recognize multiple license
plates in a single pass to reduce the inference time in multi-license plate scenarios.

Chinese license plates have multiple styles. The existing license plate recognition meth-
ods for different numbers of characters are filling the default value(Fan and Zhao, 2022),
connectionist temporal classification (CTC) (Ke et al., 2023), and style judgement branch
(Jiang et al., 2023). The recognition methods for different rows of characters currently
also use the additional branch(Xu et al., 2022). These methods generally only enhance
the recognition capability for particular styles of license plates and cannot be applied to
other styles. It is worth noting that realizing the recognition for different styles by adding
the extra branch also increases the complexity of network design. Meanwhile, the current
large-scale open scenario license plate dataset(Xu et al., 2018) has only a single license plate
style, while the existing multi-style license plate datasets (Yuan et al., 2017; Zhang et al.,
2021)have a limited number of samples. Therefore, we need a multi-style license plate recog-
nition method that can implement the recognition of multiple styles with a single network,
and increase the diversity of license plate styles in the training data.

In this paper, we propose a single-stage multi-style multi-license plate ALPR, model:
Comprehensive License Plate Recognition Net (CLPRNet). This approach has the following
four insights:
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1. CLPRNet is a single-stage method that implements detection and recognition under
a unified architecture, eliminates intermediate rectification methods, and enables end-
to-end training.

2. CLPRNet can detect and recognize multiple license plates simultaneously in an im-
age. Compared to existing methods, CLPRNet abandons image cropping and feature
cropping methods, and realizes single-shot recognition for multiple license plates.

3. We introduce an attention-based approach for license plate recognition and enhance
the performance of spatial attention module through the UNet structure. With this
attention mechanism, the attention heatmap of each character can be generated ac-
cording to the character position index. It allows the model to recognize different
styles of license plates by using a single structure.

4. We provide a multi-style license plate generation method and establish a challenging
multi-style license plate test dataset.

The rest of this paper is organized as follows. We first present related works in Section
II. Then, the proposed method is described in detail in Section III. Experimental results
and ablation studies are discussed in Section IV. Finally, we conclude the paper in Section
V.

2. Related Works
We will briefly describe the existing ALPR methods in the following.

2.1. Multi-Stage Methods

The multi-stage ALPR is divided into the detection stage and recognition stage depending
on the task implemented in the stage.

The license plate detection task can be considered as a case of the target detection task,
so the methods used in the target detection task can be introduced to license plate detection.
TE2E(Li et al., 2019) used RPN to obtain the proposed region. Duan et al. (2021) used
SSD to detect multiple license plates in an image. The YOLO families have also been
widely introduced to the license plate detection task due to their widespread application
in the target detection task(Zou et al., 2020; Laroca et al., 2021; Zou et al., 2022; YU
and LIU, 2023; Ke et al., 2023). In addition, there are also separately designed structures
(Wang et al., 2022; Silva and Jung, 2022) for the license plate detection task. Meanwhile,
some of the methods additionally detect other parameters such as rotation angles for the
rectification stage (Silva and Jung, 2018; Wang et al., 2022).

The recognition stage is cascaded after the detection stage. Each detected license plate
will be cropped from the image based on the coordinates and fed into the license plate
recognition stage. Common OCR (Silva and Jung, 2018)is not effective in open scenarios,
so the license plate recognition network needs to be redesigned. The backbone of the
recognition network can uses CNN(Meng et al., 2018; Zherzdev and Gruzdev, 2018) or Bi-
LSTM(Zou et al., 2020) to extract character features. The head of the recognition network
applies the FC classifier (Fan and Zhao, 2022), or introduces CTC (Qin and Liu, 2022; Peng
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et al., 2023) to obtain the sequence of license plate characters. To reduce the difficulty of
recognition, pre-processing methods such as rectification(Wang et al., 2022; Jiang et al.,
2023), super-resolution(Lee et al., 2019; Pan et al., 2023), and character segmentation (Meng
et al., 2018; Chen and Wang, 2022) can be applied before license plates are fed into the
recognition network.

2.2. Single-Stage Methods

Single-stage methods can be divided into single-license plate and multi-license plate methods
depending on the number of license plates to be detected.

RPNet(Xu et al., 2018) is the first single-stage single-license plate recognition method
trained on large-scale datasets. RPNet used CNN for feature extraction, applied RoIPooling
to crop the Rol from the feature map according to the coordinates obtained from the
detection head, and then fed it to seven classifiers for character recognition. Qin and Liu
(2022) added the prediction of the corner points of the license plate and used RolAlign
for rectification, which improves the robustness of recognizing license plates with different
rotation angles. The simple classification loss can be replaced by CTCLoss(Wang et al.,
2019) for the prediction of license plate character sequences. The above methods can only
recognize a single license plate because they are designed to obtain only a single coordinate.

Existing single-stage multi-license plate recognition methods are implemented by adapt-
ing existing single-stage generic target detection methods. The post-processing methods
detect the license plate and each character simultaneously, and then fuse the coordinate
information through post-processing(Hendry and Chen, 2019; Huang et al., 2021b). Unlike
the method of detecting license plates and characters simultaneously, Peng et al. (2023) used
YOLOX to detect the license plate coordinates, and then sent the features of each license
plate into LPRNet to recognize characters by RolPooling. Gong et al. (2022) used Reti-
nalNet to detect the license plate coordinates and rotation angles, and applied RolAlign to
obtain the Rol of the license plate feature. Although the above methods can detect multiple
license plates in a single pass, the recognition head need to run repeatedly in multi-license
plate scenarios because the recognition head can only recognize a license plate at a time.

2.3. Multi-Style License Plate

Chinese license plates have a variety of license plate styles including different colors, differ-
ent numbers of characters, and different rows. The large-scale open scenario license plate
dataset: CCPD(Xu et al., 2018) has a variety of images but only one style of license plate
(blue, 7-character). The common multi-style license plate datasets are PKUData (Yuan
et al., 2017) and CLPD (Zhang et al., 2021). However, the number of samples in these
datasets is limited (<5k) and the diversity of images is not sufficient. CRPD (Gong et al.,
2022) has the most samples in the multi-style license plate datasets, but its styles do not
cover all the styles.

Some methods are designed to target multi-style license plates, while most methods
include only a small number of multi-style license plates in the training data, which have not
been directly tested for their multi-style license plate recognition capability. The methods
using CTC(Wang et al., 2019; Qin and Liu, 2022) theoretically support a variable number
of characters, but there are no explicit test results in these methods. Fan and Zhao (2022)
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considered the number of license plate characters to be eight and filled in the default value
for license plates with insufficient characters. Jiang et al. (2023) determined the number
of characters by using additional branche. Xu et al. (2022) determined whether a license
plate has two rows by using additional classifier and used 2D attention to align the features.
Huang et al. (2021a) used post-processing to judge whether it is a two-row style.

3. Proposed Method
3.1. Model

The proposed Comprehensive License Plate Recognition Net (CLPRNet) is a single-stage
model that can detect multiple license plates and recognize multiple styles of license plates
within a unified network. As shown in Fig. 1, CLPRNet contains of five parts: backbone,
attention module, detection head, recognition head, and fusion.

Backbone Detection

o e 128 128 128 128 5

Attention Recognition ! Fusion

' ResBlock ' SEResBlock{',: ZXDownﬂ Conv’ BN' LeakyReLU' Sigmoid ’ LP Heatmapﬁ Character Heatmap @ Addition © Product ® Concatenation

Figure 1: The architecture of CLPRNet.

At the image size of 1920*1080, a single license plate character is usually only a dozen
pixels, which is a typical small target in the target detection task. In order to extract
and retain the license plate character information, we choose 1024*1024 as the input size
of the model. We increase the parameters of the shallow network and reduce the number
of downsamples in the backbone. Backbone uses a 7-layer stack of ResBlock (He et al.,
2016). We use stride convolution for downsampling instead of using pooling. After two
downsamples, the backbone sends the feature F? to the attention module, detection head,
and recognition head, respectively.
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3.1.1. ATTENTION MODULE

The characters in different styles of license plates are standardized and have the same
features. Therefore, if we can recognize individual characters sequentially by separating
them according to the order of license plate character index, all styles of license plates can
be recognized by the same processing method.

We use the UNet(Ronneberger et al., 2015) structure for attention learning. The feature
map F? obtained from the backbone is downsampled three times and upsampled three times
to get more contextual information. Then each point in the feature map is classified into
license plate or character by the classifly head. Let the output of attention module be
H, « W, * (Mlp, th), where H, * W, is the size of feature map F°, M represents the
heatmap of license plate, and th represents the heatmap of each character. Let n be the
total number of characters and i be the index of the characters, then M¢" can be formulated

as
GT, 1<:i<
VA (1)
0, n <1 < 8.

The heatmap of the i-th character of each license plate is in th. For license plates with
less than 8 characters, the heatmap of missing characters is empty. As shown in Fig. 2,
the license plate character sequence is segmented into individual characters in index order
based on this attention mechanism. We only need to recognize a single character and
then concatenate the character sequence in order. This makes it compatible to handle
different numbers of characters and different numbers of rows without any other additional
processing. Meanwhile, we also introduce a loss function on the attention heatmap to guide
the learning of attention.

Figure 2: The heatmap of characters and license plates. This image includes a 7-character
license plate, an 8-character license plate, and a two-row license plate.

3.1.2. DETECTION AND RECOGNITION

Recognition. The recognition head is responsible for recognizing each license plate char-
acter. We divide the input image into H, * W, grids. When the license plate image falls
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within a grid, this grid is responsible for recognizing the characters of this license plate. The
recognition head will fuse the feature map F® and the heatmap of the attention module to
recognize each license plate character. The feature of the i-th character of the license plate
can be expressed as

Ffh = FP 5 M{". (2)

As shown in Fig. 3, using the single character feature results in ambiguous samples when the
license plate crosses multiple grids. To solve this problem, we propose the edge sight design.
When using the heatmap of a single character, the partial heatmap of the license plate is
preserved, allowing the network to focus on the features of characters while being able to
see the global information of the license plate. Thus, the features sent to the recognition
head can be represented as

FI=FM"401%F? = FP s« M 4+ 0.1 % F* « M. (3)

The recognition head needs to recognize characters at each index in the sequence of license
plate characters. Therefore, the recognition head at each index can share parameters.
Because the recognition head needs to recognize eight indexes sequentially, it adopts a
lightweight design using a 4-layer stack of SE ResBlock (Hu et al., 2018) and downsampling
four times. The number of character categories is 73, so the output of the recognition head
is Hy x W, * (73 * 8).

RN1234A

Fr

Figure 3: The ambiguousy sample and edge sight design. The feature map th retains only

a single character A. So we cannot confirm whether it is the second character
from X or the seventh character from Y.

Detection. The detection head is responsible for predicting the license plate coordinates.
The detection head uses the anchor point as a coordinate reference point, which is an
anchor-free detector. We adopt the approach of FCOS (Tian et al., 2019) for the anchor
point arrangement. The output of detection head is Hyx Wy (I, t,r,b,c), where [,t,r,b are
the distances from the anchor point to the target box. ¢ is the detection confidence, which
is labeled as the IoU of the prediction box and the target box. Because most of the license
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plates are small targets, the number of anchor points is set as 64*64 to ensure that there
can be an anchor on every license plate at least. The detection head uses a 6-layer stack of
SE ResBlock.

Fusion. The integration of detection and recognition results is done at fusion. If a detection
anchor falls on a recognition grid, we distribute the recognition results of this grid to this
anchor. The confidence score of each license plate is the product of the detection confidence
and the recognition confidence:

Score = Prge ¥ Pryec = c* min(pfh), (4)
where pfh is the probability of each character. Finally, we perform Non-Maximum Suppres-
sion (NMS) on the output to remove redundant results.

3.1.3. Loss FUNCTION

The loss function of CLPRNet consists of three components: attention, detection, and
recognition, which are computed as follows:

L= )\1Latt + )\2Ldet + )\SLregp (5)
Lau = BOE(Mgy, M", 81) + BCE(M)', Mi", o), (6)
Lot = &Z—log(l — IoU (box g4, box)) + a2 Z(c L =) + £Z(C i —c)?
Npos 9 Npos g neg g ’
(7)
1
Lreg = 75— ) CE(Cqt, ). (®)
pos

Npos denotes the number of positive samples and N, denotes the number of positive
samples. BCFE is the binary cross-entropy loss with weights. C'E' is the cross-entropy loss.

3.2. Style Augmentation

In order to increase the number of multi-style license plate samples, we propose a generative
approach to perform style augmentation. First, various styles of license plates are generated
based on the national license plate standard and standard character images. Then, the
brightness of the generated license plate image is adjusted according to the brightness of the
original license plate in the selected image from the existing dataset. Image augmentation,
such as noise addition and blurring, is applied to the generated license plate image. Finally,
the generated license plate image is placed on the original image based on the four corner
points of the original license plate. As shown in Fig. 4, multi-style license plate samples are
generated that are as similar as possible to the real image while preserving the background
information.

4. Experiment

4.1. Implementation Details and Datasets

We train the CLPRNet by 80 epochs with the batch size of 8 on RTX3090. We use the SGD
optimizer with the momentum of 0.9. The initial learning rate is set to 0.01 and reduced
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Figure 4: The generated multi-style license plate images.

by half every 5 epochs for the last 20 epochs. Each parameter in the loss function is set as
M =10, =1,23=0.2,00 =0.2,a0 = 1,3 = 0.1, 81 = 0.1, B3 = 0.05. The IoU threshold
of NMS is 0.3, and the result with a confidence score greater than 0.3 will be output.

CCPD(~250k) as a large-scale open scenario license plate dataset is still the bench-
mark for the ALPR task due to its diversity and number of images. We train with both
CCPD(2018) and CCPD(2020). Following the previous works, we train on the Base sub-
set and test on all subsets of CCPD(2018). CCPD(2020) is also trained according to the
publisher’s division. Because CCPD contains only one license plate per image, we add
CRPD(~30k) as a supplement. Besides style augmentation, we also implement image aug-
mentation including distortion, flipping, scaling, color transformation, blurring, and occlu-
sion.

4.2. Comparison
4.2.1. TEST RESuLTs oF CCPD

Detection. We first compare the license plate detection capability on the CCPD dataset.
Following previous works, we set loU>0.7 as the correct sample. Because CCPD is a single-
license plate dataset, we can directly compare the accuracy. As shown in Table. 1, we can see
that the current single-stage ALPR methods cannot detect the Green subset which consists
of 8 characters. Meanwhile, the detection performance of CLPRNet almost comprehensively
exceeds the existing single-stage methods. For the DB subset, CLPRNet can improve the
accuracy by 6.5%. There is a 1.1% improvement in the average accuracy of the dataset.
Meanwhile, we also compare it with the multi-stage methods. CLPRNet achieves the same
performance as the SOTA result of the multi-stage method on the Rotate and Tilt subsets.
Although CLPRNet does not completely outperform the SOTA of the multi-stage method,
it is only 0.2% behind in the average accuracy indicating that the single-stage CLPRNet has
similar detection capability to the SOTA of the multi-stage method. In addition, compared
with existing methods, CLPRNet can detect more styles of license plates.

Recognition. Next, we compare the recognition performance on the CCPD dataset. Re-
ferring to the previous works, we also set IoU>0.6 and all the license plate characters
are correctly recognized as the correct samples. From Table. 2, we can see that the cur-
rent single-stage methods cannot recognize the Green subset. CLPRNet achieves the best
recognition performance of the single-stage methods on the FN, Rotate, and Tilt subsets.
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Table 1: Comparison of detection on the test set of CCPD. ’Multi’ indicates whether or

not it supports the detection of multi-license plates.
provided.

)

means the result not

'BGYWDK’ denotes blue, green, yellow, white, two-row, and black
style respectively. ’Avg’ denotes the average accuracy of dateset.

Single-stage Multi Style Avg Base DB FN Rot Til Wea  Cha Gre
RPNet(2018) X B 94.5 993 895 8.3 947 932 841 928 X
TE2E(2019) Vv B 942 985 91.7 838 951 945 836 93.1 X
MTLPR(2019) X B 97.7 - - - - - - - X
Qin and Liu (2022) v BYWK 97.8 99.7 927 945 985 96.2 99.1  93.5 X
CLPRNet(Our) v BGYWDK 98.9 99.3 99.2 96.8 99.9 998 99.6 957 974
Multi-stage

SSD300(2018) 4 B 944 991 89.2 84.7 956 949 834 93.1 X
FasterRCNN(2018) v B 929 981 921 837 91.8 894 818 839 X
YOLOv3(2022) 4 BGYW 96.0 971 972 933 91.6 946 979  90.5 -
YOLOv4(2022) Vv BGYW 95.1 96.8 93.7 93.1 93.5 94.7 96.6 90.5 -
Silva and Jung (2022) v B 89.7 - 86.1 843 948 93.0 957 934 X
VertexNet(2022) X BGYWK 99.1 99.6 994 97.0 99.9 99.8 99.9 95.6 -
MD-YOLO(2023) Vv BGYWK 98.2 986 991 96.1 995 99.5 99.7  93.5 -
LPDNet(2023) v BGYWD 98.4 973 972 97.7 989 989 989 98.6 98.8

Table 2: Comparison of recognition on the test set of CCPD. 'NotRep’ indicates no need
to repeat recognition in the multi-license plate scenarios. s’ indicates that de-
tecting multiple license plates is not supported. -’ means the result not provided.
'BGYWDK’ denotes blue, green, yellow, white, two-row, and black style respec-
tively. "Avg’ denotes the average accuracy of dateset. 'FPS’ includes detection
and recognition time.

Single-stage NotRep Style Avg Base DB FN Rot Til Wea  Cha Gre FPS
RPNet(2018) * B 95.5 98.5 96.9 94.3 90.8 92.5 87.9 85.1 X 85
TE2E(2019) X B 944 97.8 948 945 879 921 86.8  81.2 X 3
MTLPR(2019) * B 98.8 - - - - - - - X 64
Qin and Liu (2022) X BYWK 976 99.5 933 93.7 982 959 989 929 X 26
Gong et al. (2022) X BYWD 979 983 98.0 972 92,5 93.7 90.7 87.9 X 35
Xu et al. (2022) X BYWD 98.8 - - - - - - - X -
Peng et al. (2023) X B 98.7 99.9 915 962 98.6 963 99.5 94.4 X -
CLPRNet(Our) Vv BGYWDK 98.0 99.4 97.4 97.3 99.2 98.9 97.1 85.6 91.9 32
Multi-stage

SSD300+HC(2018) X B 94.4  99.1 89.2 84.7 956 949 834 93.1 X -
Zou et al. (2020) X BGYWK 97.8 99.3 98.5 98.6 92.5 96.4 99.3 86.6 - -
Zhang et al. (2021) X BGYWK 985 99.6 988 988 964 976 985  88.9 - 40
SCR-Net(2022) X BYWK 99.5 99.9 99.7 994 99.9 99.9 994 948 X 87
Zou et al. (2022) X BGYW 97.5 99.2 98.1 98.5 90.3 952 97.8 86.2 - -
MRNet(2023) X BGYWK 99.8 99.9 99.9 99.8 99.9 99.8 99.6 97.7 - 98
CRNet(2023) X BGYWD 989 99.9 977 984 995 986 99.5 974 95.9 78
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Because the recognition stage is optimized individually, multi-stage methods tend to have
better recognition performance than single-stage methods. In existing methods, the multi-
stage methods crop the license plates from the image based on the detected coordinates,
while the single-stage methods crop the features from the feature map. As a result, existing
methods have to repeat the recognition according to the number of license plates in the
multi-license plate scenarios. CLPRNet does not use cropping methods, making it possible
to recognize multiple license plates in a single pass. Meanwhile, CLPRNet can recognize
more styles of license plates.

4.2.2. TeST RESuLTts o CRPD

Finally, we evaluate the multi-license plate and multi-style recognition capability of CLPR-
Net on the CRPD dataset. We set IoU>0.6 and all the license plate characters are correctly
recognized as the correct samples. As shown in Table. 3, we can see that CLPRNet has
higher performance compared to the generic target detection model cascading CRNN. Com-
pared to the method proposed by Gong et al. (2022), CLPRNet has better precision metrics.
At the same time, CLPRNet realizes single-shot recognition for multiple license plates and
recognizes more styles of license plates.

Table 3: Comparison of recognition on the test set of CRPD. 'NotRep’ indicates no need to
repeat recognition in the multi-license plate scenarios. 'BGYWDK’ denotes blue,
green, yellow, white, two-row, and black style respectively. 'R’ and 'P’ denote
recall and precision respectively.

Single Double Multi All
Method NotRep Style
R P R P R P R P

YOLOv3+ CRNN(2022) X BYWD 737 594 746 644 662 613 73.0 610
YOLOv4+ CRNN(2022) X BYWD 87.3 684 904 41.2 889 36.8 844 60.5
FasterRCNN+ CRNN(2022) X BYWD 814 717 811 779  69.3 75.2 79.9 73.7
Gong et al. (2022) X BYWD 96.3 836 958 845 90.8 850 954 84.1
CLPRNet(Our) Vv BGYWDK 925 85.8 918 87.3 87.0 87.6 90.6 87.0

4.3. Ablation Study

To verify the effectiveness of the proposed method in multi-style multi-license plate scenar-
ios, we design ablation experiments on the CRPD dataset, as shown in Table. 4.
Attention. Ablation experiments about the attention mechanism include removing the
attention module, removing the edge sight, and abandoning the UNet structure. We can
see that the UNet-based spatial attention module is a very efficient structure that can
improve the recall by more than 11%. The edge sight design plays the role to reduce the
ambiguousy samples.

Backbone. We test increasing the number of layers and the number of downsamples in the
backbone. It can be seen that too many downsamples affects the learning of small targets
like license plates.
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Augmentation. Image and style augmentation enhance the robustness of the model by
increasing the sample diversity. In particular, the style enhancement method proposed in
this paper increases the multi-style recognition performance by 17%.

Table 4: Ablation study on the test set of CRPD. 'R’ and P’ denote recall and precision

respectively.
Single Double Multi All
Method
R P R P R P R P

CLPRNet 92.5 85.8 91.8 87.3 87.0 87.6 90.6 87.0
w/o attention 786 76.0 80.0 813 716 TT.7T 77.2]134 79.0) 8.0
w/o UNet 86.5 83.6 80.9 82.2 72.0 785 79.6/11.0 81.5]55
w/o edge sight 923 86.6 904 86.6 849 85.7 89.2/1.4 86.4] 0.6
w/ 3x downsample 86.2 81.4 88.8 8.4 832 844 86.6]4.0 84.2 2.8

w/o image augmentation 78.7 73.2 86.8 83.2 84.7 86.0 84.3/6.3 81.5] 5.5
w/o style augmentation 43.8 404 822 772 810 799 728,178 69.1/17.9

4.4. Results

As shown in Fig. 5, CLPRNet can detect and recognize multiple license plates in an image,
and can recognize multiple styles of license plains including blue, green, yellow, black, white
and two-row.
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Figure 5: The inference results of CLPRNet.

The license plate styles of the existing license plate dataset do not cover all styles,
and most of the samples are the Blue style. In order to better test the performance of
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Table 5: The number of samples for each style in MSLPD. Accuracy is the test result of
CLPRNet on each style.

Style Number of samples  Accuracy
Blue 4038 92.4
Yellow 2194 92.3
Green 2311 85.6
White 736 74.5
Black 597 74.0
Two-row 565 71.2

ALPR methods to recognize different styles of license plates, we build a multi-style license
plate test dataset: MSLPD. We collect the multi-style license plate samples from the test
set of existing datasets and generate more samples of lacking styles through the proposed
generative method. This test dataset is challenging with multiple styles of license plates
and relatively balanced license plate styles. As shown in Table. 5, we perform tests on
MSLPD and show the recognition results of different styles. Both the MSLPD dataset and
the CLPRNet model are released at https://github.com/wulb97/CLPRNet.

5. Conclusion

We propose a single-stage multi-style multi-license plate recognition method: CLPRNet.
By using an attention-based character recognition method, we achieve unified recognition
of multi-style license plates and single-shot recognition in multi-license plate scenarios. We
introduce a multi-style license plate generation method and build a multi-style license plate
test dataset. Compared to existing methods, CLPRNet can recognize more styles of li-
cense plates. Meanwhile, CLPRNet has shown improved performance compared to existing
methods on the CCPD and CRPD datasets. This approach can further optimize the model
capability and speed according to real needs. It is also noted that the method based on
the attention mechanism proposed in this paper can effectively reduce the background in-
formation and increase the amount of target information in the features. In the future, the
method can be applied to the detection and recognition of small targets, such as remote
sensing images and medical images.
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