© ®©® N o g b~ 0 N =

o

11

FormulaReasoning: A Dataset for
Formula-Based Numerical Reasoning

Xiao Li Bolin Zhu Sichen Liu Yin Zhu Yiwei Liu Gong Cheng*
State Key Laboratory for Novel Software Technology, Nanjing University, Nanjing, China
{xiaoli .nju,bolinzhu, sichenliu,yinzhu,ywliu}@smail .nju.edu.cn
gcheng@nju.edu.cn

Abstract

The application of formulas is a fundamental ability of humans when addressing
numerical reasoning problems. However, existing numerical reasoning datasets
seldom explicitly indicate the formulas employed during the reasoning steps. To
bridge this gap, we construct a dataset for formula-based numerical reasoning
called FormulaReasoning, which consists of 5,420 reasoning-based questions.
We employ it to conduct evaluations of LLMs with size ranging from 7B to over
100B parameters utilizing zero-shot and few-shot chain-of-thought methods, and
we further explore using retrieval-augmented LLMs provided with an external
formula database associated with our dataset. We also experiment with supervised
methods where we divide the reasoning process into formula generation, param-
eter extraction, and numerical calculation, and perform data augmentation. Our
empirical findings underscore the significant potential for improvement in existing
models when applied to our complex, formula-driven FormulaReasoning.

1 Introduction

Numerical reasoning constitutes one of the significant forms within natural language reason-
ing (Frieder et al.l 2023). The study of numerical reasoning has seen substantial progress in recent
years, largely driven by the development of LLMs (OpenAl, 2023} [Touvron et al., 2023} [Li et al.,
2023c) and specialized datasets (Wang et al. 2017} |Dua et al.l [2019; |Amini et al.| 2019; (Cobbe
et al., [2021a). Current datasets for numerical reasoning typically include simple, commonsense
numerical questions that do not reflect the complexity of real-world problems. These datasets have
not fully addressed the interpretability issue in numerical reasoning, as they often rely on implicit
commonsense knowledge without explicit guidance knowledge during the reasoning process. This
issue becomes particularly evident when LLMs meet hallucination (Frieder et al.,|2023; Bang et al.|
2023)). Consequently, one might naturally ask “What knowledge could I use to guide numerical
reasoning process?”. Formulas exactly represent such knowledge that has been largely overlooked in
research but is frequently utilized in real-life applications.

Take a question from the GSMS8K (Cobbe et al[2021a)) as an example: “A robe takes 2 bolts of
blue fiber and half that much white fiber. How many bolts in total does it take?”. This example only
requires the use of implicit commonsense mathematical knowledge to solve without domain-specific
formula. However, in our FormulaReasoning dataset, we require specific formulas to guide the
numerical reasoning process, such as the formula used to calculate the heat absorption of an object.
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There is a electric water heater, after 50kg of water is loaded into its tank, the water is
heated from 20°C to 60°C by electricity. It is known that the specific heat capacity of
water is C_water = 4.2x10°31/(kg*°C).

Q: If the total electrical energy consumed during the heating process is 1x1077J, what is
the thermal efficiency of the water heater?

Calculating the degree of temperature increase in water:
=60 °C — 20 °C = 40 °C. The degree
of water temperature increase = 40 °C.
The heat absorbed by water is given by:
=50 kg * 4.2 *
1073 J/(kg-°C) * 40 °C = 8400000 J. The heat absorbed by water = 8400000 J.
The thermal efficiency of the water heater can be obtained from:

8400000 J / (1 % 10”7 J) * 100% = 84%. The thermal efficiency of the water heater = 84%.
Answer = 84%

Parameter Symbol Value Unit
At 40 °C
trinal 20 °C
Qabsorbed 8400000 J
Myater 50 kg

Figure 1: An example taken from FormulaReasoning. Numerical values (including units) given in
the question and obtained from intermediate steps are highlighted in red and purple, respectively.
Formulas and their elements are in blue.

Recently, Liu et al., 2023|constructed two formula-based datasets, Math23K-F and MAWPS-F. How-
ever, the formulas in these datasets primarily consist of commonsense formulas (such as total_amount
= unit_amount X total_number), and only 33.5% and 38.4% of the questions in these datasets,
respectively, require the use of formulas.

To address this gap, we constructed a dataset for numerical reasoning that requires the use of formulas
called FormulaReasoning. We annotated formulas for each question in FormulaReasoning. An exam-
ple of FormulaReasoning is shown in Figure The formula-based feature makes FormulaReasoning
a more challenging dataset for developing systems that can tackle real-world numerical reasoning
problems. Indeed, in fields such as mathematics and physics, formulas serve as an important vessel for
representing domain knowledge. However, existing datasets scarcely consider explicit incorporation
of formulas into numerical reasoning.

Dataset Math23K-F MAWPS-F GSM8K  FormulaReasoning
# questions 23,162 2,373 8,792 5,420

# formulas (and variants) 51 (131) 18 (46) 0(0) 272 (824)

# questions requiring formula (proportion) 7,750 (33.46%) 911 (38.39%) N/A 5,420 (100%)
Avg. # reasoning steps 1.16 1.01 3.59 2.37

Table 1: Statistics of Math23-F, MAWPS-F, GSMS8K and our FormulaReasoning.

We collected questions requiring formula-based numerical reasoning from Chinese junior high
school physics examinations. With the combined efforts of manual annotation and assistance from
LILMs, we annotated each question with an explanation text, a final answer, and a set of relevant
formulas (including formula structures, parameter names, symbols, numerical values, and units) and
built a formula database. The formula database functions as an external knowledge base, which can
be used to evaluate retrieval-based/augmented systems. In Table[I] we compare FormulaReasoning
with two existing formula-based datasets and the well-known GSM8K. In comparison to Math23K-F
and MAWPS-F, FormulaReasoning contains a larger number of formulas (272), whereas the other
two datasets contain 51 and 18 formulas. Additionally, all questions in FormulaReasoning require

?Please note that FormulaReasoning is in Chinese. For the convenience of understanding, we translated
Chinese into English in all the examples presented in this paper.
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the use of formulas. The higher average number of reasoning steps (2.37 vs. 1.16/1.01) implies
that FormulaReasoning is more challenging and better suited for evaluating existing models as a
multi-step formula-based reasoning task.

We used FormulaReasoning to evaluate LLMs ranging from 7B to >100B parameters, as well as
fine-tuned models such as Qwen-1.8B (Bai et al.,|2023) and ChatGLM-6B (Zeng et al.,[2022) with
a proposed Chain-of-Thought supervised fine-tuned method and a data augmentation method. We
also trained an encoder for formula retrieval and experimented with retrieval-augmented generative
models. Our empirical findings show that the best existing models only achieve an accuracy of around
74%, lagging behind an accuracy 92% of humans, indicating that there is still significant room for
exploration in formula-based numerical reasoning.

Our contributions are summarized as follows:

* We construct a formula-based numerical reasoning dataset FormulaReasoning, with fine-
grained annotations for each question. As a formular knowledge-guided numerical reasoning
dataset, it can be applied to tasks involving trustworthy and verifiable reasoning.

* We conduct evaluations on LLMs of various sizes, supervised fine-tuned models, and
retrieval-augmented generative models. The experimental results establish a strong baseline
for future research and also indicate that the task remains unresolved.

The dataset is available on https://zenodo.org/doi/10.5281/zenodo.11408109 under
the CC BY 4.0 License and our code is available on https://github.com/nju-websoft/
FormulaReasoning under the Apache License 2.0.

2 Related Work

2.1 Numerical Reasoning Datasets

Numerical reasoning is one of the fundamental capabilities of natural language reasoning. The
study of numerical reasoning in natural language has existed for several years. Numerous datasets,
such as DROP (Dua et al., 2019), GSM8K (Cobbe et al.l |2021b)), TSQA (Li et al., 2021) and
MATH (Hendrycks et al.| 2021)), have introduced natural language numerical reasoning. Another line
of research focusing on numerical reasoning in natural language is math word problem (MWP). MWP
tasks typically provide a short passage (i.e., a question) and require the generation of an arithmetic
expression that can compute an answer. Representative datasets include MAWPS (Koncel-Kedziorski
et al.,[2016), Math23K (Wang et al.| [2017), MathQA (Amini et al., 2019), etc.

The recently introduced datasets (Liu et al., [2023)) Math23K-F and MAWPS-F require formulas for
only 33.5% and 38.4% of the questions, respectively, and the formulas within these datasets are
all simple commonsense formulas (e.g., total_cost = unit_cost X total_number). By contrast, our
FormulaReasoning dataset collects questions from junior high school physics examinations, with
every question accompanied by formulas. In addition, we also annotated a formula database for
FormulaReasoning that can serve as an external knowledge base, used to assess retrieval-augmented
systems.

2.2 Numerical Reasoning Methods

The methods for solving numerical reasoning have evolved from statistical approaches (Hosseini
et al.|[2014; | Kushman et al.,[2014) to those based on rules and templates (Shi et al., 2015; |Wang et al.,
2019) and further to methods based on deep learning models (Gupta et al., 2019; |Chen et al.|, 2022;
Kim et al.} 2022; |Li et al., 2023a). In the past two years, with the rapid development of LLMs, LLMs
have demonstrated strong capabilities in resolving numerical reasoning questions. Consequently,
several methods aimed at enhancing the reasoning abilities of LLMs have been proposed, including
the notable Chain of Thoughts (CoTs) method (Wei et al.| [2022), along with many subsequent variant
approaches (Kojima et al.} 2022; /Wang et al., 2022; Zhou et al.,|2022; L1 et al.l 2023b)).


https://zenodo.org/doi/10.5281/zenodo.11408109
https://github.com/nju-websoft/FormulaReasoning
https://github.com/nju-websoft/FormulaReasoning
https://github.com/nju-websoft/FormulaReasoning

104

105
106
107
108
109
110
111
112
113

114

115
116
17
118

119
120
121
122
123
124

125

126
127

We established representative existing methods as baselines for FormulaReasoning, including
zero/few-shot CoTs prompting methods to LLMs ranging from 7B to over 100B parameters. We
trained a specialized formula retriever for retrieving formulas and explored retrieval-enhanced numer-
ical reasoning. We also divided the reasoning process into formula generation, parameter extraction,
and calculation, and used data augmentation to enhance fine-tuned models with fewer than 7B
parameters.

3 Dataset Construction

We collected raw questions from Chinese junior high school physics examinations from 2015 to
the present. We had a total of five postgraduate volunteer students, and they all hold a bachelor’s
degree in science and engineering. We then annotated the reasoning steps and corresponding formulas
for each question. This process involved a combination of manual annotation and the assistance
of LLMs to improve the efficiency of annotation. Each question is associated with an explanation
of the reasoning steps in natural language with a symbolic representation of the reasoning steps
using formulas, including the values and units for all the parameters within the formulas. Finally, we
compiled all the formulas we merged those expressing the same meaning to create a formula database.
We describe this process to construct FormulaReasoning in detail below.

3.1 Preprocessing

We crawled 18,433 junior high school physics examination questions in China from 2015 to the
present from public sources, including only those with free-text answers and excluding multiple-
choice and true/false questions. Each raw question contains a question text and an explanation text
that includes the reasoning steps. We eliminated questions requiring diagrams.

Subsequently, we filtered the questions by assessing the presence of numerical values within the
explanation and confirming that the final answer was numerical. Utilizing a regular expression-based
approach, we extracted the final numeric answer, including its unit, from the explanation. We found
that for 487 questions, the regular expressions did not return results, so we manually annotated the
positions of their answers in the text explanations. Following the preprocessing phase, we compiled
an initial dataset comprising 6,306 questions.

Original explanation.

The change in water temperature is 60 - 20 = 40 °C. Therefore, the heat absorbed by the water is
Q_{absorbed}=50 kg x 4.2 x10% J/(kg-°C) x 40 °C = 8.4 x10° J. Given that the total electrical en-
ergy consumed in the heating process is 1 x 107 J, the thermal efficiency of the water heater can be calculated
using the formula for the efficiency of a heat engine: 1 = Q_{absorbed} }/W_{total} x 100% = (8.4 x 10°
/(1.0 x 107 J)x100% = 84%. Answer: If it is known that the total electrical energy consumed during the
heating process is 1 x 107, the thermal efficiency of the water heater is 84%.

Explanation with normalized formulas.

1. Calculating the temperature increase in water: [Degree of water temperature increase] = [Final temperature]
- [Initial temperature] = 60 °C - 20 °C = 40 °C. The degree of water temperature increase = 40 °C.

2. Calculating the heat absorbed by water: [Heat absorbed by water] = [Mass of water] X [Specific heat
capacity of water] x [Degree of water temperature increase] = 50 kg x 4.2 x 10 J/(kg-°C) x 40 °C =
8400000 J. The heat absorbed by water = 8400000 J.

3. The thermal efficiency of the water heater can be obtained from: [Thermal efficiency of the water heater]
= [Heat absorbed by water] / [Total electrical energy consumed] x 100% = 8400000 J / (1 x 107 J) * 100%
= 84%. The thermal efficiency of the water heater = 84%.

Answer = 84%

Table 2: Original explanation and explanation with normalized formulas (highlighted in blue).

3.2 Formula Normalization

We found that the reasoning steps (i.e. the explanation) in the obtained raw dataset lacked a normalized
format and were expressed quite casually. Some formulas mixed parameter names (e.g., “mass of
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water”) and symbols (e.g., “Myqter), While others simply provided calculations in numerical form
without parameter names or symbols. In order to ensure that all explanations adopted a normalized
form of formulas, we normalized the formula annotations in the explanations. An example can
be found in Table [2] In this process, we need to identify the formulas used within the original
explanations and to correct any formatting issues. Manually undertaking such tasks would require
significant effort. However, since the process is not open-ended, but rather structured and verifiable,
we could automatically, e.g., using a LLM, extract formulas from the explanations, calculate each step,
and compare the result with the given answer to ensure the accuracy of this normalization process.

Specifically, to enhance the efficiency of the annotation, we adopted a coarse-to-fine annotation
approach with the help of a LL We first prompted the LLM in a few-shot manner to generate
accurate explanations of the reasoning process. Then, we used few-shot prompts to guide the LLM in
correcting minor errors within the normalized explanations, including formatting errors in formula
annotations and inaccuracies in the parameters used during computations. Both prompts can be found
in Appendix [C.I.1] Next, we will provide a detailed description of this process.

Initially, we introduced the question along with its original explanation and the corresponding answer
to guide the LLM through few-shot prompting to revise the original explanation. We observed that
the ability of the LLM to revise explanations towards normalized explanations remained satisfactory.
To assess the correctness of the revised explanations, we extracted formulas from these explanations
and then computed the answer using the numbat too In addition to providing explanations, we also
required the LLM to present the values, symbols, and units of each parameter in the formulas in the
form of a table. An example is shown in Figure I

At this stage, we checked the correctness of the formula format in the explanations by automatic rules,
including whether there were omissions in parameter names, parameter symbols, or corresponding
units, and these issues were all correctable. Therefore, if our program detected that the LLM had not
successfully generated an accurate normalized explanation, we used few-shot prompting to identify
and correct these specific errors. More details can be found in Appendix [C.1.1] We observed that
the questions which remained incorrect despite multiple attempts by the LLM were of notably poor
quality, including missing important reasoning steps, unclear question formulation, and so on. Some
examples of these questions can be found in Appendix [C.1.2] These questions were removed from
our dataset. Following this step, our dataset contains a remaining total of 5,420 questions.

3.3 Formula Database Construction

Our next step was to construct a unified formula

database for the entire dataset. Given that pa- [ Step # Formulas
rameters in the same formula can be expressed | Before merging ] 12,906
differently across various problem contexts, for | “fter symbolic rules based merging 1,163
X . K After semantic-based merging 439
instance, the two formulas “[weight of water] | After manual review and error correction 272

= [mass of water] * [gravitational acceleration]”
and “[weight] = [mass] * [gravitational acceler-
ation]” both calculate the weight of an object,
we need to merge these formulas into a single
representation.

Table 3: Changes in the number of formulas after
each merging step.

We divided the construction process of the formula database into three steps: 1) Merge the formulas
through symbolic rules. 2) Merge the formulas through semantic-based method. 3) Manual review
and error correction. In Table 3] we present the initial number of formulas and the remaining number
of formulas after each step.

3During dataset construction, we accessed Qwen-max via API (https://help.aliyun.com/zh/dashscope/developer-
reference/quick-start). Qwen-max is a LLM with over 100B parameters and a strong capability in Chinese.
“https://numbat.dev, Numbat is designed for scientific computations with support for physical units.


https://help.aliyun.com/zh/dashscope/developer-reference/quick-start
https://help.aliyun.com/zh/dashscope/developer-reference/quick-start
https://numbat.dev

173
174
175
176
177
178
179
180
181
182
183
184
185
186
187

188

190
191
192
193
194
195
196
197
198
199

201
202
203
204

205

206
207
208
209
210
211
212

213

214
215
216
217
218

Symbolic rules based merging. In this step, we merged formulas through symbolic rules. Specif-
ically, this was achieved by comparing the structure of the formulas and the symbols.Take the
following as an example of judging whether two formulas have the same structure: the formulas
“f1 1 ar=(bi+c)ldy”, “fo : as=(ba+ca)/dy” and “f3 : by=a1*dy-c1” have the same structure because
f2 can be derived from f; by renaming parameters, and f3 can be obtained from f; by transformation.
Moreover, in physics, certain physical quantities are conventionally represented by specific symbols.
For example, the mass of an object is often denoted by “m” and the density of an object is frequently
represented by the symbol “p”. Subscripts are then used to distinguish which specific object a
physical quantity refers to, such as “pqqter” for the density of water. For any two formulas, we first
computed all the transformations of each formula to obtain a set of all its variants. Then, we compared
the formula structures in the two sets to determine if two formulas were structurally equivalent. If
they shared the same structure, we then compared whether their symbols, with subscripts removed,
were identical. If they were, we considered these two formulas to be mergeable. When merging, we
retained the parameter with the shorter length from the two. After merging based on symbolic rules,
we reduced the number of formulas in the formula database from 12,906 to 1,163.

Semantic-based merging. In the symbolic rules based merging process, the semantic information
of the parameter names was neglected. This led us to perform merges grounded on the semantics
of the parameter names. For instance, two formulas that were not merged during the symbolic
fusion stage, “[density] = [mass] / [volume]” and “[density of water | = [mass of water] / [volume
of water]”, can actually be merged. We would carry out the merging of these two formulas based
on the semantic information of the parameter names (for example, "density" and "density of water"
are semantically similar). Specifically, for formulas with identical structures, we tokenized each
pair of corresponding parameters to create two sets of Wordﬂ When the two sets overlapped, the
parameters were considered to have semantic connection, and the formulas became candidates for
merging. Utilizing this approach, we identified a set of pairs of potentially mergeable formulas
and then consulted the LLM for a thorough evaluation of each pair. The prompts can be found in
Appendix [C.1.3] After this step, the number of formulas in the formula database was reduced to 439.

Manual review and error correction. Upon completing the aforementioned merging process, we
manually inspected the correctness of the results, rectified instances where errors occurred during
merging, and manually merged formulas that were overlooked by the LLM. In this process, there
were two human volunteers cross-validating the results of manual review and annotation. Finally, we
obtained a formula database consisting of 272 formulas.

4 Experiments Setup

In this section, we explore several methods for handling the questions within FormulaReasoning,
including prompting LLMs using zero-shot and few-shot chain-of-thought (CoT, [Wei et al., 2022
Kojima et al., [2022)), and training a formula retriever to retrieve formulas to be incorporated into
LLM prompts. Additionally, we employed two approaches to enhancing the reasoning abilities of
fine-tuned models with fewer than 7B parameters. The first approach involved dividing the reasoning
process into distinct steps: formula generation, parameter extraction, and numerical calculation. The
second approach leveraged data augmentation to improve the models’ reasoning ability.

4.1 Dataset Split

We divided FormulaReasoning into into subsets for training, id (in-distribution) test, and ood (out-
of-distribution) test, comprising 4,608, 421 and 391 questions, respectively. We required that all
formulas in the id test must appear in the training set, whereas in the ood test, each question involves
at least one formula that has not been seen in the training set. This division is designed to evaluate
the generalizability of fine-tuned models on formulas that they have not previously encountered.

>We used jieba: https://github.com/fxsjy/jieba.
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4.2 Evaluation
4.2.1 Human Performance

We recruited 108 students from a high school, with each student being assigned 7-8 questions. Each
student was given 40 minutes to complete these questions. These questions were used as part of their
in-class exercises, and at the end, each student received a gift. The final statistics were collected to
evaluate human performance, which was consented by all the students.

4.2.2 LLMs

Following Kojima et al.|[2022] we incorporated the phrase “Let’s think step by step” into the zero-shot
prompt to guide LLMs in generating the reasoning steps. For the few-shot setting, we randomly
sampled five questions from the training set to serve as examples for in-context learning. Each
example includes the question text and the reasoning steps (i.e., the explanation). Examples of the
prompts can be found in Appendix [C.4.1]

We conducted experiments on GPT-4-turbo, GPT-3.5-turbo, GLM4, and Qwen-max, with each of
these models having over 100 billion parameters. We also evaluated on Llama2-7B (Touvron et al.|
2023)), Llama3-8B (Metal 2024), Qwen-7B/14B (Bai et al.| 2023)), InternLM2-7B/20B (Teaml, 2023)),
ChatGLM3-6B (Zeng et al.,|2022), including the base and chat versions of these models. We followed
the common practice that few-shot experiments were performed on the base versions, while zero-shot
experiments were conducted on the chat or instruct versions.

4.2.3 Formula Retriever

We trained a formula retriever on the training set. Specifically, we encoded each question using the
Chinese-BERT-wwm-base (Devlin et al.,[2019; |Cui et al.| 2021)) model to obtain the CLS vector of
the question. Each formula in the formula database was represented by a randomly initialized vector.
During training, we calculated the cosine score between the question vector and the formula vector.
The retriever was then trained with in-batch negatives and contrastive learning loss (Gao et al.| [2021]).
Subsequently, for each question in the id test, we retrieved the top five formulas with the highest
scores and included them in the prompt to observe the change in the performance of the LLM when
provided with relevant formulas. More details can be found in Appendix [C.4.2}

4.2.4 Supervised Fine-tuned Models

We found that directly prompting models possessing fewer than 7B parameters failed to produce
satisfactory outcomes (for example, ChatGLM3-6B attained merely 8.99 points in a zero-shot setting).
Therefore, we conducted supervised fine-tuning of models with fewer than 7B parameters, yet
discerned that, dissimilar to larger models (such as GPT-4-turbo), smaller models did not exhibit
proficient performance in numerical extraction and calculation. In order to augment the reasoning
capabilities of smaller models, we explored two approaches for improvement.

Chain-of-Thought Supervised Fine-Tuning (CoT-SFT) We decomposed the reasoning process
into several steps. First, we instructed the model to generate the formulas required to solve the
question. Subsequently, the parameter names within the formulas were extracted, allowing the model
to retrieve the corresponding values and units from the context. Next, the formulas and the associated
parameter values were provided to a calculator to obtain the final result. This approach relieved the
model of the numerical calculation, allowing it to concentrate on the reasoning aspect.

Data Augmentation (DA) We augmented the training dataset with the assistance of larger models.
Firstly, we utilized a few-shot approach to prompt the LLM (Qwen-max) to generate new question-
answer pairs. The correctness of the computation process generated by the LLM was meticulously
verified using a calculator. Subsequently, the formulas generated by the model were extracted and
normalized. More details could be found in Appendix [C.3.1]
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4.3 Metric

We utilized numbat to evaluate the predictions generated by the model against the gold-standard
answers. A prediction is deemed correct if the relative error (prediction - gold) / gold is less than 1%.
We employed accuracy, which is the proportion of questions answered correctly, as our metric.

5 Experiments Results

In this section, we presented the experimental results and analysis. Due to space constraints, the error
analysis can be found in Appendix and the implementation details can be found in Appendix

5.1 Human Performance

In FormulaReasoning, humans achieved impressive performance, with a score of 93.49 on the id test,
90.47 on the ood test, and an average score of 92.03.

5.2 Results of LLMs

Model Size L zero-shot CoT _ few-shot CoT
idtest oodtest Avg. | idtest oodtest Avg.
GPT-4-turbo unknown | 70.07 72.89 71.43 | 71.50 7749 74.38
GPT-3.5-turbo | unknown | 26.13 25.58 25.87 | 32.07 29.92  31.03
GLM4 >100B | 65.32 65.22  65.27 | 6247 65.98 64.16
Qwen-max >100B | 58.67 57.80 58.25 | 5891 63.94 61.33
InternLM* 20B 5.70 4.60  5.17 | 18.29 11.25 14.90
Qwen* 14B | 32.07 37.60 34.73 | 44.89 36.83 41.01
Llama3* 8B | 26.66 17.98 20.41 | 12.81 8.87 1091
Llama2* 7B 0.00 026 0.13 1.43 026 0.87
Qwen* 7B 7.36 870 8.01 | 21.14 18.16 19.71
InternLM* 7B 7.84 7.67 17.76 9.50 8.18  8.86
ChatGLM3* 6B 9.36 8.62 899 | 23.89 19.95 21.92
Human \ - | 93.49 90.47 92.03 | 93.49 9047 92.03

Table 4: Results of LLMs with zero-shot and few-shot prompting. * indicates that the chat or instruct
version of the model was used in the zero-shot setting, while the base version of the model was used
in the few-shot setting.

The evaluation results on LLMs are shown in Table d] GPT-4-turbo exhibited the best performance
in both zero-shot and few-shot settings, surpassing the second-ranked GLM4 by an average of 6.16
points in zero-shot setting and 10.22 in few-shot setting. Among models with size not exceeding
20B, Qwen-14B demonstrated commendable performance in both zero-shot and few-shot settings.
The subpar performance of Llama2 might be due to its pre-training data being primarily in English.
We also conducted few-shot testing on the chat version of LLMs with size not exceeding 20B,
and the results can be found in Appendix[C.4.3]  After incorporating few-shot examples, GPT-4-
turbo, GPT-3.5-turbo and Qwen-max demonstrated performance improvements, ranging from 0.24
to 6.14. However, similar performance changes were not observed on GLM4, possibly due to its
supervised fine-tuning and alignment with human preferences which enhanced GLM4’s understanding
of instructions but probably also compromised its in-context learning ability.

Human performance surpassed the performance of few-shot GTP-4-turbo on the id and ood tests by
margins of 21.99 and 13.25 points, respectively. Such results demonstrated that there remained a
substantial gap between the current capabilities of state-of-the-art LLMs and human performance.
This was even more pronounced when considering smaller-scale models. These findings underscored
the challenging nature of FormulaReasoning as an unresolved dataset, and that there was significant
room for improvement in LLMs as they struggled to match human levels of reasoning.

5.3 Results of LLMs with Formula Retriever
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The results of LLMs utilizing the formula retriever are shown  “y1o4el zeroshot _ few-shot

in Table E} We found that the? impact on perfo.rmance varied 5w 6532 6247
among different LLMs when incorporating retrieved formulas + formula retriever 70.31 65.80
into prompts. We observed a positive enhancement on GLM4,  GPT-4-turbo 70.07 71.50
with score increments of 4.99 and 3.33 with zero-shot and + formula retriever 68.17 67.00

few-shot, respective}y, on.the id test. However, We observed Table 5: Results of LLMs with For-
a performance decline with GPT-4-turbo. Specifically, we
found that the top S retrieved formulas often included irrele-
vant ones, as the number of formulas required varies for each
problem. The presence of these extraneous formulas affected the model’s performance, indicating
that there is considerable room for further research in utilizing a formula database.

mula Retriever on the id test.

5.4 Results of Supervised Fine-tuned Models

Table [6] shows the results for the supervised fine-tuned

models, with and without CoT-SFT and DA, which were  “\jogel Size idtest oodtest Avg.
detailed in Section[4.2.4, In most settings, both models “Gyen-1.38 5591 4458 5025
achieved higher scores on the id test than the ood test, yet +DA 1.8B  56.16 4532 5074

) . . + CoT-SFT 73.65 7438 74.00
they still exhibited considerable performance on the ood TV o e .02
test. This indicates that 1) the ood formulas indeed im- ftD A 6B 5344 4532 4953
pacted model performance and 2) the models still demon- + CoT-SFT 74.63 73.89 7423

strate generalizability. We hope that the division of id test
and ood test will be helpful for assessing the generalization
ability of fine-tuned models in future works.

Table 6: Results of supervised fine-tuned
models on FormulaReasoning.

It was noteworthy that with CoT-SFT, Qwen-1.8B and

ChatGLM3-6B, with a mere parameter count of 1.8B and 6B, respectively, achieved performance
comparable to GPT-4-turbo (though such a comparison may not be entirely fair). This indicated that
the incorporation of CoT-SFT and the use of calculators could significantly enhance the reasoning
capabilities of small models. Our findings revealed that focusing on reasoning with CoT while
delegating numerical calculation to a calculator could enhance the performance of small models,
given their limited calculating capability. The assistance of LLMs for data augmentation could also
enhance smaller models’ reasoning capability. This discovery provides valuable insights for future
deployment of numerical reasoning systems on small models.

6 Conclusion and Limitations

We introduced FormulaReasoning, a dataset for formula-based numerical reasoning. We annotated
the reasoning steps with formulas for each question with both manual and LLM-assisted efforts.
Furthermore, we constructed a formula database after merging formulas with similar meanings,
serving as an external knowledge base for subsequent retrieval-based/augmented approaches. We
evaluated FormulaReasoning across various sizes of LLMs, supervised fine-tuned models, and
retrieval-augmented LLMs, demonstrating its challenging nature as an unresolved task. Our findings
indicate substantial room for improvement of existing models on formula-based numerical reasoning,
thus motivating future research efforts.

We have also translated the dataset into English unitizing LLMs. However, we have not yet accurately
assessed the quality of the translated dataset. At present, we have not released the English version
of the dataset, but we will do so later after ensuring the quality of the English dataset. Additionally,
our dataset is limited to the domain of physics. Although junior high school physics is not overly
complex and can be understood by most people, it is still possible to explore formula-based question
answering data in other domains.
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A Dataset Card

A.1 Motivation

1. For what purpose was the dataset created? Was there a specific task in mind? Was there a
specific gap that needed to be filled? Please provide a description.

The motivation behind constructing FormulaReasoning comes from the need to address the limitations
of existing numerical reasoning datasets. While numerical reasoning has seen significant advance-
ments with the rise of LLMs and specialized datasets, current datasets often lack knowledge-guided
reasoning process. They typically rely on implicit commonsense knowledge rather than explicit
formulas, which becomes problematic when LLMs encounter hallucinations.

To overcome these limitations, FormulaReasoning was created to emphasize the use of specific
formulas in numerical reasoning. Unlike previous datasets that primarily rely on implicit knowledge,
FormulaReasoning requires explicit formula-based reasoning. This shift introduces a higher level of
challenge and reflects real-world numerical problem-solving scenarios better.

2. Who created the dataset (e.g., which team, research group) and on behalf of which entity
(e.g., company, institution, organization)?

FormulaReasoning is created by Xiao Li, Bolin Zhu, Sichen Liu, Yin Zhu, Yiwei Liu and Gong
Cheng from the State Key Laboratory for Novel Software Technology, Nanjing University.

3. Who funded the creation of the dataset? If there is an associated grant, please provide the
name of the grantor and the grant name and number.

This work was supported by the CIPSC-SMP-Zhipu.Al Large Model Cross-Disciplinary Fund.

A.2 Composition

1. What do the instances that comprise the dataset represent (e.g., documents, photos, people,
countries)? Are there multiple types of instances (e.g., movies, users, and ratings; people and
interactions between them; nodes and edges)? Please provide a description.

The data within the dataset exclusively comprises elementary physics questions based on daily
life scenarios, all organized in text format, without photos, specific people information or specific
countries.

2. How many instances are there in total (of each type, if appropriate)?

We divided FormulaReasoning into training, id (in-distribution) test, and ood (out-of-distribution)
test, comprising 4,608, 421 and 391 questions, respectively.

3. Does the dataset contain all possible instances or is it a sample (not necessarily random)
of instances from a larger set? If the dataset is a sample, then what is the larger set? Is the
sample representative of the larger set (e.g., geographic coverage)? If so, please describe how
this representativeness was validated/verified. If it is not representative of the larger set, please
describe why not (e.g., to cover a more diverse range of instances, because instances were
withheld or unavailable).

FormulaReasoning is not from a larger set.

4. What data does each instance consist of? ‘“Raw” data (e.g., unprocessed text or images) or
features? In either case, please provide a description.

Each instance consists of a question, the formulas, the parameters within these formulas and
their corresponding numerical values, textual explanations, and the final numerical answer. See
https://github.com/nju-websoft/FormulaReasoning for more details.

5. Is there a label or target associated with each instance? If so, please provide a description.

Yes, each instance contains textual explanations, and the final numerical answer.
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6. Is any information missing from individual instances? If so, please provide a description,
explaining why this information is missing (e.g., because it was unavailable). This does not
include intentionally removed information, but might include, e.g., redacted text.

No.

7. Are relationships between individual instances made explicit (e.g., users’ movie ratings, social
network links)? If so, please describe how these relationships are made explicit.

N/A.

8. Are there recommended data splits (e.g., training, development/validation, testing)? If so,
please provide a description of these splits, explaining the rationale behind them.

Yes. We divided FormulaReasoning into training, id (in-distribution) test, and ood (out-of-distribution)
test, comprising 4,608, 421 and 391 questions, respectively. We required that all formulas in the id
test must appear in the training set, whereas in the ood test, each question involves at least one formula
that has not been seen in the training set. This division is designed to evaluate the generalization
capabilities of fine-tuned models on formulas that they have not previously encountered.

9. Are there any errors, sources of noise, or redundancies in the dataset? If so, please provide a
description.

Currently, there are no known errors, noise, or redundancies. We have addressed these occurrences
during the annotation process.

10. Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g.,
websites, tweets, other datasets)? If it links to or relies on external resources, a) are there
guarantees that they will exist, and remain constant, over time; b) are there official archival
versions of the complete dataset (i.e., including the external resources as they existed at the time
the dataset was created); c) are there any restrictions (e.g., licenses, fees) associated with any of
the external resources that might apply to a dataset consumer? Please provide descriptions of
all external resources and any restrictions associated with them, as well as links or other access
points, as appropriate.

Yes, FormulaReasoning is self-contained, and it doesn’t rely on any external resources.

11. Does the dataset contain data that might be considered confidential (e.g., data that is
protected by legal privilege or by doctor—patient confidentiality, data that includes the content
of individuals’ non-public communications)? If so, please provide a description.

No.

12. Does the dataset contain data that, if viewed directly, might be offensive, insulting, threaten-
ing, or might otherwise cause anxiety? If so, please describe why.

No. Firstly, it is unlikely for harmful information to appear in the questions designed for middle
school education. Secondly, we have not identified such information within the dataset.

13. Does the dataset relate to people? If not, you may skip the remaining questions in this
section.

No.

A.3 Collection Process

1. How was the data associated with each instance acquired?
See Section3]

2. What mechanisms or procedures were used to collect the data (e.g., hardware apparatuses or
sensors, manual human curation, software programs, software APIs)?

See Section[3
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3. If the dataset is a sample from a larger set, what was the sampling strategy (e.g., deterministic,
probabilistic with specific sampling probabilities)?

Our FormulaReasoning is not sampled from a larger set.

4. Who was involved in the data collection process (e.g., students, crowdworkers, contractors)
and how were they compensated (e.g., how much were crowdworkers paid)?

A total of 5 graduate students participated in the annotation work, and 108 high school students were
involved in the human performance tasks. For more details, see Section E] and SectionEl}

5. Over what timeframe was the data collected?

The questions in FormulaReasoning were derived from junior high school physics examinations in
China over the past 14 years (2010 — 2024).

6. Were any ethical review processes conducted (e.g., by an institutional review board)?

The ethical review board of our department has approved our experiment.

A.4 Preprocessing/cleaning/labeling

1. Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing
of missing values)?

Yes. For more details, see Section 3}

2. Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to
support unanticipated future uses)?

Yes, the raw data has been included in the released dataset.
3. Is the software that was used to preprocess/clean/label the data available?

Yes, they are includes in our GitHub repository.

A.5 Uses

1. Has the dataset been used for any tasks already? If so, please provide a description.
Yes, in this paper, we utilized the dataset to evaluate the reasoning ability of language models.

2. Is there a repository that links to any or all papers or systems that use the dataset? If so,
please provide a link or other access point.

N/A. Currently, there have been no external works that have utilized FormulaReasoning.
3. What (other) tasks could the dataset be used for?

FormulaReasoning can be utilized for evaluating the reasoning ability of language models, particularly
in scenarios requiring knowledge (formulas). Additionally, the formula database we constructed can
be employed for evaluating retrieval-augmented generation models. Furthermore, we partitioned the
test set into id and ood tests for assessing the generalization ability of language models.

4. Is there anything about the composition of the dataset or the way it was collected and
preprocessed/cleaned/labeled that might impact future uses? For example, is there anything
that a dataset consumer might need to know to avoid uses that could result in unfair treatment
of individuals or groups (e.g., stereotyping, quality of service issues) or other risks or harms
(e.g., legal risks, financial harms)? If so, please provide a description. Is there anything a
dataset consumer could do to mitigate these risks or harms?

No. Our data originates from elementary physics questions based on everyday life scenarios, exclud-
ing any potentially harmful information.
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5. Are there tasks for which the dataset should not be used? If so, please provide a description.

No.

A.6 Distribution
1. Will the dataset be distributed to third parties outside of the entity (e.g., company, institution,
organization) on behalf of which the dataset was created? If so, please provide a description.

No. We only open source the datasets through public channels: |https://github.com/nju-
websoft/FormulaReasoning.

2. How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? Does the
dataset have a digital object identifier (DOI)?

Our code is available at https://github.com/nju-websoft/FormulaReasoning under the
Apache 2.0 License.

Our data is available at https://zenodo.org/doi/10.5281/zenodo. 11408109 under the Cre-
ative Commons Attribution 4.0 International (CC BY 4.0) license.

DOI: 10.5281/zenodo.11408109.

Croissant metadata: https://huggingface.co/api/datasets/x1li/FormulaReasoning/
croissant.

3. When will the dataset be distributed?
We have distributed FormulaReasoning.

4. Will the dataset be distributed under a copyright or other intellectual property (IP) license,
and/or under applicable terms of use (ToU)? If so, please describe this license and/or ToU, and
provide a link or other access point to, or otherwise reproduce, any relevant licensing terms or
ToU, as well as any fees associated with these restrictions.

Our code is distributed under the Apache License, Version 2.0. Our data is distributed under the
Creative Commons Attribution 4.0 International (CC BY 4.0) license.

5. Have any third parties imposed IP-based or other restrictions on the data associated with the
instances? If so, please describe these restrictions, and provide a link or other access point to,
or otherwise reproduce, any relevant licensing terms, as well as any fees associated with these
restrictions.

No.

6. Do any export controls or other regulatory restrictions apply to the dataset or to individual
instances? If so, please describe these restrictions, and provide a link or other access point to,
or otherwise reproduce, any supporting documentation.

No.

A.7 Maintenance

1. Who will be supporting/hosting/maintaining the dataset?

The Authors.

2. How can the owner/curator/manager of the dataset be contacted (e.g., email address)?
Contact authors via emails listed under the title or through GitHub issues.

3. Is there an erratum? If so, please provide a link or other access point.

No.
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4. Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete
instances)? If so, please describe how often, by whom, and how updates will be communicated
to dataset consumers (e.g., mailing list, GitHub)?

Updates, if any, will be provided on GitHub by the authors.

5. If the dataset relates to people, are there applicable limits on the retention of the data
associated with the instances (e.g., were the individuals in question told that their data would
be retained for a fixed period of time and then deleted)? If so, please describe these limits and
explain how they will be enforced.

No, FormulaReasoning doesn’t relate to people.

6. Will older versions of the dataset continue to be supported/hosted/maintained? If so, please
describe how. If not, please describe how its obsolescence will be communicated to dataset
consumers.

N/A.

7. If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for
them to do so? If so, please provide a description. Will these contributions be validated/verified?
If so, please describe how. If not, why not? Is there a process for communicating/distributing
these contributions to dataset consumers? If so, please provide a description.

Others can do anything subject to the license of our dataset.

B The Machine Learning Reproducibility Checklist

1. For all models and algorithms presented, check if you include:
(a) A clear description of the mathematical setting, algorithm, and/or model. [Yes] See
Sectiond]
(b) A clear explanation of any assumptions. [N/A]
(c) An analysis of the complexity (time, space, sample size) of any algorithm. [Yes] See
Appendix [C.4]
2. For any theoretical claim, check if you include:

(a) A clear statement of the claim. [N/A]
(b) A complete proof of the claim. [N/A]
3. For all datasets used, check if you include:
(a) The relevant statistics, such as number of examples. [Yes] See Section@

(b) The details of train / validation / test splits. [Yes] See SectionE}

(c) An explanation of any data that were excluded, and all pre-processing step. [ Yes] See
Section3land Section 4]

(d) A link to a downloadable version of the dataset or simulation environment. [Yes] See
Appendix [A]

(e) For new data collected, a complete description of the data collection process, such as
instructions to annotators and methods for quality control. [Yes] See Section [3]

4. For all shared code related to this work, check if you include:

(a) Specification of dependencies. [Yes]

(b) Training code. [Yes]

(c) Evaluation code. [Yes]

(d) (Pre-)trained model(s). [Yes]

(e) READMEE file includes table of results accompanied by precise command to run to
produce those results. [Yes]

5. For all reported experimental results, check if you include:
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(a) The range of hyper-parameters considered, method to select the best hyper-parameter
configuration, and specification of all hyper-parameters used to generate results. [Yes]

See Appendix [C.4]
(b) The exact number of training and evaluation runs. [Yes] See Appendix [C.4]

(c) A clear definition of the specific measure or statistics used to report results. [Yes] See
Section[d]

(d) A description of results with central tendency (e.g. mean) & variation (e.g. error bars).
[N/A]

(e) The average runtime for each result, or estimated energy cost. [Yes] See Appendix [C.4]

(f) A description of the computing infrastructure used. [Yes] See Appendix [C.4]
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C Appendix

C.1 Dataset Construction
C.1.1 Prompts in Formula Normalization

The process of formula normalization is delineated into three distinct stages: the generation of natural
language explanations, the extraction of the associated parameters from the explanations, and the
subsequent error correction phase. The initial two stages are illustrated in Figures [3|and [} The third
stage is further splited into three specific error categories, each addressed by a dedicated prompt: input
errors, where the parameters mentioned in the explanation are absent from the question; calculation
errors, which occur when the calculator reports an error during the computation process; and output
errors, where the final computed answer is incorrect. We provide an example here focusing on
prompts for correcting calculation errors, while prompts for the other two error types can be found in
our code submission. The prompts designed to correct calculation errors are depicted in Figure 5]
The entire normalization procedure employs a 6-shot prompting, an instance of which is provided
herein for illustrative purposes.

C.1.2 Examples of Deleted Questions

The questions which remained incorrect despite multiple attempts by the LLM were of notably poor
quality, including missing important reasoning steps, wrong reference answer, and so on. Here is an
example of these questions in Figure[§]

C.1.3 Semantic-based Merging for Formula Database Construction

Semantic-based merging primarily employs the LLM to comprehend formulas, ascertain if two
formulas are semantically equivalent, and subsequently determine whether they can be merged into a
single formula. The prompt for this procedure is illustrated in Figure[/] This approach ensures that
the nuanced meanings embedded within formulas are accurately captured and evaluated for potential
merging, thereby enhancing the quality of formula database.

C.2  Case Study and Error Analysis

We sampled 50 error cases from the id test (few-shot setting) of GPT-3.5-turbo and manually
categorized the types and proportions of errors. We divided the error types into two main categories:
formula errors and calculation errors. Formula errors encompass inappropriate formulas and omitted
formulas, while calculation errors primarily involve inaccuracies in numerical calculation and unit
errors. We found that 38% of errors were caused by incorrect formulas, while the remaining 62%
were attributable to calculation errors. We provide one example for each of the two types of errors
listed in Figure 2] It could be observed that FormulaReasoning poses challenges to existing models in
terms of formula application and numerical calculation (including unit calculation and arithmetic
calculation).

C.3 Experiments
C.3.1 Data Augmentation (DA) for FormulaReasoning

There have been several studies utilizing large language models (LLMs) for data augmentation (Ding
et al.| 2024). The data generated in these related works (Zheng et al., 2023; Whitehouse et al.,
2023) primarily focus on daily conversations or sentiment analysis and do not require rigorous
numerical calculations. Some research on data augmentation involving numerical calculations (Shum
et al.| 2023) employs LLMs to generate solutions to questions to aid in training, rather than creating
complete questions. In contrast to these approaches, our work generates complete questions that
involve numerical calculations (particularly formula calculations), along with automatic improvement
and selection to ensure data quality.
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The maximum power of a tank engine is 7.2x107"5W. During a certain mission, the tank traveled 3000m on a straight road at a
constant speed using its maximum power for 300 seconds, consuming 15kg of diesel fuel. (q_diesel = 4.0x10~7J/kg) Q: The
efficiency of the tank's engine.

(wrong formula highlighted in red)

Solution: 1. Calculate the time it takes for the tank to travel: .. omitted ..
3. Calculate the engine efficiency: . omitted ..

(correct formula highlighted in green)
Solution: 1. Calculate the heat released by the complete combustion of diesel fuel: .. omitted ..

3. Calculate the efficiency of the tank's engine: [[Tank'engine efficiency]l = [Work done by the enginel / [Heat released by
complete combustion of diesel fuell x 100% Equation .. omitted ..

(a) An error case caused by wrong formulas.

Given that the calorific value of natural gas is 3.8x10"7 J/m*3 and the specific heat capacity of water is 4.2x10"3 J/(kg-°C).
If the efficiency of a natural gas stove in heating water is 50%, then at standard atmospheric pressure, how many degrees
Celsius can 10L of natural gas, burning completely, heat 3.0kg of water initially at 60°C?

(wrong calculation highlighted in red. Note that 1 L = 10~{-3} m"3)

Solution: 1. Calculate the heat content of natural gas: [Heat content of natural gas] = [Calorific value of natural gas] x
[Volume of natural gas] Calculation = Heat content of natural gas = 3.8x10"8 J .. omitted ..

(correct calculation highlighted in green)
Solution: 1. Calculate the heat released from the complete burning of natural gas:

[Heat released from complete combustion of natural gas] = [Volume of natural gas] x [Calorific value of natural gas]
Calculation = I@NENXNIZNSX107~700/meN=1318I%x110"5/0 .. omitted ..

(b) An error case caused by wrong calculation.

Figure 2: Error cases.

In order to enhance the capabilities of models, we use LLM to generate more data for fine-tuning.
We divide the process of data generation into the following several steps.

First, we randomly generated 17,000 prompts. Each prompt was obtained by stacking five question-
answer pairs sampled form training set. At the end of the prompt, LLM was required to generate the
sixth question-answer pair. Second, we normalized the generated formulas. Except for the absence of
manual review, the remaining steps were consistent with those in Section At last, we unitized the
calculator to check whether the calculation process in the data generated by the LLM is correct, and
discarded the generated data with incorrect calculation processes. After the above steps, we finally
retained more than 2500 questions.

We found that mixing the newly generated data into the original training set did not always bring
positive improvement, perhaps because the newly generated data has not undergone manual re-
view. We found that randomly selecting a small portion of the newly generated data can enable
the model to have performance improvement. We set several different mixing ratios selected from
{5%,10%, 15%, 20%, 2%, 30%, 35%, 40%}. We fine-tuned the ChatGLM-6B-base using the aug-
mented data set. After training for a fixed number of steps (150k and 200k), we selected the
checkpoints with the smallest loss among models of different mixing ratios.

C.4 Implementation Details

We accessed to GPT-4-turbo, GPT—3.5-turbdﬂ, GLM and Qwen-ma through API calls with the
default hyper-parameters. For other LLMs, we conducted experiments on NVIDIA V100-32G GPUs
for 7B models, and on NVIDIA A100-80G GPUs for 14B/20B models. These LLMs generated using
nucleus sampling with top_p=0.8. Models that require fine-tuning were experimented on NVIDIA
V100 GPUs with Huggingface Transformers and Pytorch 2.0. For mT5-base and mT5-large, we set
a learning rate of 5e-5 and a batch size of 32, testing the model after training for 50 epochs. For
Qwen-1.8B, we used a learning rate of le-5 and a batch size of 32, and tested the model after training

Shttps://platform.openai.com/docs
"https://open.bigmodel.cn/
8https://help.aliyun.com/zh/dashscope/developer-reference/quick-start
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for 10 epochs. For ChatGLM3-6B, we fine-tuned with LoRA |Hu et al.| (2021} with r=8, alpha=32
and learning rate of 5e-5, batch size of 1. The max input length and output length are both set to
512. We utilized nucleus sampling with top_p=0.8 for generation. In the case of CoT-SFT, which
directly outputted formulas along with corresponding parameter values and units, if the generation
output contained formatting errors, we allowed the small model to retry up to 5 times until a correctly
formatted output was generated. Training mT5-base, mT5-large, Qwen-1.8B, ChatGLM-6B models
requires 6, 12, 12 and 24 hours respectively.

C.4.1 Zero-shot and Few-shot Prompts

Zero-shot and few-shot prompts are shown in Figure[§]

C.4.2 Formula Retriever

Let the number of formulas in the formula database be N. During training, we randomly initialized
a matrix F € RV*? where d is the hidden size and the i-th row in F represented the initial
representation of the ¢-th formula in formula database. We denoted a batch of questions with a batch
size of B as Q = {q1, ¢2, ..., ¢5 }- The indices of the gold-standard formulas corresponding to these
B questions were denoted as L = {l1,12,---,lp} (i.e. the label of ¢; is I;, where 1 < i < B).

BERT was utilized to encode each question,

s, ht ... =BERT(¢;),1 <i < B. (1)

clsy

Subsequently, we took the CLS vector h’

* 15 as the representation for the i-th question.

We utilized in-batch negatives and contrastive learning loss,

1 exp(cos(hl,,, Fy,))
L=—— lo cls) — 73 ) )
B lging & Zlgng exp(cos(h,;,, Fy;))

Each question might correspond to multiple correct formulas, and we ensured that the same question
did not appear twice in the same batch when loading the data. Based on the implementation of
Chinese-BERT-wwm-base, we tested the retrieval performance on the id test set and found that
Recall@5 reached 97.69%.

Models were evaluated with top-5 retrieved formulas. Prompts can be found in Appendix [C.4.4] We
utilized zero-shot CoTs.

C.4.3 Few-shot Experiments on the LLMs of Chat Versions

In this experiment, we compared the performance of the same version of the model under zero-shot
and few-shot settings. Results are shown in Table[7} For the chat version of the LLMs, we could
observe that few-shot can effectively improve model performance, with performance improvements
ranging from 1.27 to 9.18 on average across id test and ood test. Comparing the performance of the
base version and chat version of the same model under few-shot settings, except for minimal changes
on InternLM-chat-7B and Llama2-chat-7B, the performance of the other models showed a decrease
from base to chat versions.

C.4.4 Prompts for LLMs with Formula Retriever

We added the formulas before each question in the few-shot setting. For the examples sampled from
the training set, gold-standard formulas were added before each question. For the final question from
the test set in both zero-shot and few-shot prompts, we included the top 5 retrieved formulas. The
prompts are shown in Figure[9]
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Model Size idtest oodtest Avg.
zero-shot CoTs with LLMs of chat/instruct versions

InternLM-chat 20B 5.70 4.60 5.17
Qwen-chat 14B  32.07 37.60 34.73
Llama3-instruct 8B 22.66 17.98 20.41
Llama2-chat 7B 0.00 026 0.13
Qwen-chat 7B 7.36 8.70 8.01
InternLM-chat 7B 7.84 7.67 7.76
few-shot CoTs with LLMs of base versions

InternLM-base 20B  18.29 11.25 14.90
Qwen-base 14B  44.89 36.83 41.01
Llama3-base 8B 12.81 8.87 1091
Llama2-base 7B 1.43 0.26 0.87
Qwen-base 7B 21.14 18.16 19.71
InternLM-base 7B 9.50 8.18 8.86
few-shot CoTs with LLMs of chat/instruct versions

InternLM-chat 20B 11.58 10.10 10.87
Qwen-chat 14B  41.38 3793 39.72
Llama3-instruct 8B 6.90 6.16 6.54
Llama2-chat 7B 1.97 1.00 1.50
Qwen-chat 7B 19.21 15.02 17.19
InternLM-chat 7B 10.10 7.88  9.03

Table 7: Results of different versions of the LLMs with zero-shot and few-shot on FormulaReasoning.

Prompt actually used

English translation

BBBREREBEE OB, HEISTHRXIMBT, ER

mT:

LB ST RE MREARAGNTLRE—SHHIFS
MERARIITRRE

2ARPHTEBS, e+, =0 xR R AR
SARBERNAHFSMEREAEXARMER, RERA
HETHSHER

4 RE| BANRE A RER S R AKIIRE
SERNREARNPHEE, HPRAH SRR AniF
"ax 107" MR B RAGEAL, JBEEM"O" IR

6. MRFlatextFHA AR, LLIN \frac{Q WL} {Q KU " HEHL
ERHEAMER QIR/QK

TRTFRMRAH " (BT REEAERR) "RALKDHBITT
T RFEER

TEHR—LGF:

input:

AR FEFIONE PR FE DRI ZE AN REER 0.02
Tfu‘,? £ 0.5h 7YY 28km fIBRAE, K. TRETHRENS
[

fRAT MR A0 ShRTTR T 28km BOBETR, FRIUFTRREYF
¥ E N V=s/t=28km/0.5h=56km/h,

output:

[RIRRATLLREMT, T EASHE R AHSEER:
B8, LUHETRE
v=s/t

(7 43 - (B R 8]
H X =28km/0.5h=56km/h
9% B =56km/h
Z%=56km/h

...omitted...
TER—MHEE:
I {{question}}

f##7: {{explanation}}

I need you to modify the original explanation of the question and
provide a new explanation with the following requirements:

1. Please think step by step. If there has formula combination, you
need to decompose the combination into basic formulas step by step.
2. Calculation symbols such as "+", "-", "x", "/" and """ in formulas
cannot be omitted.

3. The formula needs to be given in both symbolic and concrete
forms. After that, you need to substitute into the numerical
calculation to obtain the answer.

4. The part related to unit conversion needs to show the specific
process.

5. Use "[]" to label variables in formula, "()" for numbers like
"ax10"b" in scientific notation and for complex units.

6. If you have a latex formula such as \frac{Q_in} {Q_out}, change
it to a normal formula: "Q_in /Q_out".

7. Start with "(Explanation may be wrong)" indicates that there
may be an error in the given explanation.

Here are some examples:

input:

Question: In a test, the resistance of the car at a constant speed is
0.02 times the weight of the car, and the car traveled a distance of
28km in 0.5h. What is the average speed?

Explanation: The car has traveled a distance of 28km in 0.5h.The
average speed of the vehicle is V=s/t=28km/0.5h=56km/h.
output:

Solution:

The raw parsing is clear, so let's convert it to a canonical format:
1.we compute the average speed:

v=s/t

[Average speed]=[distance]/[time]
expression=28km/0.5h=56km/h

Average speed =56km/h

Answer=56km/h

...omitted...

There’s a new question:

Question: {{question}}

Explanation: {{explanation}}

Figure 3: Prompt of the formula normalization stage 1.
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Prompt actually used

English translation

HBEIRATM R T Y B AN FRAT AR ER L AR R ) R FA B Y
2R, MERARMEHSER:

LiEZE ST RE ENBTHTON, REERRERER,
MRFARNEGHINBE—S S BMERAXBITRE
2ARFEENITERS, W+, 70 <70 PHRRE R
SARPHENTEBFZEM"EHR, MATEREEM
BFRXMXFIOR, REBREEERYE

4R FlatextEREAR, tbin\frac{Q K} {Q M) " T ERL
EEEROER: 1Q W]/ [QHI”, EXFHEMRERD T
BFAR, TRERHRER
SHPRPPSHRANPHEAINSH (SHRERESAR
THSE—B) | REEHE #E. §S5. fE. BALER
DEN BT

6. SER A RBIEM BAIR B F o)A & UK BT E A 8
SR, MRSEHATT RUBRE, SERELURENSEY
X CEAH#TRARE)
THHRPOSHMREFEMNHEZRRTEMENEE,
LLan 3ZAT" . 46T 8. AN NEE, BABAME A null”
Sé?;‘%ﬁ)lé*%*éﬁu“jE’\]/A\iﬁﬂ%#{ﬁ*K%%Tﬂﬂ%ﬂ%é’\]ﬁiﬁ%

THEHR—LHF:

input:

[ AR IR E SRR MBI REER 0.02
ﬁ;:;‘.7 7 0.5h 73R 7 28km AUBRRE, k. TRMTHEEANL
e

AT R

BIRBATELEEMWT, THEBHER AR

B—%, LTETHRE

v=s/t

[ =35 2]/ (R 1))

HX=28km/0.5h=56km/h

393 E=56km/h

& &==56km/h

output:

RET:

LBTROARERF SRR, HEHSEEER, TEEA
"["troE, MAREEAEREXAXFIRR

2UTE R PR EHTEMBE, SEETNERRR
TEAHRRER (RAUREBIABTAR, FHEERIR
SHRRPABEIOMNERER)

RIER:

LAt EFRE, RIBREMMNENXER:

[ =B8R2 /(RS 18]]

SHR:

S| TS| uEl| B

BRFZ| s| 28| km

AiE]| | 0.5/ h

FEFERE| V| 56 kmvh

...omitted...

TER— AR

[B]7: {{question}}

@4 {{explanation}}

I need you to help me extract the formula and parameters table for
the formula from given question and explanation:

1. Think step by step, analyze the explanation first, and then
generate the extracted results. If there is a combination of formulas,
the combination needs to be split into basic formulas step by step.
2. All calculation symbols such as "+", "-", "x", "/" and """ in the
formula cannot be omitted.

3. Each variable in the formula needs to be labeled with "[]", and the
variable needs to be identified with meaningful text instead of
numbers.

4. If a latex formula such as \frac{Q_in} {Q_out} needs to be
changed to a normal formula: [Q_in]/[Q_out]. The unit conversion
does not need to be extracted.

5. The parameters table come from the parameters in formula (the
parameter name should be consistent with the parameters in the
formula), the table include: concept, symbol, numeric, unit, using
cell division “|”.

6. The numeric and unit in the parameter table come from the
problem itself and the intermediate results of analytical calculation.
If the parameters are converted into different units, the parameter
table should give the original parameter form (without unit
conversion).

7. If the parameter in the parameters table has no units or represents
the amount of an object, such as "3 lights", "8 revolutions", "4
people", etc., then the units are written as "null".

8. Apart from formula and parameter table, no additional
information is required in the extraction results.

Here are some examples:

input:

Question: In a test, the resistance of the car at a constant speed is
0.02 times the weight of the car, and the car traveled a distance of
28km in 0.5h. What is the average speed?

Explanation:

1.we compute the average speed:

v=s/t

[Average speed]=[distance]/[time]
expression=28km/0.5h=56km/h

Average speed =56km/h

Answer=56km/h

output:

Extraction analysis:

1. The formula format in the analysis meets the requirements. The
calculation symbols are not omitted. Variables are labeled with "[]",
and variables are expressed with meaningful text.

2. No unit conversion was performed during the computation, and
parameters can be directly extracted.

Below is the extraction result (the unit conversion part does not
belong to the formula and does not need to be extracted; no
additional explanatory information is required in the parameter
table).

Extraction result:

1. First calculate the average speed, based on the relationship
between distance and time:

[average speed]=[distance]/[time]

Parameter table:

Concept | Symbol | Numeric | Unit

distance | s | 28 | km

time [t|0.5|h

average speed | v | 56 | km/h

..omitted...

There’s a new question:

Question: {{question}}

Explanation: {{explanation}}

Figure 4: Prompt of the formula normalization stage 2.
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Prompt actually used

English translation

BREMBHBYULFEATTOER, BREBUEANERES,
TEEERMUENER:

LIRBRARTERDN, DITMEIEARYESER, RE%H
HEIRYIERR S, HIEMRAT P AR
2HERYEMBDAFTREATMERES, BRAYULEIMDHE
AR EHENART->EREHAR", BINARTH"EXK
BIBY AR null, MERAR " ESE AR Anull
3.EREERASE: MREBMAUEERENSH, MBARBEH
EBANGRSK 9SG N R 8] S H S RS B S AER B4
XARE, B3 E PSR SHRESEER

4R ERFAERFENARNMERNSESRTEL,
WMRERPHFE (BRI wll’, BENFHRENSH, 0R
SEORB R REFEN A RHITER

SARMIER A (FERBSRISHNH-xNS52)." S8
REE N T SIBUEI R A, AN IKAHRZ100°C",
RN IKAH | L 100] °C"

THEE—LHTF:

input:

[aR: RIR13.OURBEE R R T MEE, M B EIBIEK
TR, BT A4 x 107 5kg 7K R20°CFHE EI100°C, sRKIRIAY
HEAZ DI [c_K=4.2x10"3]/ (kg-°C) ]

HIRER:

BER#ER LITEAFASHNEEE:

AR KABHEEZSRE]-HIE]

HER=[FE]-[¥E]

[aRRIR K S H: KT+ = IR E £=80 °C;

output:

IR

LIRBHRER . EXFEHER MBEXFEE[S8H"NE
ReOUEIE] AR, BENSEREMBREANSH
RBHIRERER, "RENWIE]", AEE P MUEEIEX
CA"M20°CHZE100°C", #ZBERNSERATRRHD:
#E| £ 0]20]°C

FB[ 1] 100] °C

XHSERIEMBRENSEE, KA HEKASHREEN
AR UAEE:

H3=((100) °C)-((20) °C)=80 °C

KT B HYIRE ZE=80 °C

2AREHRGER, RBMRASH, HFMNIPYUEREREHE
BE T KASHREEZE=80°C", FINBAARFREISHE, <
BEBHITIER

SEIRMIE:

B4R null->¥8| t 0] 20| °C
ZHR: null->FKIE| | 100 °C
...omitted...

TER—MHAYE

2 {{question}}

$HIR: {{error}}

I need your help to correct the error in the explanation. I will
provide the question and error information. The following are the
requirements for error correction:

1. You need to first conduct error analysis, analyze how to modify to
correct the error, and then provide the error correction to correct the
error in the explanation.

2. The error correction section does not require any additional
explanatory information. The format of the error correction section
is: "Content: Pre modified Content ->Modified Content". When
adding content, "Pre modified Content" is null, and when deleting
content, "Modified Content" is null.

3. Missing parameters in the question: If there are no missing
parameters in the question, add the missing parameters to the
question; If the parameters in the question have the same meaning
as the missing parameters but different formats, modify the
parameters in the question to be the same as the missing parameters.
4. Expression error: The formula and incorrect parameters need to
be modified. If there is "[parameter]" or "null" in the expression, the
missing parameters need to be filled in; If there are no issues with
the parameters, it may be necessary to modify the formula.

5. The format of the formula is "[parameter to be
solved]=[parameter 1] (+|-| x|/) [Parameter 2]... "; The format of the
parameter table is: “concept | symbol | numeric | unit", for example,
"The boiling point of water is 100 °C", which is represented as “the
boiling point of water | t_boiling | 100 | °C"

Here are some examples:

input:

question: Assuming that 13.0 tons of bituminous coal is completely
burned in a coal furnace, the heat released is partially absorbed by
water, which can make 4x 10"5kg of water is raised from 20 °C to
100 °C, how much heat is absorbed by the water ?
[c_water=4.2x10"3J/(kg - °C)]

Error message:

Expression error: 1. Calculate the temperature difference of water
rise: Formula: [temperature difference of water rise]=[final
temperature] - [initial temperature]

expression=[final temperature] - [initial temperature]

Question missing parameter: Temperature difference of water
rise=80 °C;

output:

Error analysis:

1. According to the error message: there is an error in the formula,
and there are cases of "[parameter]" in the formula: "[final
temperature]" and "[initial temperature]". It is necessary to add them
to the parameter table.

According to the error message, "[Last Temperature] - [Initial
Temperature]", the relevant text "Increase from 20 °C to 100 °C"
can be found in the title. According to the required parameter format,
it is represented as:

Initial temperature | t_ 0] 20| °C

Final temperature | t| 100 | °C

After adding missing parameters to the parameter table, substitute
them into the formula for calculating the temperature difference can
be obtained as follows:

expression=((100) °C)-((20) °C)=80 °C

temperature difference of water rise=80 °C

2. According to the error message, the question is missing
parameters. After analyzing the correction equation in 1 step, it was
calculated that "the temperature difference of water rise=80 °C", so
the question is no longer missing parameters and does not need to
be modified.

Error correction:

Parameter table: null ->Initial temperature [ t_0 |20 | °C

Parameter table: null ->final temperature | t | 100 | °C

...omitted...

There’s a new question:

Question: {{question}}

Error: {{error}}

Figure 5: Prompt of the formula normalization stage 3: error correction for “calculation error”.
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Question:

As shown in the figure, the Xuelong 2 scientific research icebreaker designed in China.
...omitted... When traveling at a constant speed of 3.6km/h in thick ice covered waters, the
resistance experienced by the icebreaker is approximately 2x 10°N. Calculate the
propulsion power of the icebreaker at this time.

Reference answer: 2x10M7 W

Formula:
[thrust]=[resistance]
[propulsion power]=[thrust]x[constant speed]

Parameter table:

Parameter symbol value unit

resistance f 2x1077 N

ship speed v 1 m/s
Explanation:

1.Calculate thrust:
thrust=resistance=2x 10"7N

2.Calculate propulsion power:

propulsion power=thrustxconstant speed=2x10"7Nxconstant speed(cannot find value)

Error:
1.
2.

The parameter "resistance" in the question is in the incorrect format.
"constant speed" could not be located in the parameter table.

Figure 6: An example of deleted questions.

Prompt actually used

English translation

THERSEERMNR, 8MXHSEMEE/S
R, [PRREE,
REEFRTRAHNR N AN SHRAS LR
EEE, EEER—A:

MRENAHEE, FREA—NAN, REEERERE;
MREANSEHSNER, BA—AH, URBRELH
BENAR, HFEAH N =THRIERERTSHN
WRXR, BMATERSE— M2, AIRTES
BIMARNSE, F=TESH—EHAXSH.
THEAR1:

(A= 1}

TEEAR?:

(A% 2}

BERAS XA, REEA— 2R

I will give two formulas below. Each formula consists of
parameters and operation symbols. The text in [] represent
parameter.

You need to judge whether the corresponding parameters in the
two formulas I gave have the same meaning and whether they
are the same formula:

If the meaning is different, and they are not the same formula,
just answer no;

If each pair of parameters have the same meaning, and they are
the same formula, the final formula needs to be given, and a
three-row table needs to be given to indicate the corresponding
relationship between the parameters. The content of each cell is a
parameter, and the first two rows are filled with two formulas.
Parameters, fill in the unified formula parameters in the third row.
Here is formula 1:

{formula 1}

Here is formula 2:

{formula 2}

Judge whether they are the same formula by their meanings:

Figure 7: Prompt for semantic-based merging.
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Prompt actually used

English translation

XE—HERE, RIERRS HITERNERE,
A —S—EiieRE, EREA wHIERTHR
BHRABER (—EF) MEXRMSBL.

Question: {{[@&} }

Answer:

This is a junior high school physics question. Based on the given

question, provide the calculation process and let’s think step by

step. Finally, use "###" to start giving the final answer (a number)
and the unit of the answer.

Question: {{question}}
Answer:

(a) Zero-shot prompt for LLMs.

Prompt actually used

English translation

XE—ITYEERE, RIS HITTEEE,
RRRETR.

Question: {{FEGI1IEIRE} )
Answer: { {FEGI1RRHT)

...omitted...

Question: {{[ARE}}

Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

Question: {{question of example 1}}
Answer: {{explanation of example 1} }

...omitted...

Question: {{question} }
Answer:

(b) Few-shot prompt for LLMs.

Figure 8: Zero-shot and few-shot prompts for LLMs.

Prompt actually used

English translation

XE—TYERE, RIEDRAHITTERT
2, BaRET.

EIAEAEIATE: ((top SIRETIMAT))
Question: {{[E&H}}

Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

The formulas that may be used include: {{top 5 retrieved formulas}}
Question: {{question}}
Answer:

(a) Few-shot prompt for LLMs with formula retriever.

Prompt actually used

English translation

XE—TYERE, RIEDRAHITTET
8, BARER.

ATREAEINARA: ({BRIMAR) )
Question: { {FEFI1RIRE}
Answer: { {(FEGI1RRAT)

...omitted...

AIREAEINATNE: {{top SMERIRAN) )
Question: {{[EJ&H}}

Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

The formulas that may be used include: {{used formulas}}
Question: {{question of example 1}}
Answer: {{explanation of example 1} }

...omitted...
The formulas that may be used include: {{top 5 retrieved formulas} }

Question: {{question}}
Answer:

(b) Zero-shot prompt for LLMs with formula retriever.

Figure 9: Zero-shot and few-shot prompts for LLMs with formula retriever.
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