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Abstract

The application of formulas is a fundamental ability of humans when addressing1

numerical reasoning problems. However, existing numerical reasoning datasets2

seldom explicitly indicate the formulas employed during the reasoning steps. To3

bridge this gap, we construct a dataset for formula-based numerical reasoning4

called FormulaReasoning, which consists of 5,420 reasoning-based questions.5

We employ it to conduct evaluations of LLMs with size ranging from 7B to over6

100B parameters utilizing zero-shot and few-shot chain-of-thought methods, and7

we further explore using retrieval-augmented LLMs provided with an external8

formula database associated with our dataset. We also experiment with supervised9

methods where we divide the reasoning process into formula generation, param-10

eter extraction, and numerical calculation, and perform data augmentation. Our11

empirical findings underscore the significant potential for improvement in existing12

models when applied to our complex, formula-driven FormulaReasoning.13

1 Introduction14

Numerical reasoning constitutes one of the significant forms within natural language reason-15

ing (Frieder et al., 2023). The study of numerical reasoning has seen substantial progress in recent16

years, largely driven by the development of LLMs (OpenAI, 2023; Touvron et al., 2023; Li et al.,17

2023c) and specialized datasets (Wang et al., 2017; Dua et al., 2019; Amini et al., 2019; Cobbe18

et al., 2021a). Current datasets for numerical reasoning typically include simple, commonsense19

numerical questions that do not reflect the complexity of real-world problems. These datasets have20

not fully addressed the interpretability issue in numerical reasoning, as they often rely on implicit21

commonsense knowledge without explicit guidance knowledge during the reasoning process. This22

issue becomes particularly evident when LLMs meet hallucination (Frieder et al., 2023; Bang et al.,23

2023). Consequently, one might naturally ask “What knowledge could I use to guide numerical24

reasoning process?”. Formulas exactly represent such knowledge that has been largely overlooked in25

research but is frequently utilized in real-life applications.26

Take a question from the GSM8K (Cobbe et al., 2021a) as an example: “A robe takes 2 bolts of27

blue fiber and half that much white fiber. How many bolts in total does it take?”. This example only28

requires the use of implicit commonsense mathematical knowledge to solve without domain-specific29

formula. However, in our FormulaReasoning dataset, we require specific formulas to guide the30

numerical reasoning process, such as the formula used to calculate the heat absorption of an object.31
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Calculating the degree of temperature increase in water: [Degree of water temperature 
increase] = [Final temperature] - [Initial temperature] = 60 ℃ - 20 ℃ = 40 ℃. The degree 
of water temperature increase = 40 ℃. 
The heat absorbed by water is given by: [Heat absorbed by water] = [Mass of water] * 
[Specific heat capacity of water] * [Degree of water temperature increase] = 50 kg * 4.2 * 
10^3 J/(kg·℃) * 40 ℃ = 8400000 J.  The heat absorbed by water = 8400000 J.
The thermal efficiency of the water heater can be obtained from: [Thermal efficiency of 
the water heater] = [Heat absorbed by water] / [Total electrical energy consumed] * 100% = 
8400000 J / (1 * 10^7 J) * 100% = 84%. The thermal efficiency of the water heater = 84%. 
Answer = 84% 

There is a electric water heater, after 50kg of water is loaded into its tank, the water is 
heated from 20℃ to 60℃ by electricity. It is known that the specific heat capacity of 
water is C_water = 4.2×10^3J/(kg*℃). 
Q: If the total electrical energy consumed during the heating process is 1×10^7J, what is 
the thermal efficiency of the water heater?

Question

Explanation (Reasoning Steps)

Parameter Table

Parameter Symbol Value Unit

Degree of water temperature increase ∆𝑡 40 ℃
Final temperature 𝑡!"#$% 20 ℃

⋯ ⋯ ⋯ ⋯
Heat absorbed by water 𝑄$&'()&*+ 8400000 J

Mass of water 𝑚,$-*) 50 kg

Figure 1: An example taken from FormulaReasoning. Numerical values (including units) given in
the question and obtained from intermediate steps are highlighted in red and purple, respectively.
Formulas and their elements are in blue.

Recently, Liu et al., 2023 constructed two formula-based datasets, Math23K-F and MAWPS-F. How-32

ever, the formulas in these datasets primarily consist of commonsense formulas (such as total_amount33

= unit_amount × total_number), and only 33.5% and 38.4% of the questions in these datasets,34

respectively, require the use of formulas.35

To address this gap, we constructed a dataset for numerical reasoning that requires the use of formulas36

called FormulaReasoning. We annotated formulas for each question in FormulaReasoning. An exam-37

ple of FormulaReasoning is shown in Figure 1.2 The formula-based feature makes FormulaReasoning38

a more challenging dataset for developing systems that can tackle real-world numerical reasoning39

problems. Indeed, in fields such as mathematics and physics, formulas serve as an important vessel for40

representing domain knowledge. However, existing datasets scarcely consider explicit incorporation41

of formulas into numerical reasoning.42

Dataset Math23K-F MAWPS-F GSM8K FormulaReasoning

# questions 23,162 2,373 8,792 5,420
# formulas (and variants) 51 (131) 18 (46) 0 (0) 272 (824)
# questions requiring formula (proportion) 7,750 (33.46%) 911 (38.39%) N/A 5,420 (100%)
Avg. # reasoning steps 1.16 1.01 3.59 2.37

Table 1: Statistics of Math23-F, MAWPS-F, GSM8K and our FormulaReasoning.

We collected questions requiring formula-based numerical reasoning from Chinese junior high43

school physics examinations. With the combined efforts of manual annotation and assistance from44

LLMs, we annotated each question with an explanation text, a final answer, and a set of relevant45

formulas (including formula structures, parameter names, symbols, numerical values, and units) and46

built a formula database. The formula database functions as an external knowledge base, which can47

be used to evaluate retrieval-based/augmented systems. In Table 1, we compare FormulaReasoning48

with two existing formula-based datasets and the well-known GSM8K. In comparison to Math23K-F49

and MAWPS-F, FormulaReasoning contains a larger number of formulas (272), whereas the other50

two datasets contain 51 and 18 formulas. Additionally, all questions in FormulaReasoning require51

2Please note that FormulaReasoning is in Chinese. For the convenience of understanding, we translated
Chinese into English in all the examples presented in this paper.
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the use of formulas. The higher average number of reasoning steps (2.37 vs. 1.16/1.01) implies52

that FormulaReasoning is more challenging and better suited for evaluating existing models as a53

multi-step formula-based reasoning task.54

We used FormulaReasoning to evaluate LLMs ranging from 7B to >100B parameters, as well as55

fine-tuned models such as Qwen-1.8B (Bai et al., 2023) and ChatGLM-6B (Zeng et al., 2022) with56

a proposed Chain-of-Thought supervised fine-tuned method and a data augmentation method. We57

also trained an encoder for formula retrieval and experimented with retrieval-augmented generative58

models. Our empirical findings show that the best existing models only achieve an accuracy of around59

74%, lagging behind an accuracy 92% of humans, indicating that there is still significant room for60

exploration in formula-based numerical reasoning.61

Our contributions are summarized as follows:62

• We construct a formula-based numerical reasoning dataset FormulaReasoning, with fine-63

grained annotations for each question. As a formular knowledge-guided numerical reasoning64

dataset, it can be applied to tasks involving trustworthy and verifiable reasoning.65

• We conduct evaluations on LLMs of various sizes, supervised fine-tuned models, and66

retrieval-augmented generative models. The experimental results establish a strong baseline67

for future research and also indicate that the task remains unresolved.68

The dataset is available on https://zenodo.org/doi/10.5281/zenodo.11408109 under69

the CC BY 4.0 License and our code is available on https://github.com/nju-websoft/70

FormulaReasoning under the Apache License 2.0.71

2 Related Work72

2.1 Numerical Reasoning Datasets73

Numerical reasoning is one of the fundamental capabilities of natural language reasoning. The74

study of numerical reasoning in natural language has existed for several years. Numerous datasets,75

such as DROP (Dua et al., 2019), GSM8K (Cobbe et al., 2021b), TSQA (Li et al., 2021) and76

MATH (Hendrycks et al., 2021), have introduced natural language numerical reasoning. Another line77

of research focusing on numerical reasoning in natural language is math word problem (MWP). MWP78

tasks typically provide a short passage (i.e., a question) and require the generation of an arithmetic79

expression that can compute an answer. Representative datasets include MAWPS (Koncel-Kedziorski80

et al., 2016), Math23K (Wang et al., 2017), MathQA (Amini et al., 2019), etc.81

The recently introduced datasets (Liu et al., 2023) Math23K-F and MAWPS-F require formulas for82

only 33.5% and 38.4% of the questions, respectively, and the formulas within these datasets are83

all simple commonsense formulas (e.g., total_cost = unit_cost × total_number). By contrast, our84

FormulaReasoning dataset collects questions from junior high school physics examinations, with85

every question accompanied by formulas. In addition, we also annotated a formula database for86

FormulaReasoning that can serve as an external knowledge base, used to assess retrieval-augmented87

systems.88

2.2 Numerical Reasoning Methods89

The methods for solving numerical reasoning have evolved from statistical approaches (Hosseini90

et al., 2014; Kushman et al., 2014) to those based on rules and templates (Shi et al., 2015; Wang et al.,91

2019) and further to methods based on deep learning models (Gupta et al., 2019; Chen et al., 2022;92

Kim et al., 2022; Li et al., 2023a). In the past two years, with the rapid development of LLMs, LLMs93

have demonstrated strong capabilities in resolving numerical reasoning questions. Consequently,94

several methods aimed at enhancing the reasoning abilities of LLMs have been proposed, including95

the notable Chain of Thoughts (CoTs) method (Wei et al., 2022), along with many subsequent variant96

approaches (Kojima et al., 2022; Wang et al., 2022; Zhou et al., 2022; Li et al., 2023b).97
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We established representative existing methods as baselines for FormulaReasoning, including98

zero/few-shot CoTs prompting methods to LLMs ranging from 7B to over 100B parameters. We99

trained a specialized formula retriever for retrieving formulas and explored retrieval-enhanced numer-100

ical reasoning. We also divided the reasoning process into formula generation, parameter extraction,101

and calculation, and used data augmentation to enhance fine-tuned models with fewer than 7B102

parameters.103

3 Dataset Construction104

We collected raw questions from Chinese junior high school physics examinations from 2015 to105

the present. We had a total of five postgraduate volunteer students, and they all hold a bachelor’s106

degree in science and engineering. We then annotated the reasoning steps and corresponding formulas107

for each question. This process involved a combination of manual annotation and the assistance108

of LLMs to improve the efficiency of annotation. Each question is associated with an explanation109

of the reasoning steps in natural language with a symbolic representation of the reasoning steps110

using formulas, including the values and units for all the parameters within the formulas. Finally, we111

compiled all the formulas we merged those expressing the same meaning to create a formula database.112

We describe this process to construct FormulaReasoning in detail below.113

3.1 Preprocessing114

We crawled 18,433 junior high school physics examination questions in China from 2015 to the115

present from public sources, including only those with free-text answers and excluding multiple-116

choice and true/false questions. Each raw question contains a question text and an explanation text117

that includes the reasoning steps. We eliminated questions requiring diagrams.118

Subsequently, we filtered the questions by assessing the presence of numerical values within the119

explanation and confirming that the final answer was numerical. Utilizing a regular expression-based120

approach, we extracted the final numeric answer, including its unit, from the explanation. We found121

that for 487 questions, the regular expressions did not return results, so we manually annotated the122

positions of their answers in the text explanations. Following the preprocessing phase, we compiled123

an initial dataset comprising 6,306 questions.124

Original explanation.
The change in water temperature is 60 - 20 = 40 °C. Therefore, the heat absorbed by the water is
Q_{absorbed}=50 kg × 4.2 ×103 J/(kg·°C) × 40 °C = 8.4 ×106 J. Given that the total electrical en-
ergy consumed in the heating process is 1×107 J, the thermal efficiency of the water heater can be calculated
using the formula for the efficiency of a heat engine: η = Q_{absorbed}}/W_{total}×100% = (8.4× 106

J)/(1.0× 107 J)×100% = 84%. Answer: If it is known that the total electrical energy consumed during the
heating process is 1× 107, the thermal efficiency of the water heater is 84%.

Explanation with normalized formulas.
1. Calculating the temperature increase in water: [Degree of water temperature increase] = [Final temperature]
- [Initial temperature] = 60 °C - 20 °C = 40 °C. The degree of water temperature increase = 40 °C.
2. Calculating the heat absorbed by water: [Heat absorbed by water] = [Mass of water] × [Specific heat
capacity of water] × [Degree of water temperature increase] = 50 kg × 4.2 × 103 J/(kg·°C) × 40 °C =
8400000 J. The heat absorbed by water = 8400000 J.
3. The thermal efficiency of the water heater can be obtained from: [Thermal efficiency of the water heater]
= [Heat absorbed by water] / [Total electrical energy consumed] × 100% = 8400000 J / (1× 107 J) * 100%
= 84%. The thermal efficiency of the water heater = 84%.
Answer = 84%
Table 2: Original explanation and explanation with normalized formulas (highlighted in blue).

3.2 Formula Normalization125

We found that the reasoning steps (i.e. the explanation) in the obtained raw dataset lacked a normalized126

format and were expressed quite casually. Some formulas mixed parameter names (e.g., “mass of127
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water”) and symbols (e.g., “mwater”), while others simply provided calculations in numerical form128

without parameter names or symbols. In order to ensure that all explanations adopted a normalized129

form of formulas, we normalized the formula annotations in the explanations. An example can130

be found in Table 2. In this process, we need to identify the formulas used within the original131

explanations and to correct any formatting issues. Manually undertaking such tasks would require132

significant effort. However, since the process is not open-ended, but rather structured and verifiable,133

we could automatically, e.g., using a LLM, extract formulas from the explanations, calculate each step,134

and compare the result with the given answer to ensure the accuracy of this normalization process.135

Specifically, to enhance the efficiency of the annotation, we adopted a coarse-to-fine annotation136

approach with the help of a LLM3. We first prompted the LLM in a few-shot manner to generate137

accurate explanations of the reasoning process. Then, we used few-shot prompts to guide the LLM in138

correcting minor errors within the normalized explanations, including formatting errors in formula139

annotations and inaccuracies in the parameters used during computations. Both prompts can be found140

in Appendix C.1.1. Next, we will provide a detailed description of this process.141

Initially, we introduced the question along with its original explanation and the corresponding answer142

to guide the LLM through few-shot prompting to revise the original explanation. We observed that143

the ability of the LLM to revise explanations towards normalized explanations remained satisfactory.144

To assess the correctness of the revised explanations, we extracted formulas from these explanations145

and then computed the answer using the numbat tool4. In addition to providing explanations, we also146

required the LLM to present the values, symbols, and units of each parameter in the formulas in the147

form of a table. An example is shown in Figure 1.148

At this stage, we checked the correctness of the formula format in the explanations by automatic rules,149

including whether there were omissions in parameter names, parameter symbols, or corresponding150

units, and these issues were all correctable. Therefore, if our program detected that the LLM had not151

successfully generated an accurate normalized explanation, we used few-shot prompting to identify152

and correct these specific errors. More details can be found in Appendix C.1.1. We observed that153

the questions which remained incorrect despite multiple attempts by the LLM were of notably poor154

quality, including missing important reasoning steps, unclear question formulation, and so on. Some155

examples of these questions can be found in Appendix C.1.2. These questions were removed from156

our dataset. Following this step, our dataset contains a remaining total of 5,420 questions.157

3.3 Formula Database Construction158

Step # Formulas
Before merging 12,906
After symbolic rules based merging 1,163
After semantic-based merging 439
After manual review and error correction 272

Table 3: Changes in the number of formulas after
each merging step.

Our next step was to construct a unified formula159

database for the entire dataset. Given that pa-160

rameters in the same formula can be expressed161

differently across various problem contexts, for162

instance, the two formulas “[weight of water]163

= [mass of water] * [gravitational acceleration]”164

and “[weight] = [mass] * [gravitational acceler-165

ation]” both calculate the weight of an object,166

we need to merge these formulas into a single167

representation.168

We divided the construction process of the formula database into three steps: 1) Merge the formulas169

through symbolic rules. 2) Merge the formulas through semantic-based method. 3) Manual review170

and error correction. In Table 3, we present the initial number of formulas and the remaining number171

of formulas after each step.172

3During dataset construction, we accessed Qwen-max via API (https://help.aliyun.com/zh/dashscope/developer-
reference/quick-start). Qwen-max is a LLM with over 100B parameters and a strong capability in Chinese.

4https://numbat.dev. Numbat is designed for scientific computations with support for physical units.
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Symbolic rules based merging. In this step, we merged formulas through symbolic rules. Specif-173

ically, this was achieved by comparing the structure of the formulas and the symbols.Take the174

following as an example of judging whether two formulas have the same structure: the formulas175

“f1 : a1=(b1+c1)/d1”, “f2 : a2=(b2+c2)/d2” and “f3 : b1=a1*d1-c1” have the same structure because176

f2 can be derived from f1 by renaming parameters, and f3 can be obtained from f1 by transformation.177

Moreover, in physics, certain physical quantities are conventionally represented by specific symbols.178

For example, the mass of an object is often denoted by “m” and the density of an object is frequently179

represented by the symbol “ρ”. Subscripts are then used to distinguish which specific object a180

physical quantity refers to, such as “ρwater” for the density of water. For any two formulas, we first181

computed all the transformations of each formula to obtain a set of all its variants. Then, we compared182

the formula structures in the two sets to determine if two formulas were structurally equivalent. If183

they shared the same structure, we then compared whether their symbols, with subscripts removed,184

were identical. If they were, we considered these two formulas to be mergeable. When merging, we185

retained the parameter with the shorter length from the two. After merging based on symbolic rules,186

we reduced the number of formulas in the formula database from 12,906 to 1,163.187

Semantic-based merging. In the symbolic rules based merging process, the semantic information188

of the parameter names was neglected. This led us to perform merges grounded on the semantics189

of the parameter names. For instance, two formulas that were not merged during the symbolic190

fusion stage, “[density] = [mass] / [volume]” and “[density of water ] = [mass of water] / [volume191

of water]”, can actually be merged. We would carry out the merging of these two formulas based192

on the semantic information of the parameter names (for example, "density" and "density of water"193

are semantically similar). Specifically, for formulas with identical structures, we tokenized each194

pair of corresponding parameters to create two sets of words5. When the two sets overlapped, the195

parameters were considered to have semantic connection, and the formulas became candidates for196

merging. Utilizing this approach, we identified a set of pairs of potentially mergeable formulas197

and then consulted the LLM for a thorough evaluation of each pair. The prompts can be found in198

Appendix C.1.3. After this step, the number of formulas in the formula database was reduced to 439.199

Manual review and error correction. Upon completing the aforementioned merging process, we200

manually inspected the correctness of the results, rectified instances where errors occurred during201

merging, and manually merged formulas that were overlooked by the LLM. In this process, there202

were two human volunteers cross-validating the results of manual review and annotation. Finally, we203

obtained a formula database consisting of 272 formulas.204

4 Experiments Setup205

In this section, we explore several methods for handling the questions within FormulaReasoning,206

including prompting LLMs using zero-shot and few-shot chain-of-thought (CoT, Wei et al., 2022;207

Kojima et al., 2022), and training a formula retriever to retrieve formulas to be incorporated into208

LLM prompts. Additionally, we employed two approaches to enhancing the reasoning abilities of209

fine-tuned models with fewer than 7B parameters. The first approach involved dividing the reasoning210

process into distinct steps: formula generation, parameter extraction, and numerical calculation. The211

second approach leveraged data augmentation to improve the models’ reasoning ability.212

4.1 Dataset Split213

We divided FormulaReasoning into into subsets for training, id (in-distribution) test, and ood (out-214

of-distribution) test, comprising 4,608, 421 and 391 questions, respectively. We required that all215

formulas in the id test must appear in the training set, whereas in the ood test, each question involves216

at least one formula that has not been seen in the training set. This division is designed to evaluate217

the generalizability of fine-tuned models on formulas that they have not previously encountered.218

5We used jieba: https://github.com/fxsjy/jieba.
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4.2 Evaluation219

4.2.1 Human Performance220

We recruited 108 students from a high school, with each student being assigned 7–8 questions. Each221

student was given 40 minutes to complete these questions. These questions were used as part of their222

in-class exercises, and at the end, each student received a gift. The final statistics were collected to223

evaluate human performance, which was consented by all the students.224

4.2.2 LLMs225

Following Kojima et al., 2022, we incorporated the phrase “Let’s think step by step” into the zero-shot226

prompt to guide LLMs in generating the reasoning steps. For the few-shot setting, we randomly227

sampled five questions from the training set to serve as examples for in-context learning. Each228

example includes the question text and the reasoning steps (i.e., the explanation). Examples of the229

prompts can be found in Appendix C.4.1.230

We conducted experiments on GPT-4-turbo, GPT-3.5-turbo, GLM4, and Qwen-max, with each of231

these models having over 100 billion parameters. We also evaluated on Llama2-7B (Touvron et al.,232

2023), Llama3-8B (Meta, 2024), Qwen-7B/14B (Bai et al., 2023), InternLM2-7B/20B (Team, 2023),233

ChatGLM3-6B (Zeng et al., 2022), including the base and chat versions of these models. We followed234

the common practice that few-shot experiments were performed on the base versions, while zero-shot235

experiments were conducted on the chat or instruct versions.236

4.2.3 Formula Retriever237

We trained a formula retriever on the training set. Specifically, we encoded each question using the238

Chinese-BERT-wwm-base (Devlin et al., 2019; Cui et al., 2021) model to obtain the CLS vector of239

the question. Each formula in the formula database was represented by a randomly initialized vector.240

During training, we calculated the cosine score between the question vector and the formula vector.241

The retriever was then trained with in-batch negatives and contrastive learning loss (Gao et al., 2021).242

Subsequently, for each question in the id test, we retrieved the top five formulas with the highest243

scores and included them in the prompt to observe the change in the performance of the LLM when244

provided with relevant formulas. More details can be found in Appendix C.4.2.245

4.2.4 Supervised Fine-tuned Models246

We found that directly prompting models possessing fewer than 7B parameters failed to produce247

satisfactory outcomes (for example, ChatGLM3-6B attained merely 8.99 points in a zero-shot setting).248

Therefore, we conducted supervised fine-tuning of models with fewer than 7B parameters, yet249

discerned that, dissimilar to larger models (such as GPT-4-turbo), smaller models did not exhibit250

proficient performance in numerical extraction and calculation. In order to augment the reasoning251

capabilities of smaller models, we explored two approaches for improvement.252

Chain-of-Thought Supervised Fine-Tuning (CoT-SFT) We decomposed the reasoning process253

into several steps. First, we instructed the model to generate the formulas required to solve the254

question. Subsequently, the parameter names within the formulas were extracted, allowing the model255

to retrieve the corresponding values and units from the context. Next, the formulas and the associated256

parameter values were provided to a calculator to obtain the final result. This approach relieved the257

model of the numerical calculation, allowing it to concentrate on the reasoning aspect.258

Data Augmentation (DA) We augmented the training dataset with the assistance of larger models.259

Firstly, we utilized a few-shot approach to prompt the LLM (Qwen-max) to generate new question-260

answer pairs. The correctness of the computation process generated by the LLM was meticulously261

verified using a calculator. Subsequently, the formulas generated by the model were extracted and262

normalized. More details could be found in Appendix C.3.1.263
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4.3 Metric264

We utilized numbat to evaluate the predictions generated by the model against the gold-standard265

answers. A prediction is deemed correct if the relative error (prediction - gold) / gold is less than 1%.266

We employed accuracy, which is the proportion of questions answered correctly, as our metric.267

5 Experiments Results268

In this section, we presented the experimental results and analysis. Due to space constraints, the error269

analysis can be found in Appendix C.2 and the implementation details can be found in Appendix C.4.270

5.1 Human Performance271

In FormulaReasoning, humans achieved impressive performance, with a score of 93.49 on the id test,272

90.47 on the ood test, and an average score of 92.03.273

5.2 Results of LLMs274

Model Size zero-shot CoT few-shot CoT
id test ood test Avg. id test ood test Avg.

GPT-4-turbo unknown 70.07 72.89 71.43 71.50 77.49 74.38
GPT-3.5-turbo unknown 26.13 25.58 25.87 32.07 29.92 31.03
GLM4 >100B 65.32 65.22 65.27 62.47 65.98 64.16
Qwen-max >100B 58.67 57.80 58.25 58.91 63.94 61.33
InternLM∗ 20B 5.70 4.60 5.17 18.29 11.25 14.90
Qwen∗ 14B 32.07 37.60 34.73 44.89 36.83 41.01
Llama3∗ 8B 26.66 17.98 20.41 12.81 8.87 10.91
Llama2∗ 7B 0.00 0.26 0.13 1.43 0.26 0.87
Qwen∗ 7B 7.36 8.70 8.01 21.14 18.16 19.71
InternLM∗ 7B 7.84 7.67 7.76 9.50 8.18 8.86
ChatGLM3∗ 6B 9.36 8.62 8.99 23.89 19.95 21.92

Human - 93.49 90.47 92.03 93.49 90.47 92.03
Table 4: Results of LLMs with zero-shot and few-shot prompting. ∗ indicates that the chat or instruct
version of the model was used in the zero-shot setting, while the base version of the model was used
in the few-shot setting.

The evaluation results on LLMs are shown in Table 4. GPT-4-turbo exhibited the best performance275

in both zero-shot and few-shot settings, surpassing the second-ranked GLM4 by an average of 6.16276

points in zero-shot setting and 10.22 in few-shot setting. Among models with size not exceeding277

20B, Qwen-14B demonstrated commendable performance in both zero-shot and few-shot settings.278

The subpar performance of Llama2 might be due to its pre-training data being primarily in English.279

We also conducted few-shot testing on the chat version of LLMs with size not exceeding 20B,280

and the results can be found in Appendix C.4.3. After incorporating few-shot examples, GPT-4-281

turbo, GPT-3.5-turbo and Qwen-max demonstrated performance improvements, ranging from 0.24282

to 6.14. However, similar performance changes were not observed on GLM4, possibly due to its283

supervised fine-tuning and alignment with human preferences which enhanced GLM4’s understanding284

of instructions but probably also compromised its in-context learning ability.285

Human performance surpassed the performance of few-shot GTP-4-turbo on the id and ood tests by286

margins of 21.99 and 13.25 points, respectively. Such results demonstrated that there remained a287

substantial gap between the current capabilities of state-of-the-art LLMs and human performance.288

This was even more pronounced when considering smaller-scale models. These findings underscored289

the challenging nature of FormulaReasoning as an unresolved dataset, and that there was significant290

room for improvement in LLMs as they struggled to match human levels of reasoning.291

5.3 Results of LLMs with Formula Retriever292
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Model zero-shot few-shot

GLM4 65.32 62.47
+ formula retriever 70.31 65.80

GPT-4-turbo 70.07 71.50
+ formula retriever 68.17 67.00

Table 5: Results of LLMs with For-
mula Retriever on the id test.

The results of LLMs utilizing the formula retriever are shown293

in Table 5. We found that the impact on performance varied294

among different LLMs when incorporating retrieved formulas295

into prompts. We observed a positive enhancement on GLM4,296

with score increments of 4.99 and 3.33 with zero-shot and297

few-shot, respectively, on the id test. However, we observed298

a performance decline with GPT-4-turbo. Specifically, we299

found that the top 5 retrieved formulas often included irrele-300

vant ones, as the number of formulas required varies for each301

problem. The presence of these extraneous formulas affected the model’s performance, indicating302

that there is considerable room for further research in utilizing a formula database.303

5.4 Results of Supervised Fine-tuned Models304

Model Size id test ood test Avg.

Qwen-1.8B
1.8B

55.91 44.58 50.25
+ DA 56.16 45.32 50.74
+ CoT-SFT 73.65 74.38 74.00

ChatGLM-6B
6B

52.95 40.64 47.02
+ DA 53.44 45.32 49.53
+ CoT-SFT 74.63 73.89 74.23

Table 6: Results of supervised fine-tuned
models on FormulaReasoning.

Table 6 shows the results for the supervised fine-tuned305

models, with and without CoT-SFT and DA, which were306

detailed in Section 4.2.4. In most settings, both models307

achieved higher scores on the id test than the ood test, yet308

they still exhibited considerable performance on the ood309

test. This indicates that 1) the ood formulas indeed im-310

pacted model performance and 2) the models still demon-311

strate generalizability. We hope that the division of id test312

and ood test will be helpful for assessing the generalization313

ability of fine-tuned models in future works.314

It was noteworthy that with CoT-SFT, Qwen-1.8B and315

ChatGLM3-6B, with a mere parameter count of 1.8B and 6B, respectively, achieved performance316

comparable to GPT-4-turbo (though such a comparison may not be entirely fair). This indicated that317

the incorporation of CoT-SFT and the use of calculators could significantly enhance the reasoning318

capabilities of small models. Our findings revealed that focusing on reasoning with CoT while319

delegating numerical calculation to a calculator could enhance the performance of small models,320

given their limited calculating capability. The assistance of LLMs for data augmentation could also321

enhance smaller models’ reasoning capability. This discovery provides valuable insights for future322

deployment of numerical reasoning systems on small models.323

6 Conclusion and Limitations324

We introduced FormulaReasoning, a dataset for formula-based numerical reasoning. We annotated325

the reasoning steps with formulas for each question with both manual and LLM-assisted efforts.326

Furthermore, we constructed a formula database after merging formulas with similar meanings,327

serving as an external knowledge base for subsequent retrieval-based/augmented approaches. We328

evaluated FormulaReasoning across various sizes of LLMs, supervised fine-tuned models, and329

retrieval-augmented LLMs, demonstrating its challenging nature as an unresolved task. Our findings330

indicate substantial room for improvement of existing models on formula-based numerical reasoning,331

thus motivating future research efforts.332

We have also translated the dataset into English unitizing LLMs. However, we have not yet accurately333

assessed the quality of the translated dataset. At present, we have not released the English version334

of the dataset, but we will do so later after ensuring the quality of the English dataset. Additionally,335

our dataset is limited to the domain of physics. Although junior high school physics is not overly336

complex and can be understood by most people, it is still possible to explore formula-based question337

answering data in other domains.338
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A Dataset Card533

A.1 Motivation534

1. For what purpose was the dataset created? Was there a specific task in mind? Was there a535

specific gap that needed to be filled? Please provide a description.536

The motivation behind constructing FormulaReasoning comes from the need to address the limitations537

of existing numerical reasoning datasets. While numerical reasoning has seen significant advance-538

ments with the rise of LLMs and specialized datasets, current datasets often lack knowledge-guided539

reasoning process. They typically rely on implicit commonsense knowledge rather than explicit540

formulas, which becomes problematic when LLMs encounter hallucinations.541

To overcome these limitations, FormulaReasoning was created to emphasize the use of specific542

formulas in numerical reasoning. Unlike previous datasets that primarily rely on implicit knowledge,543

FormulaReasoning requires explicit formula-based reasoning. This shift introduces a higher level of544

challenge and reflects real-world numerical problem-solving scenarios better.545

2. Who created the dataset (e.g., which team, research group) and on behalf of which entity546

(e.g., company, institution, organization)?547

FormulaReasoning is created by Xiao Li, Bolin Zhu, Sichen Liu, Yin Zhu, Yiwei Liu and Gong548

Cheng from the State Key Laboratory for Novel Software Technology, Nanjing University.549

3. Who funded the creation of the dataset? If there is an associated grant, please provide the550

name of the grantor and the grant name and number.551

This work was supported by the CIPSC-SMP-Zhipu.AI Large Model Cross-Disciplinary Fund.552

A.2 Composition553

1. What do the instances that comprise the dataset represent (e.g., documents, photos, people,554

countries)? Are there multiple types of instances (e.g., movies, users, and ratings; people and555

interactions between them; nodes and edges)? Please provide a description.556

The data within the dataset exclusively comprises elementary physics questions based on daily557

life scenarios, all organized in text format, without photos, specific people information or specific558

countries.559

2. How many instances are there in total (of each type, if appropriate)?560

We divided FormulaReasoning into training, id (in-distribution) test, and ood (out-of-distribution)561

test, comprising 4,608, 421 and 391 questions, respectively.562

3. Does the dataset contain all possible instances or is it a sample (not necessarily random)563

of instances from a larger set? If the dataset is a sample, then what is the larger set? Is the564

sample representative of the larger set (e.g., geographic coverage)? If so, please describe how565

this representativeness was validated/verified. If it is not representative of the larger set, please566

describe why not (e.g., to cover a more diverse range of instances, because instances were567

withheld or unavailable).568

FormulaReasoning is not from a larger set.569

4. What data does each instance consist of? “Raw” data (e.g., unprocessed text or images) or570

features? In either case, please provide a description.571

Each instance consists of a question, the formulas, the parameters within these formulas and572

their corresponding numerical values, textual explanations, and the final numerical answer. See573

https://github.com/nju-websoft/FormulaReasoning for more details.574

5. Is there a label or target associated with each instance? If so, please provide a description.575

Yes, each instance contains textual explanations, and the final numerical answer.576
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6. Is any information missing from individual instances? If so, please provide a description,577

explaining why this information is missing (e.g., because it was unavailable). This does not578

include intentionally removed information, but might include, e.g., redacted text.579

No.580

7. Are relationships between individual instances made explicit (e.g., users’ movie ratings, social581

network links)? If so, please describe how these relationships are made explicit.582

N/A.583

8. Are there recommended data splits (e.g., training, development/validation, testing)? If so,584

please provide a description of these splits, explaining the rationale behind them.585

Yes. We divided FormulaReasoning into training, id (in-distribution) test, and ood (out-of-distribution)586

test, comprising 4,608, 421 and 391 questions, respectively. We required that all formulas in the id587

test must appear in the training set, whereas in the ood test, each question involves at least one formula588

that has not been seen in the training set. This division is designed to evaluate the generalization589

capabilities of fine-tuned models on formulas that they have not previously encountered.590

9. Are there any errors, sources of noise, or redundancies in the dataset? If so, please provide a591

description.592

Currently, there are no known errors, noise, or redundancies. We have addressed these occurrences593

during the annotation process.594

10. Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g.,595

websites, tweets, other datasets)? If it links to or relies on external resources, a) are there596

guarantees that they will exist, and remain constant, over time; b) are there official archival597

versions of the complete dataset (i.e., including the external resources as they existed at the time598

the dataset was created); c) are there any restrictions (e.g., licenses, fees) associated with any of599

the external resources that might apply to a dataset consumer? Please provide descriptions of600

all external resources and any restrictions associated with them, as well as links or other access601

points, as appropriate.602

Yes, FormulaReasoning is self-contained, and it doesn’t rely on any external resources.603

11. Does the dataset contain data that might be considered confidential (e.g., data that is604

protected by legal privilege or by doctor–patient confidentiality, data that includes the content605

of individuals’ non-public communications)? If so, please provide a description.606

No.607

12. Does the dataset contain data that, if viewed directly, might be offensive, insulting, threaten-608

ing, or might otherwise cause anxiety? If so, please describe why.609

No. Firstly, it is unlikely for harmful information to appear in the questions designed for middle610

school education. Secondly, we have not identified such information within the dataset.611

13. Does the dataset relate to people? If not, you may skip the remaining questions in this612

section.613

No.614

A.3 Collection Process615

1. How was the data associated with each instance acquired?616

See Section 3.617

2. What mechanisms or procedures were used to collect the data (e.g., hardware apparatuses or618

sensors, manual human curation, software programs, software APIs)?619

See Section 3.620
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3. If the dataset is a sample from a larger set, what was the sampling strategy (e.g., deterministic,621

probabilistic with specific sampling probabilities)?622

Our FormulaReasoning is not sampled from a larger set.623

4. Who was involved in the data collection process (e.g., students, crowdworkers, contractors)624

and how were they compensated (e.g., how much were crowdworkers paid)?625

A total of 5 graduate students participated in the annotation work, and 108 high school students were626

involved in the human performance tasks. For more details, see Section 3 and Section 4.627

5. Over what timeframe was the data collected?628

The questions in FormulaReasoning were derived from junior high school physics examinations in629

China over the past 14 years (2010 – 2024).630

6. Were any ethical review processes conducted (e.g., by an institutional review board)?631

The ethical review board of our department has approved our experiment.632

A.4 Preprocessing/cleaning/labeling633

1. Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,634

tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing635

of missing values)?636

Yes. For more details, see Section 3.637

2. Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to638

support unanticipated future uses)?639

Yes, the raw data has been included in the released dataset.640

3. Is the software that was used to preprocess/clean/label the data available?641

Yes, they are includes in our GitHub repository.642

A.5 Uses643

1. Has the dataset been used for any tasks already? If so, please provide a description.644

Yes, in this paper, we utilized the dataset to evaluate the reasoning ability of language models.645

2. Is there a repository that links to any or all papers or systems that use the dataset? If so,646

please provide a link or other access point.647

N/A. Currently, there have been no external works that have utilized FormulaReasoning.648

3. What (other) tasks could the dataset be used for?649

FormulaReasoning can be utilized for evaluating the reasoning ability of language models, particularly650

in scenarios requiring knowledge (formulas). Additionally, the formula database we constructed can651

be employed for evaluating retrieval-augmented generation models. Furthermore, we partitioned the652

test set into id and ood tests for assessing the generalization ability of language models.653

4. Is there anything about the composition of the dataset or the way it was collected and654

preprocessed/cleaned/labeled that might impact future uses? For example, is there anything655

that a dataset consumer might need to know to avoid uses that could result in unfair treatment656

of individuals or groups (e.g., stereotyping, quality of service issues) or other risks or harms657

(e.g., legal risks, financial harms)? If so, please provide a description. Is there anything a658

dataset consumer could do to mitigate these risks or harms?659

No. Our data originates from elementary physics questions based on everyday life scenarios, exclud-660

ing any potentially harmful information.661
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5. Are there tasks for which the dataset should not be used? If so, please provide a description.662

No.663

A.6 Distribution664

1. Will the dataset be distributed to third parties outside of the entity (e.g., company, institution,665

organization) on behalf of which the dataset was created? If so, please provide a description.666

No. We only open source the datasets through public channels: https://github.com/nju-667

websoft/FormulaReasoning.668

2. How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? Does the669

dataset have a digital object identifier (DOI)?670

Our code is available at https://github.com/nju-websoft/FormulaReasoning under the671

Apache 2.0 License.672

Our data is available at https://zenodo.org/doi/10.5281/zenodo.11408109 under the Cre-673

ative Commons Attribution 4.0 International (CC BY 4.0) license.674

DOI: 10.5281/zenodo.11408109.675

Croissant metadata: https://huggingface.co/api/datasets/xli/FormulaReasoning/676

croissant.677

3. When will the dataset be distributed?678

We have distributed FormulaReasoning.679

4. Will the dataset be distributed under a copyright or other intellectual property (IP) license,680

and/or under applicable terms of use (ToU)? If so, please describe this license and/or ToU, and681

provide a link or other access point to, or otherwise reproduce, any relevant licensing terms or682

ToU, as well as any fees associated with these restrictions.683

Our code is distributed under the Apache License, Version 2.0. Our data is distributed under the684

Creative Commons Attribution 4.0 International (CC BY 4.0) license.685

5. Have any third parties imposed IP-based or other restrictions on the data associated with the686

instances? If so, please describe these restrictions, and provide a link or other access point to,687

or otherwise reproduce, any relevant licensing terms, as well as any fees associated with these688

restrictions.689

No.690

6. Do any export controls or other regulatory restrictions apply to the dataset or to individual691

instances? If so, please describe these restrictions, and provide a link or other access point to,692

or otherwise reproduce, any supporting documentation.693

No.694

A.7 Maintenance695

1. Who will be supporting/hosting/maintaining the dataset?696

The Authors.697

2. How can the owner/curator/manager of the dataset be contacted (e.g., email address)?698

Contact authors via emails listed under the title or through GitHub issues.699

3. Is there an erratum? If so, please provide a link or other access point.700

No.701

18

https://github.com/nju-websoft/FormulaReasoning
https://github.com/nju-websoft/FormulaReasoning
https://github.com/nju-websoft/FormulaReasoning
https://github.com/nju-websoft/FormulaReasoning
https://zenodo.org/doi/10.5281/zenodo.11408109
https://huggingface.co/api/datasets/xli/FormulaReasoning/croissant
https://huggingface.co/api/datasets/xli/FormulaReasoning/croissant
https://huggingface.co/api/datasets/xli/FormulaReasoning/croissant


4. Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete702

instances)? If so, please describe how often, by whom, and how updates will be communicated703

to dataset consumers (e.g., mailing list, GitHub)?704

Updates, if any, will be provided on GitHub by the authors.705

5. If the dataset relates to people, are there applicable limits on the retention of the data706

associated with the instances (e.g., were the individuals in question told that their data would707

be retained for a fixed period of time and then deleted)? If so, please describe these limits and708

explain how they will be enforced.709

No, FormulaReasoning doesn’t relate to people.710

6. Will older versions of the dataset continue to be supported/hosted/maintained? If so, please711

describe how. If not, please describe how its obsolescence will be communicated to dataset712

consumers.713

N/A.714

7. If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for715

them to do so? If so, please provide a description. Will these contributions be validated/verified?716

If so, please describe how. If not, why not? Is there a process for communicating/distributing717

these contributions to dataset consumers? If so, please provide a description.718

Others can do anything subject to the license of our dataset.719

B The Machine Learning Reproducibility Checklist720

1. For all models and algorithms presented, check if you include:721

(a) A clear description of the mathematical setting, algorithm, and/or model. [Yes] See722

Section 4.723

(b) A clear explanation of any assumptions. [N/A]724

(c) An analysis of the complexity (time, space, sample size) of any algorithm. [Yes] See725

Appendix C.4.726

2. For any theoretical claim, check if you include:727

(a) A clear statement of the claim. [N/A]728

(b) A complete proof of the claim. [N/A]729

3. For all datasets used, check if you include:730

(a) The relevant statistics, such as number of examples. [Yes] See Section 4.731

(b) The details of train / validation / test splits. [Yes] See Section 4.732

(c) An explanation of any data that were excluded, and all pre-processing step. [Yes] See733

Section 3 and Section 4.734

(d) A link to a downloadable version of the dataset or simulation environment. [Yes] See735

Appendix A.736

(e) For new data collected, a complete description of the data collection process, such as737

instructions to annotators and methods for quality control. [Yes] See Section 3.738

4. For all shared code related to this work, check if you include:739

(a) Specification of dependencies. [Yes]740

(b) Training code. [Yes]741

(c) Evaluation code. [Yes]742

(d) (Pre-)trained model(s). [Yes]743

(e) README file includes table of results accompanied by precise command to run to744

produce those results. [Yes]745

5. For all reported experimental results, check if you include:746
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(a) The range of hyper-parameters considered, method to select the best hyper-parameter747

configuration, and specification of all hyper-parameters used to generate results. [Yes]748

See Appendix C.4.749

(b) The exact number of training and evaluation runs. [Yes] See Appendix C.4.750

(c) A clear definition of the specific measure or statistics used to report results. [Yes] See751

Section 4.752

(d) A description of results with central tendency (e.g. mean) & variation (e.g. error bars).753

[N/A]754

(e) The average runtime for each result, or estimated energy cost. [Yes] See Appendix C.4.755

(f) A description of the computing infrastructure used. [Yes] See Appendix C.4.756
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C Appendix757

C.1 Dataset Construction758

C.1.1 Prompts in Formula Normalization759

The process of formula normalization is delineated into three distinct stages: the generation of natural760

language explanations, the extraction of the associated parameters from the explanations, and the761

subsequent error correction phase. The initial two stages are illustrated in Figures 3 and 4. The third762

stage is further splited into three specific error categories, each addressed by a dedicated prompt: input763

errors, where the parameters mentioned in the explanation are absent from the question; calculation764

errors, which occur when the calculator reports an error during the computation process; and output765

errors, where the final computed answer is incorrect. We provide an example here focusing on766

prompts for correcting calculation errors, while prompts for the other two error types can be found in767

our code submission. The prompts designed to correct calculation errors are depicted in Figure 5.768

The entire normalization procedure employs a 6-shot prompting, an instance of which is provided769

herein for illustrative purposes.770

C.1.2 Examples of Deleted Questions771

The questions which remained incorrect despite multiple attempts by the LLM were of notably poor772

quality, including missing important reasoning steps, wrong reference answer, and so on. Here is an773

example of these questions in Figure 6.774

C.1.3 Semantic-based Merging for Formula Database Construction775

Semantic-based merging primarily employs the LLM to comprehend formulas, ascertain if two776

formulas are semantically equivalent, and subsequently determine whether they can be merged into a777

single formula. The prompt for this procedure is illustrated in Figure 7. This approach ensures that778

the nuanced meanings embedded within formulas are accurately captured and evaluated for potential779

merging, thereby enhancing the quality of formula database.780

C.2 Case Study and Error Analysis781

We sampled 50 error cases from the id test (few-shot setting) of GPT-3.5-turbo and manually782

categorized the types and proportions of errors. We divided the error types into two main categories:783

formula errors and calculation errors. Formula errors encompass inappropriate formulas and omitted784

formulas, while calculation errors primarily involve inaccuracies in numerical calculation and unit785

errors. We found that 38% of errors were caused by incorrect formulas, while the remaining 62%786

were attributable to calculation errors. We provide one example for each of the two types of errors787

listed in Figure 2. It could be observed that FormulaReasoning poses challenges to existing models in788

terms of formula application and numerical calculation (including unit calculation and arithmetic789

calculation).790

C.3 Experiments791

C.3.1 Data Augmentation (DA) for FormulaReasoning792

There have been several studies utilizing large language models (LLMs) for data augmentation (Ding793

et al., 2024). The data generated in these related works (Zheng et al., 2023; Whitehouse et al.,794

2023) primarily focus on daily conversations or sentiment analysis and do not require rigorous795

numerical calculations. Some research on data augmentation involving numerical calculations (Shum796

et al., 2023) employs LLMs to generate solutions to questions to aid in training, rather than creating797

complete questions. In contrast to these approaches, our work generates complete questions that798

involve numerical calculations (particularly formula calculations), along with automatic improvement799

and selection to ensure data quality.800
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Question
The maximum power of a tank engine is 7.2×10^5W. During a certain mission, the tank traveled 3000m on a straight road at a 
constant speed using its maximum power for 300 seconds, consuming 15kg of diesel fuel. (q_diesel = 4.0×10^7J/kg) Q: The 
efficiency of the tank's engine.

Solution: 1. Calculate the time it takes for the tank to travel: … omitted …
3. Calculate the engine efficiency: [Engine efficiency] = [Engine output power] / [Heat energy consumed by fuel] … omitted …

Output of  GPT-3.5-turbo (wrong formula highlighted in red)

Solution: 1. Calculate the heat released by the complete combustion of diesel fuel: … omitted …
3. Calculate the efficiency of the tank's engine: [Tank engine efficiency] = [Work done by the engine] / [Heat released by 
complete combustion of diesel fuel] × 100% Equation … omitted …

Gold Explanation (correct formula highlighted in green)

(a) An error case caused by wrong formulas.
Question
Given that the calorific value of natural gas is 3.8×10^7 J/m^3 and the specific heat capacity of water is 4.2×10^3 J/(kg·°C). 
If the efficiency of a natural gas stove in heating water is 50%, then at standard atmospheric pressure, how many degrees 
Celsius can 10L of natural gas, burning completely, heat 3.0kg of water initially at 60°C?

Solution: 1. Calculate the heat content of natural gas: [Heat content of natural gas] = [Calorific value of natural gas] × 
[Volume of natural gas] Calculation = 3.8×10^7 J/m^3 × 10 L = 3.8×10^8 J Heat content of natural gas = 3.8×10^8 J … omitted …

Output of  GPT-3.5-turbo (wrong calculation highlighted in red. Note that 1 L = 10^{-3} m^3)

Solution: 1. Calculate the heat released from the complete burning of natural gas:
   [Heat released from complete combustion of natural gas] = [Volume of natural gas] × [Calorific value of natural gas] 
Calculation = 10 L × 3.8×10^7 J/m³ = 3.8 × 10^5 J … omitted …

Gold Explanation (correct calculation highlighted in green)

(b) An error case caused by wrong calculation.

Figure 2: Error cases.

In order to enhance the capabilities of models, we use LLM to generate more data for fine-tuning.801

We divide the process of data generation into the following several steps.802

First, we randomly generated 17,000 prompts. Each prompt was obtained by stacking five question-803

answer pairs sampled form training set. At the end of the prompt, LLM was required to generate the804

sixth question-answer pair. Second, we normalized the generated formulas. Except for the absence of805

manual review, the remaining steps were consistent with those in Section 3.2. At last, we unitized the806

calculator to check whether the calculation process in the data generated by the LLM is correct, and807

discarded the generated data with incorrect calculation processes. After the above steps, we finally808

retained more than 2500 questions.809

We found that mixing the newly generated data into the original training set did not always bring810

positive improvement, perhaps because the newly generated data has not undergone manual re-811

view. We found that randomly selecting a small portion of the newly generated data can enable812

the model to have performance improvement. We set several different mixing ratios selected from813

{5%, 10%, 15%, 20%, 2%, 30%, 35%, 40%}. We fine-tuned the ChatGLM-6B-base using the aug-814

mented data set. After training for a fixed number of steps (150k and 200k), we selected the815

checkpoints with the smallest loss among models of different mixing ratios.816

C.4 Implementation Details817

We accessed to GPT-4-turbo, GPT-3.5-turbo6, GLM47, and Qwen-max8 through API calls with the818

default hyper-parameters. For other LLMs, we conducted experiments on NVIDIA V100-32G GPUs819

for 7B models, and on NVIDIA A100-80G GPUs for 14B/20B models. These LLMs generated using820

nucleus sampling with top_p=0.8. Models that require fine-tuning were experimented on NVIDIA821

V100 GPUs with Huggingface Transformers and Pytorch 2.0. For mT5-base and mT5-large, we set822

a learning rate of 5e-5 and a batch size of 32, testing the model after training for 50 epochs. For823

Qwen-1.8B, we used a learning rate of 1e-5 and a batch size of 32, and tested the model after training824

6https://platform.openai.com/docs
7https://open.bigmodel.cn/
8https://help.aliyun.com/zh/dashscope/developer-reference/quick-start
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for 10 epochs. For ChatGLM3-6B, we fine-tuned with LoRA Hu et al. (2021) with r=8, alpha=32825

and learning rate of 5e-5, batch size of 1. The max input length and output length are both set to826

512. We utilized nucleus sampling with top_p=0.8 for generation. In the case of CoT-SFT, which827

directly outputted formulas along with corresponding parameter values and units, if the generation828

output contained formatting errors, we allowed the small model to retry up to 5 times until a correctly829

formatted output was generated. Training mT5-base, mT5-large, Qwen-1.8B, ChatGLM-6B models830

requires 6, 12, 12 and 24 hours respectively.831

C.4.1 Zero-shot and Few-shot Prompts832

Zero-shot and few-shot prompts are shown in Figure 8.833

C.4.2 Formula Retriever834

Let the number of formulas in the formula database be N . During training, we randomly initialized835

a matrix F ∈ RN×d, where d is the hidden size and the i-th row in F represented the initial836

representation of the i-th formula in formula database. We denoted a batch of questions with a batch837

size of B as Q = {q1, q2, ..., qB}. The indices of the gold-standard formulas corresponding to these838

B questions were denoted as L = {l1, l2, · · · , lB} (i.e. the label of qi is li, where 1 ≤ i ≤ B).839

BERT was utilized to encode each question,840

hi
cls,h

i
1, · · · = BERT(qi), 1 ≤ i ≤ B. (1)

Subsequently, we took the CLS vector hi
cls as the representation for the i-th question.841

We utilized in-batch negatives and contrastive learning loss,842

L = − 1

B

∑
1≤i≤B

log
exp(cos(hi

cls,Fli))∑
1≤j≤B exp(cos(hi

cls,Flj ))
. (2)

Each question might correspond to multiple correct formulas, and we ensured that the same question843

did not appear twice in the same batch when loading the data. Based on the implementation of844

Chinese-BERT-wwm-base, we tested the retrieval performance on the id test set and found that845

Recall@5 reached 97.69%.846

Models were evaluated with top-5 retrieved formulas. Prompts can be found in Appendix C.4.4. We847

utilized zero-shot CoTs.848

C.4.3 Few-shot Experiments on the LLMs of Chat Versions849

In this experiment, we compared the performance of the same version of the model under zero-shot850

and few-shot settings. Results are shown in Table 7. For the chat version of the LLMs, we could851

observe that few-shot can effectively improve model performance, with performance improvements852

ranging from 1.27 to 9.18 on average across id test and ood test. Comparing the performance of the853

base version and chat version of the same model under few-shot settings, except for minimal changes854

on InternLM-chat-7B and Llama2-chat-7B, the performance of the other models showed a decrease855

from base to chat versions.856

C.4.4 Prompts for LLMs with Formula Retriever857

We added the formulas before each question in the few-shot setting. For the examples sampled from858

the training set, gold-standard formulas were added before each question. For the final question from859

the test set in both zero-shot and few-shot prompts, we included the top 5 retrieved formulas. The860

prompts are shown in Figure 9.861

23



Model Size id test ood test Avg.

zero-shot CoTs with LLMs of chat/instruct versions
InternLM-chat 20B 5.70 4.60 5.17
Qwen-chat 14B 32.07 37.60 34.73
Llama3-instruct 8B 22.66 17.98 20.41
Llama2-chat 7B 0.00 0.26 0.13
Qwen-chat 7B 7.36 8.70 8.01
InternLM-chat 7B 7.84 7.67 7.76

few-shot CoTs with LLMs of base versions
InternLM-base 20B 18.29 11.25 14.90
Qwen-base 14B 44.89 36.83 41.01
Llama3-base 8B 12.81 8.87 10.91
Llama2-base 7B 1.43 0.26 0.87
Qwen-base 7B 21.14 18.16 19.71
InternLM-base 7B 9.50 8.18 8.86

few-shot CoTs with LLMs of chat/instruct versions
InternLM-chat 20B 11.58 10.10 10.87
Qwen-chat 14B 41.38 37.93 39.72
Llama3-instruct 8B 6.90 6.16 6.54
Llama2-chat 7B 1.97 1.00 1.50
Qwen-chat 7B 19.21 15.02 17.19
InternLM-chat 7B 10.10 7.88 9.03

Table 7: Results of different versions of the LLMs with zero-shot and few-shot on FormulaReasoning.

Prompt actually used English translation
我需要你修改问题原有的解析，给出规范格式的新解析，要求
如下：
1.请逐步地进行思考,如果有公式组合的部分需要一步步地拆分
成基本公式进行求解
2.公式中的计算符号，如“+”、“-”、“×”、“/”和“^”不能省略
3.公式需要同时给出符号和有具体含义的两种形式，然后代入
数值计算得出答案
4.涉及到单位换算的部分需要展示出来具体过程
5.使用"[]"标注公式中的变量，其中科学计数法形式的数字
"a×10^b"以及复杂的单位，需要使用"()"标注
6.如果有latex格式的公式，比如“\frac{Q_吸}{Q_放}”需要改成
正常算式的形式：“Q_吸/Q_放”
7.解析开始如果给出“（解析可能存在错误）”表明给出的解析中
可能存在错误
下面是一些例子：
input:
问题：在某次测试中该车匀速行驶时受到的阻力是车重的 0.02 
倍，在 0.5h 内行驶了 28km 的路程，求：行驶的平均速度为多
少？
解析：解：车辆在0.5h内行驶了 28km 的路程，所以行驶的平
均速度为：V=s/t=28km/0.5h=56km/h。
output:
解：
原始解析比较清晰，下面将其转换为规范格式：
第一步，先计算平均速度:
v=s/t
[平均速度]=[路程]/[时间]
算式=28km/0.5h=56km/h
平均速度=56km/h
答案=56km/h
...omitted...
下面是一个新的问题：
问题：{{question}}
解析：{{explanation}}

I need you to modify the original explanation of the question and 
provide a new explanation with the following requirements:
1. Please think step by step. If there has formula combination, you 
need to decompose the combination into basic formulas step by step.
2. Calculation symbols such as "+", "-", "×", "/" and "^" in formulas 
cannot be omitted.
3. The formula needs to be given in both symbolic and concrete 
forms. After that, you need to substitute into the numerical 
calculation to obtain the answer.
4. The part related to unit conversion needs to show the specific 
process.
5. Use "[]" to label variables in formula, "()" for numbers like 
"a×10^b" in scientific notation and for complex units.
6. If you have a latex formula such as \frac{Q_in}{Q_out}, change 
it to a normal formula: "Q_in /Q_out".
7. Start with  "(Explanation may be wrong)" indicates that there 
may be an error in the given explanation.
Here are some examples:
input:
Question: In a test, the resistance of the car at a constant speed is 
0.02 times the weight of the car, and the car traveled a distance of 
28km in 0.5h. What is the average speed?
Explanation: The car has traveled a distance of 28km in 0.5h.The 
average speed of the vehicle is  V=s/t=28km/0.5h=56km/h.
output:
Solution:
The raw parsing is clear, so let's convert it to a canonical format:
1.we compute the average speed:
v=s/t
[Average speed]=[distance]/[time]
expression=28km/0.5h=56km/h
Average speed =56km/h
Answer=56km/h
...omitted...
There’s a new question:
Question: {{question}}
Explanation: {{explanation}}

Figure 3: Prompt of the formula normalization stage 1.
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Prompt actually used English translation
我需要你帮我从给定的问题和解析中提取出解决问题使用到的
公式，以及公式对应的参数表：
1.请逐步地进行思考,先对解析进行分析，然后生成提取结果，
如果有公式组合的部分需要一步步地拆分成基本公式进行求解
2.公式中所有的计算符号，如“+”、“-”、“×”、“/”和“^”不能省略
3.公式中的每个变量需要使用"[]"标注出来，而且变量需要使用
有意义的文字标识，尽量避免直接使用数值
4.如果有latex格式的公式，比如“\frac{Q_吸}{Q_放}”需要改成
正常算式的形式：“[Q_吸] / [Q_放]”，算式中的单位换算部分不
属于公式，不需要被提取
5.参数表中的参数是公式中使用到的参数（参数名称要与公式
中的参数一致），表格包括：概念、符号、数值、单位,使用"|"
分割单元格
6.参数表中的数值和单位来自于问题本身以及解析计算的中间
结果，如果参数进行了单位换算，参数表要给出原始的参数形
式（没有进行单位换算）
7.参数表中的参数如果没有单位或者是表示某个物体的数量，
比如“3盏灯”、“转了8圈”、“4个人”等等，那么单位写入“null”
8.提取结果中给出的公式和参数表中不需要任何额外的解释信
息
下面是一些例子：
input:
问题：在某次测试中该车匀速行驶时受到的阻力是车重的 0.02 
倍，在 0.5h 内行驶了 28km 的路程，求：行驶的平均速度为多
少？
解析：解：
原始解析比较清晰，下面将其转换为规范格式：
第一步，先计算平均速度:
v=s/t
[平均速度]=[路程]/[时间]
算式=28km/0.5h=56km/h
平均速度=56km/h
答案=56km/h
output:
提取分析：
1.解析中的公式格式符合要求，计算符号没有省略，变量使用
"[]"标注，而且变量使用有意义的文字标识
2.计算过程中没有进行单位换算，参数可以直接提取
下面给出提取结果（单位换算部分不属于公式，不需要被提取；
参数表中不需要额外解释信息）
提取结果：
1.先计算平均速度，根据路程和时间的关系:
[平均速度]=[路程]/[时间]
参数表:
概念| 符号| 数值| 单位
路程| s| 28| km
时间| t| 0.5| h
平均速度| v| 56| km/h
...omitted...
下面是一个新的问题：
问题：{{question}}
解析：{{explanation}}

I need you to help me extract the formula and parameters table for 
the formula from given question and explanation:
1. Think step by step, analyze the explanation first, and then 
generate the extracted results. If there is a combination of formulas, 
the combination needs to be split into basic formulas step by step.
2. All calculation symbols such as "+", "-", "×", "/" and "^" in the 
formula cannot be omitted.
3. Each variable in the formula needs to be labeled with "[]", and the 
variable needs to be identified with meaningful text instead of 
numbers.
4. If a latex formula such as \frac{Q_in}{Q_out} needs to be 
changed to a normal formula: [Q_in]/[Q_out]. The unit conversion 
does not need to be extracted.
5. The parameters table come from the parameters in formula (the 
parameter name should be consistent with the parameters in the 
formula), the table include: concept, symbol, numeric, unit, using 
cell division “|”.
6. The numeric and unit in the parameter table come from the 
problem itself and the intermediate results of analytical calculation. 
If the parameters are converted into different units, the parameter 
table should give the original parameter form (without unit 
conversion).
7. If the parameter in the parameters table has no units or represents 
the amount of an object, such as "3 lights", "8 revolutions", "4 
people", etc., then the units are written as "null".
8. Apart from formula and parameter table, no additional 
information is required in the extraction results.
Here are some examples:
input:
Question: In a test, the resistance of the car at a constant speed is 
0.02 times the weight of the car, and the car traveled a distance of 
28km in 0.5h. What is the average speed?
Explanation:
1.we compute the average speed:
v=s/t
[Average speed]=[distance]/[time]
expression=28km/0.5h=56km/h
Average speed =56km/h
Answer=56km/h
output:
Extraction analysis:
1. The formula format in the analysis meets the requirements. The 
calculation symbols are not omitted. Variables are labeled with "[]", 
and variables are expressed with meaningful text.
2. No unit conversion was performed during the computation, and 
parameters can be directly extracted.
Below is the extraction result (the unit conversion part does not 
belong to the formula and does not need to be extracted; no 
additional explanatory information is required in the parameter 
table).
Extraction result:
1. First calculate the average speed, based on the relationship 
between distance and time:
[average speed]=[distance]/[time]
Parameter table:
Concept | Symbol | Numeric | Unit
distance | s | 28 | km
time | t | 0.5 | h
average speed | v | 56 | km/h
...omitted...
There’s a new question:
Question: {{question}}
Explanation: {{explanation}}

Figure 4: Prompt of the formula normalization stage 2.

25



Prompt actually used English translation
我需要你帮助我纠正解析中的错误，我会给出问题和错误信息，
下面是错误纠正的要求：
1.你需要先进行错误分析，分析如何修改来纠正错误，然后给
出错误纠正部分，纠正解析中的错误
2.错误纠正部分不需要任何额外解释信息，错误纠正部分的格
式为:"内容：修改前的内容->修改后的内容"，增加内容时"修改
前的内容"为null，删除内容时"修改后的内容"为null
3.问题缺失参数：如果问题中没有缺失的参数，那么向题目中
增加缺失的参数;如果问题中的参数与缺失参数的含义相同但格
式不同，修改题目中的参数与缺失参数相同
4.算式错误：算式存在错误需要对公式和错误的参数进行修改，
如果算式中存在“[参数]”或“null”，需要补齐缺失的参数；如果
参数没有问题可能需要对公式进行修改
5.公式的格式为“[待求解参数]=[参数1](+|-|×|/)[参数2]...”；参数
表的格式为:"概念|符号|数值|单位"，比如"水的沸点是100℃"，
表示为"水的沸点| t_沸| 100| ℃"

下面是一些例子：
input:
问题：假设13.0t烟煤在煤炉中完全燃烧，放出的热量部分被水
吸收，可以使4×10^5kg的水从20℃升高到100℃，求水吸收的
热量为多少J [c_水=4.2×10^3J／（kg·℃）]
错误信息：
算式错误: 1.计算水升高的温度差:
公式: [水升高的温度差]=[末温]-[初温]
算式=[末温]-[初温]
问题缺失参数: 水升高的温度差=80 ℃;
output:
错误分析：
1.根据错误信息：算式存在错误，而且算式中存在"[参数]"的情
况："[末温]"、"[初温]"，需要对参数表增加缺失的参数
根据错误错误信息，"[末温]-[初温]"，从题目中可以找到相关
文本"从20℃升高到100℃"，按照要求的参数格式表示为：
初温| t_0| 20| ℃
末温| t| 100| ℃
这样参数表增加缺失的参数后，代入1. 计算水升高的温度差的
公式可以得到：
算式=((100) ℃)-((20) ℃)=80 ℃
水升高的温度差=80 ℃
2.根据错误信息，问题缺失参数，由于分析1中纠正算式后计算
得到了"水升高的温度差=80 ℃"，所以问题不再缺失参数，不
需要进行修改

错误纠正：
参数表：null->初温| t_0| 20| ℃
参数表：null->末温| t| 100| ℃
...omitted...
下面是一个新的问题：
问题：{{question}}
错误：{{error}}

I need your help to correct the error in the explanation. I will 
provide the question and error information. The following are the 
requirements for error correction:
1. You need to first conduct error analysis, analyze how to modify to 
correct the error, and then provide the error correction to correct the 
error in the explanation.
2. The error correction section does not require any additional 
explanatory information. The format of the error correction section 
is: "Content: Pre modified Content ->Modified Content". When 
adding content, "Pre modified Content" is null, and when deleting 
content, "Modified Content" is null.
3. Missing parameters in the question: If there are no missing 
parameters in the question, add the missing parameters to the 
question; If the parameters in the question have the same meaning 
as the missing parameters but different formats, modify the 
parameters in the question to be the same as the missing parameters.
4. Expression error: The formula and incorrect parameters need to 
be modified. If there is "[parameter]" or "null" in the expression, the 
missing parameters need to be filled in; If there are no issues with 
the parameters, it may be necessary to modify the formula.
5. The format of the formula is "[parameter to be 
solved]=[parameter 1] (+|-| ×|/) [Parameter 2]… "; The format of the 
parameter table is: “concept | symbol | numeric | unit", for example, 
"The boiling point of water is 100 ℃", which is represented as “the 
boiling point of water | t_boiling | 100 | ℃"
Here are some examples:
input:
question: Assuming that 13.0 tons of bituminous coal is completely 
burned in a coal furnace, the heat released is partially absorbed by 
water, which can make 4×10^5kg of water is raised from 20 ℃ to 
100 ℃, how much heat is absorbed by the water ? 
[c_water=4.2×10^3J/(kg · ℃)]
Error message:
Expression error: 1. Calculate the temperature difference of water 
rise: Formula: [temperature difference of water rise]=[final 
temperature] - [initial temperature]
expression=[final temperature] - [initial temperature]
Question missing parameter: Temperature difference of water 
rise=80 ℃; 
output:
Error analysis:
1. According to the error message: there is an error in the formula, 
and there are cases of "[parameter]" in the formula: "[final 
temperature]" and "[initial temperature]". It is necessary to add them 
to the parameter table.
According to the error message, "[Last Temperature] - [Initial 
Temperature]", the relevant text "Increase from 20 ℃ to 100 ℃" 
can be found in the title. According to the required parameter format, 
it is represented as:
Initial temperature | t_ 0 | 20 | ℃
Final temperature | t | 100 | ℃
After adding missing parameters to the parameter table, substitute 
them into the formula for calculating the temperature difference can 
be obtained as follows:
expression=((100) ℃)-((20) ℃)=80 ℃
temperature difference of water rise=80 ℃
2. According to the error message, the question is missing 
parameters. After analyzing the correction equation in 1 step, it was 
calculated that "the temperature difference of water rise=80 ℃", so 
the question is no longer missing parameters and does not need to 
be modified.
Error correction:
Parameter table: null ->Initial temperature | t_ 0 | 20 | ℃
Parameter table: null ->final temperature | t | 100 | ℃
...omitted...
There’s a new question:
Question: {{question}}
Error: {{error}}

Figure 5: Prompt of the formula normalization stage 3: error correction for “calculation error”.
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Question:
As shown in the figure, the Xuelong 2 scientific research icebreaker designed in China.
...omitted... When traveling at a constant speed of 3.6km/h in thick ice covered waters, the 
resistance experienced by the icebreaker is approximately 2×10°N. Calculate the 
propulsion power of the icebreaker at this time.
Reference answer:  2×10^7 W
Formula:
[thrust]=[resistance]
[propulsion power]=[thrust]×[constant speed]
Parameter table:

Parameter symbol value unit
resistance f 2×10^7 N
ship speed v 1 m/s

Explanation:
1.Calculate thrust:
thrust=resistance=2×10^7N
2.Calculate propulsion power:
propulsion power=thrust×constant speed=2×10^7N×constant speed(cannot find value)

Error:
1. The parameter "resistance" in the question is in the incorrect format.
2. "constant speed" could not be located in the parameter table.

Figure 6: An example of deleted questions.

English translation
下面我会给出两个公式，每个公式由参数和运算符号
构成，[]中的表示参数。
你需要判断我给出的两个公式中对应参数表达含义是
否相同，是否是同一个公式：
如果含义不相同，不是同一个公式，只需要回答不是；
如果各个参数含义相同，是同一个公式，则需要给出
最终的公式，并且给出一个三行的表格来表示参数的
对应关系，每个单元格内容是一个参数，前两行填写
两个公式的参数，第三行填写统一后的公式参数。
下面是公式1：
{公式 1}
下面是公式2：
{公式 2}
通过表达含义判断，是否是同一个公式：

I will give two formulas below. Each formula consists of 
parameters and operation symbols. The text in [] represent 
parameter.
You need to judge whether the corresponding parameters in the 
two formulas I gave have the same meaning and whether they 
are the same formula:
If the meaning is different, and they are not the same formula, 
just answer no;
If each pair of parameters have the same meaning, and they are 
the same formula, the final formula needs to be given, and a 
three-row table needs to be given to indicate the corresponding 
relationship between the parameters. The content of each cell is a 
parameter, and the first two rows are filled with two formulas. 
Parameters, fill in the unified formula parameters in the third row.
Here is formula 1:
{formula 1}
Here is formula 2:
{formula 2}
Judge whether they are the same formula by their meanings:

Prompt actually used 

Figure 7: Prompt for semantic-based merging.
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Prompt actually used English translation
这是一个初中物理题目，根据问题给出计算的过程，
让我们一步一步地地思考，在最后用“###”作为开始
给出最终答案（一个数字）和答案的单位。

Question: {{问题}}
Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process and let’s think step by
step. Finally, use "###" to start giving the final answer (a number)
and the unit of the answer.

Question: {{question}}
Answer:

(a) Zero-shot prompt for LLMs.

这是一个初中物理题目，根据问题给出计算的过程，
用公式表示。

Question: {{样例1问题}}
Answer: {{样例1解析}}

…omitted…

Question: {{问题}}
Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

Question: {{question of example 1}}
Answer: {{explanation of example 1}}

…omitted…

Question: {{question}}
Answer:

Prompt actually used English translation

(b) Few-shot prompt for LLMs.

Figure 8: Zero-shot and few-shot prompts for LLMs.

这是一个初中物理题目，根据问题给出计算的过
程，用公式表示。

可能用到的公式有: {{top 5检索到的公式}}
Question: {{问题}}
Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

The formulas that may be used include: {{top 5 retrieved formulas}}
Question: {{question}}
Answer:

English translationPrompt actually used 

(a) Few-shot prompt for LLMs with formula retriever.

这是一个初中物理题目，根据问题给出计算的过
程，用公式表示。

可能用到的公式有: {{用到的公式}}
Question: {{样例1问题}}
Answer: {{样例1解析}}

…omitted…

可能用到的公式有: {{top 5检索到的公式}}
Question: {{问题}}
Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

The formulas that may be used include: {{used formulas}}
Question: {{question of example 1}}
Answer: {{explanation of example 1}}

…omitted…

The formulas that may be used include: {{top 5 retrieved formulas}}
Question: {{question}}
Answer:

English translationPrompt actually used 

(b) Zero-shot prompt for LLMs with formula retriever.

Figure 9: Zero-shot and few-shot prompts for LLMs with formula retriever.
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