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Abstract

Large Language Models (LLMs) have garnered001
significant attention worldwide due to their in-002
creasing size and improving capabilities. How-003
ever, as LLMs continue to expand, traditional004
benchmark datasets are becoming less effec-005
tive in evaluating their reasoning skills. This is006
primarily due to the difficulty of the tasks and007
issues with data contamination. Meanwhile,008
in the domain of logical reasoning, existing009
benchmarks often lack the ability to isolate010
specific reasoning abilities and fail to provide011
sufficient evidence for answer derivation. To012
address these issues, a novel dataset ILogicE-013
val is proposed, which consists of sentences014
composed of unrelated statements, challeng-015
ing LLMs to answer questions that cannot be016
solved based on their learned knowledge. ILog-017
icEval is carefully designed to incorporate rich018
language diversity and assess the logical rea-019
soning ability of LLMs independently of other020
reasoning skills, such as commonsense reason-021
ing. To ensure a more reliable evaluation, we022
also introduce a new evaluation metric that mit-023
igates the influence of bias and randomness024
inherent in LLMs. Through experiments, we025
demonstrate the extent to which logical rea-026
soning is required to answer the questions in027
ILogicEval and compare the performance of028
different popular LLMs in conducting logical029
reasoning. This dataset and evaluation metric030
address the limitations of existing benchmarks,031
providing a comprehensive assessment of the032
logical reasoning capabilities of LLMs.033

1 Introduction034

Large Language Models (LLM) have been evalu-035

ated on various datasets to assess different abilities,036

including mathematics reasoning, instruction fol-037

lowing, and code generation (Cobbe et al., 2021;038

Wang et al., 2023; Chen et al., 2021). Logic reason-039

ing, has long been utilized as an important measure040

for evaluating human intelligence level during on-041

boarding, graduate admission, and civil servant042

recruitment. Many globally recognized examina- 043

tions usually include a significant portion of logic 044

puzzles, such as the LSAT, GMAT, civil service 045

examinations, and aptitude tests. 046

Despite numerous datasets that exist for evaluat- 047

ing logical reasoning, they are no longer effective 048

for assessing the current LLMs due to their current 049

capabilities and data leakage during pretraining. 050

TS-Guessing (Deng et al., 2023) estimates data 051

leakage severity by predicting critical keywords 052

and incorrect option predictions on testing sets, re- 053

vealing probable data contamination in LLM eval- 054

uation benchmarks. Notably, the authors highlight 055

the dataset TruthfulQA, which was released subse- 056

quent to GPT-3.5-turbo, yet still achieves an accu- 057

racy of over 50% in guessing incorrect options. Evi- 058

dence of data contamination across different bench- 059

marks has also been found and recorded in the LM 060

contamination index. Given the vast amount of 061

pretraining data, preventing data contamination is 062

unrealistic. Thus, we propose a novel dataset, ILog- 063

icEval, constructed using contaminated datasets in 064

a counterintuitive manner to address this issue. For 065

example, while GPT4 achieves over 80% accuracy 066

on the original datasets used to create ILogicEval 067

(SNLI, MNLI, and ReClor), its performance drops 068

to only 32.2% on ILogicEval. 069

Furthermore, as LLMs continue to be trained on 070

ever-expanding datasets, they may improve their 071

accuracy on established reasoning tests without 072

necessarily enhancing their reasoning skills (Tian 073

et al., 2023). This poses a challenge to the ongo- 074

ing evaluation of specific reasoning abilities over 075

time using conventional benchmark datasets. ILog- 076

icEval tackles this challenge in the logic reason- 077

ing domain by providing content that LLMs are 078

unlikely to encounter during pretraining. For exam- 079

ple, it includes statements connected in ways that 080

rarely occur in daily conversations. By relying on 081

unfamiliar concepts and relationships, ILogicEval 082

aims to minimize the potential influence of data 083
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contamination when evaluating logical reasoning084

over time.085

Some studies (Yu et al., 2020; Liu et al., 2020)086

focus on general evaluation in the domain of logi-087

cal reasoning, where the chain for explaining the088

answer correctness is more complex and challeng-089

ing to retrieve. These evaluation benchmarks also090

typically do not concentrate on a single domain091

reasoning ability, various reasoning skills can con-092

tribute to solving the task,making it challenging093

to pinpoint the specific abilities of LLMs. On the094

other hand, some works (Clark et al., 2020; Sanyal095

et al., 2022; Han et al., 2022) primarily focus on as-096

sessing a single reasoning ability while minimizing097

the contribution of other abilities, such as common-098

sense reasoning. However, these works have re-099

ceived less attention from the research community,100

possibly due to their limited language diversity,101

which hinders the reflection of model performance102

in more general scenarios. To address this lim-103

itation, we propose a new evaluation benchmark104

“Illogical” Logical Reasoning Evaluation (ILogicE-105

val), a logical reasoning-focused synthetic dataset106

with rich language diversity for evaluating LLMs.107

In summary, this paper makes several key con-108

tributions: (1) It reduces the possibility of data109

contamination in assessing the logical reasoning110

capabilities of LLMs over time by constructing111

counterintuitive sentences that deviate from real-112

life scenarios. (2) It minimizes the involvement of113

other reasoning abilities by formulating the dataset114

as symbolic logical propositions before translat-115

ing them into counterintuitive sentences in natural116

language. (3) It enhances language diversity by117

sampling from corpora with extensive vocabularies,118

enabling a more challenging and comprehensive119

evaluation. (4) It proposes a new evaluation metric120

that considers the confidence level of models, fa-121

cilitating a more comprehensive assessment of the122

logical reasoning ability of LLMs.123

2 Related Work124

2.1 Traditional Machine Reading125

Comprehension Benchmarks126

In the field of evaluating LLMs, numerous pop-127

ular benchmarks have been constructed, each de-128

signed to assess different reasoning capabilities.129

For instance, TriviaQA (Joshi et al., 2017) exam-130

ines the ability of models to reason across multiple131

documents. HotpotQA (Yang et al., 2018) eval-132

uates the multi-hop reasoning ability of models.133

Drop (Dua et al., 2019) assesses their discrete nu- 134

merical reasoning ability and MuTual (Cui et al., 135

2020) evaluates their ability to reason with dia- 136

logues. These datasets are commonly sourced from 137

online content and involve various question types 138

ranging from span retrieval tasks to more complex 139

reasoning tasks. However, LLMs may have been 140

exposed to similar content or question types during 141

pre-training, allowing them to achieve high accu- 142

racy without genuinely improving their underlying 143

reasoning abilities (Tian et al., 2023). To address 144

this issue, we propose ILogicEval which is coun- 145

terintuitive to everyday contexts. Similar content is 146

unlikely to exist online and to be learned by LLMs. 147

This allows ILogicEval to provide a more effective 148

evaluation on the logical reasoning capabilities of 149

LLMs. 150

2.2 Complex Logical Reasoning Datasets 151

Various datasets have been introduced to evaluate 152

the reasoning ability of LLMs at a more domain- 153

specific level. In the logic reasoning domain, there 154

are two notable multiple-choice question answering 155

(MCQA) datasets that are composed of inference 156

questions. ReClor (Yu et al., 2020) is derived from 157

GMAT and LSAT questions while LogiQA (Liu 158

et al., 2020) is sourced from the Chinese Civil Ser- 159

vants Examination. These datasets concern more 160

than just inference problems, the correct deriva- 161

tion of answers may involve commonsense rea- 162

soning, allowing LLMs to leverage their inherent 163

knowledge learned during pre-training to answer 164

the questions. It remains unclear whether a perfor- 165

mance increase can be attributed to the enhanced 166

ability in commonsense reasoning or logical rea- 167

soning. ILogicEval addresses this issue with its 168

counterintuitive content and content construction 169

grounded in propositional logic, making common- 170

sense knowledge likely to be inapplicable in answer 171

generation. 172

2.3 First-Order Logic Reasoning Datasets 173

There are numerous domain-specific benchmarks 174

that focus on inference problems. For instance, 175

Ruletaker (Clark et al., 2020), LogicNLI (Tian 176

et al., 2021) and RobustLR (Sanyal et al., 2022) are 177

synthetic datasets created to assess various aspects 178

of model performance, such as accuracy, robust- 179

ness, generalization, and traceability.On the other 180

hand, FOLIO (Han et al., 2022) is a dataset con- 181

structed under human supervision, which aims to 182

establish a dataset with complex logical reasoning 183
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structure and a richer vocabulary compared to other184

first-order logic reasoning datasets. However, its185

distinct vocabulary size remains in the thousands,186

which is incomparable to the complex logical rea-187

soning datasets. To address this issue, ILogicEval188

derived from NLI and SNLI data that presents more189

complex language structures with a vocabulary size190

in the tens of thousands level, provides a more chal-191

lenging and comprehensive evaluation of a model’s192

capabilities.193

3 Dataset Construction and Overview194

3.1 Dataset Construction195

To construct a dataset with supportive explana-196

tions, ILogicEval is constructed based on verifi-197

able propositional logic. The dataset was initially198

created using a set of randomly generated logi-199

cal propositions, and subsequently converted into200

natural language subsequently to form the MCQA201

dataset. Previous studies have investigated the mod-202

els’ ability to solve logical inference puzzles in a203

symbolic form (Hahn et al., 2021; Pi et al., 2022)204

and other works have converted symbolic proposi-205

tions into natural language using a predefined set206

of subjects and adjectives (Clark et al., 2020; Tian207

et al., 2021; Sanyal et al., 2022). This approach en-208

sures that the generated natural language datasets209

adhere to the rules of logical inference.210

In contrast to the previous approaches, our211

method involves the random construction of ex-212

pressions that incorporate noise information, which213

does not contribute to the inference derivation. Ad-214

ditionally, we sample sentences in high language215

diversity and link generally unrelated sentences216

despite their usual lack of co-occurrence. This ap-217

proach ensures the effectiveness of evaluation over218

time while introducing a certain level of difficulty219

in logical reasoning.220

To facilitate evaluation and enhance user experi-221

ence, we propose a multiple-choice MRC dataset222

consisting of three components: content, passage,223

and four options, with one option being correct.224

The four options are generated by an external val-225

idator, which examines the entailment between the226

content and each option. The multiple-choice ap-227

proach ensures ease and effectiveness in evaluation.228

3.1.1 Formation of Symbolic Logical229

Propositions230

The content part of the MRC dataset is composed231

of multiple logical propositions. Each proposition232

is derived from a random selection of three logical 233

variables from a set of eight possible variables (i.e., 234

‘A’, ‘B’, ..., ‘H’). The probability of selection is 235

computed along the content formation process as 236

illustrated in Algorithm 1 in Appendix. The value 237

of n is set to 3. After variables selection, they are 238

incorporated into the premise of the following three 239

implication rules commonly used in previous re- 240

search to address (Wang et al., 2022; Li et al., 2022; 241

Zhao et al., 2022) or generate (Clark et al., 2020; 242

Sanyal et al., 2022) logical reasoning benchmarks. 243

((A → B) → (¬B → ¬A)) (1a) 244

((¬(A ∧B) → C) → (¬A → C)) (1b) 245

(((A ∨B) → C) → (A → C)) (1c) 246

In case the third rule is chosen, only the first 247

two variables are utilized and the last variable is 248

discarded. 249

In order to avoid sentence repetition and prevent 250

the inference of answers from multiple constructed 251

propositions, a limitation is imposed on the maxi- 252

mum occurrence of a logic variable within a single 253

instance. With the maximum number of proposi- 254

tions of n, if a variable appears more than n − 1 255

times in the content, its probability of selection 256

is set to 0.1. If the variable is selected n times 257

or more, its probability is set to zero. Otherwise, 258

the probability of the i-th variable is calculated as 259

follows, 260
max(o) + 1− oi∑
i(max(o) + 1− oi)

(2) 261

where o denotes an array that contains the occur- 262

rence of all eight variables in the constructed propo- 263

sitions used for constructing the content of a single 264

instance and i ∈ (0, 8). To construct an instance, 265

two to n+ 1 logical propositions are generated to 266

form the content part of the MCQA dataset. 267

After constructing the content for MCQA, the 268

generated propositions q and the variable picking 269

counter information o are utilized to construct the 270

option sets of MCQA. The set of variables x′ is 271

retrieved at first, where 0 < ok < n for k ∈ x′. 272

This retrieval ensures that the variables in x′ have 273

been selected in lower occurrences, thus increasing 274

the difficulty of the questions. With the variables 275

in x′, the options set is created, which includes 276

all four negation versions of all possible pairs of 277

variables (i.e., (A → B), (¬A → B), (A → ¬B), 278

and (¬A → ¬B)), as well as two negation ver- 279

sions of a single variable in x′ (i.e., ¬A and A). 280
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The set is then divided into the entailment group281

e and the non-entailment group n using an exter-282

nal logic validator. The entailment group contains283

the conclusions entailed by the content proposi-284

tions q, while the non-entailment group contains285

the conclusions that are not entailed. To ensure that286

answers cannot be inferred from a single proposi-287

tion, the answers of variable pairs in the entailment288

group e that can be directly derived from a single289

proposition qi, where qi ∈ q in the content part, are290

filtered out. This filtering ensures that at least two291

propositions in the content are necessary to derive292

the correct answer.293

3.1.2 Formation of Question Types294

Critical thinking assessment is widely acknowl-295

edged as a crucial skill for reasoning, and be uti-296

lized as an indicator in prestigious examinations297

for both career and academic progression. One of298

the examination, the Graduate Management Admis-299

sion Test (GMAT), includes a critical thinking sec-300

tion that consists of five question types, which are301

"Inference," "Finding the Assumption," "Strength-302

ening an Argument," "Weakening an Argument303

and Spotting the Flaws," as well as "Paradox or304

Discrepancy."305

These question types can be further grouped as306

“Finding the Missing Assumption”, “Strengthing307

an Argument / Finding a Valid Conclusion” and308

“Weakening an Argument / Spotting an Invalid Con-309

clusion”. Therefore, to synthesize a new dataset,310

we have designed ILogicEval with three similar311

question types. The three question types are de-312

scribed below, including their name and explana-313

tions.314

In the question type of 3c1e, the content part315

serves as a premise. It either contradicts or does316

not imply three of the options, while implying the317

remaining option. Conversely, in the question type318

of 3e1c, with the content part also acting as the319

premise, it implies three of the options, and either320

contradicts or does not imply the remaining one. In321

the question type of Missing Premise, the content322

part is known as the premise. Subsequently, the323

content part is modified to combine with a valid324

conclusion from the entailment group. The neces-325

sary proposition in the premise, which ensures the326

premise implies the conclusion, is then removed.327

The removed proposition then becomes the correct328

option. The remaining three options are sampled329

from the non-entailment group, with additional val-330

idation carried out by an external validator. Alter-331

natively, if there are sentences in the SNLI dataset 332

that display a contradiction during the subsequent 333

transformation into natural language, the three op- 334

tions can also be chosen from the entailment group. 335

Sample instances of the three question types are 336

presented in Table 1. 337

3.1.3 Transforming Into Natural Language 338

To ensure the richness of language diversity, each 339

logical variable is replaced by simple sentences 340

sourced from SNLI (Glockner et al., 2018) and 341

MNLI datasets (Williams et al., 2018). Inappropri- 342

ate sentences from these datasets are filtered by pre- 343

defined rules to ensure language quality and details 344

are provided in the subsequent paragraphs. For the 345

SNLI dataset, multiple instances can have the same 346

premise. They are grouped together, resulting in a 347

table containing the premise, entailing hypothesis, 348

contradicting hypothesis, and neutral hypothesis. 349

Most of the time, only the premise and entailing 350

hypothesis are sampled during the transformation 351

from propositions to natural language. The con- 352

tradicting hypothesis is employed when forming 353

the three contradicting options in ‘3c1e’ question 354

type, the one contradicting option in ‘3e1c’ and 355

also the three non-ground-truth options in ‘missing 356

premise’. 357

To generate natural language templates for the 358

three inference rules, ChatGPT is employed, and 359

several sample templates are provided as input. For 360

instance, one of the templates for expressing logi- 361

cal implication, "A implies B," can be used. How- 362

ever, when incorporating these templates into sen- 363

tences that consist of multiple parts, a potential 364

issue arises when one statement lacks a subject. In 365

such cases, it is assumed that the subject refers to 366

the subjects of the neighboring statements, which 367

may introduce inconsistencies in the synthetic texts. 368

To mitigate this issue, the Stanford POS tagger is 369

utilized to filter out sentences beginning with the 370

tags ’VERB’ or ’AUX’. Additionally, sentences 371

lacking a ’VERB’ tag are also filtered to ensure 372

language quality. 373

When handling negated variables, it is nec- 374

essary to negate the corresponding sentences in 375

natural language. The same POS tagger is em- 376

ployed to identify the verb and add the words 377

"don’t/doesn’t/didn’t" or the token "n’t" in front 378

of it. If the token "not/n’t" is already present, the 379

relevant words are reverted back to their original 380

form. 381

While verbs can be identified in the remaining 382
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instances, a notable portion of sentences in the383

present continuous tense lack an auxiliary verb. To384

address this, the nltk tagger, which offers a more385

detailed classification of verb tense, is utilized to386

reintroduce the appropriate auxiliary verb.387

The finalized text is then subjected to a gram-388

mar check by passing it through ChatGPT once389

again. The difference in the text before and after390

this process is recorded. In order to measure the391

extent of the modifications made, we calculate the392

ratio of the length of the longest common substring393

between the original text and the modified text to394

the maximum length between the two texts. To en-395

sure that ChatGPT has not made excessive changes396

to the content, we only keep the modifications if397

the computed score is greater than 0.5. Multiple398

trials are conducted, and the result with the small-399

est amount of modification is retained. In order to400

maintain the quality of the testing set, we manu-401

ally review and approve the changes suggested by402

ChatGPT.403

It is important to note that each instance in SNLI404

(after grouping the same premises) and MNLI only405

appears in a single instance of ILogicEval. There406

are no repeated uses across instances in the pro-407

posed dataset.408

3.2 Dataset Overview409

ILogicEval is a multiple-choice dataset, compris-410

ing four options, with one option being the correct411

answer. The dataset comprises a total of 12,589 in-412

stances, distributed as follows: 4196 instances cor-413

responding to ’3c1e’, 4195 instances correspond-414

ing to ’3e1c’, and 4198 instances corresponding to415

’missing premise’.416

The dataset is partitioned into training, valida-417

tion and testing sets. Both the validation and test-418

ing sets consist of 900 instances, with the class419

balance being maintained within each set. The dis-420

tinct vocabulary size of ILogicEval, determined421

using the nltk tokenizer, is comparable to that of422

complex datasets such as ReClor and LogiQA. Ad-423

ditionally, it is significantly larger than that of first-424

order logic reasoning datasets. For a comprehen-425

sive overview of ILogicEval and its comparison426

with other datasets in the logical reasoning domain,427

refer to Table 5.428

4 Effect in Other Logic Reasoning Task429

Despite the counterintuitive nature of ILogicEval,430

the question types in ILogicEval are similar to431

Test Test-E Test-H

ILogicEval 73.2 83.6 65.0
MERIt 73.1 86.2 64.4
DeBERTa-v2-xlarge 71.0 83.8 60.9

Table 1: Results with different pretraining data on Re-
Clor with DeBERTa-v2-xlarge backbone

those in ReClor. Previous approaches to solving 432

the ReClor task have involved additional pretrain- 433

ing using extra data ((Jiao et al., 2022; Sanyal et al., 434

2023)). Thus, experiments were conducted to inves- 435

tigate whether incorporating ILogicEval as extra 436

pretraining data for ReClor could improve task per- 437

formance. The training process involved initially 438

training LLMs using ILogicEval data, followed 439

by ReClor data. The results obtained using the 440

DeBERTa-v2-xlarge model as the backbone for Re- 441

Clor testing are presented in Table 1. In the table, 442

“Test” shows the overall accuracy while “Test-E” 443

and “Test-H” are the accuracy corresponding to the 444

EASY and HARD sets in ReClor. 445

In addition, for the purpose of comparison, we 446

include the results of MERIt (Yu et al., 2020), one 447

of the state-of-the-art models that also employed an 448

additional pretraining corpus from Wikipedia, us- 449

ing the DeBERTa-v2-xlarge backbone. Our results 450

successfully outperform MERIt, demonstrating the 451

extent to which ILogicEval can contribute to en- 452

hancing the logical reasoning capability of LLMs. 453

5 Performance of LLMs 454

When the scale of model size increases, there is an 455

inherent capability for LLMs to handle different 456

natural language tasks in a zero-shot setting (Wei 457

et al., 2022; Kojima et al., 2022). In addition to 458

studying their performance under a zero-shot set- 459

ting, we further investigate their performance in a 460

few-shot setting by providing examples for guid- 461

ance. Under the three-shot setting, the models were 462

provided with three specific examples to facilitate 463

their learning process prior to answering each ques- 464

tion. The inclusion of one example corresponding 465

to each question type is ensured and sampled from 466

the training set. The models under review include 467

ChatGPT, GPT4 (OpenAI, 2023), Gemini (Team, 468

2023), Llama2 (Touvron et al., 2023) and Mixtral 469

(Jiang et al., 2023). They are prompted with the 470

instruction “You need to answer in the form of 471

Answer: <A/B/C/D>”. 472
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A detailed comparison between different LLMs473

under the zero-shot and 3-shot settings is illustrated474

in Table 3. ‘Accuracy’ measures the accuracy of475

the original instances. ‘Circular’ is the circular476

evaluation proposed in a previous work (Liu et al.,477

2023), it involves creating four versions of a sin-478

gle instance by shifting the order of the options479

in a circular way. Specifically, if the original op-480

tions are labeled A, B, C, and D, the four mutants481

created are (A,B,C,D), (B,C,D,A), (C,D,A,B), and482

(D,A,B,C), where the first mutant corresponds to483

the original instance. In this approach, an instance484

is considered correct only if all of its mutants with485

different options in different positions are answered486

correctly. ‘PartialCircular’ is a modified circular487

evaluation newly introduced in the following sec-488

tion, measuring both the accuracy and the level of489

confidence in answering.490

Directly using the accuracy metric directly on491

the instances can lead to inaccurate and inconsistent492

evaluation. For instance, when comparing GPT4493

and Gemini in a zero-shot setting, Gemini may out-494

perform GPT4 in a single trial using the accuracy495

metric. However, when we consider the circular496

evaluation and the confidence level of the answers,497

GPT4 significantly outperforms Gemini, as illus-498

trated in Table 2. Meanwhile, in circular evaluation,499

counting an instance as correct only when all four500

mutants are correct can lead to inconsistent evalu-501

ations. In case there is an incorrect answer in any502

of the mutants, the entire instance is considered in-503

correct. Additionally, LLMs may return answers in504

only limited choices but not all four options among505

several attempts, it demonstrates certain confidence506

in the correct option instead of returning answers507

in complete randomness. The confidence level also508

provides insight into the quality of their reasoning509

ability. Previous studies have also studied the oc-510

currence of low confidence levels or inconsistent511

outputs in relation to hallucination phenomena (Fu512

et al., 2023; Manakul et al., 2023). Considering513

these, partialCircular evaluation is proposed.514

5.1 PartialCircular (PC)515

Through experiments, we observe the number of516

unique options returned by the LLMs and the fre-517

quency of returning the correct answer can be in-518

formative. Therefore, the computation of the cor-519

rectness per instance is designed as,520

c

4
· (1 +

∑
i

p(i) log(p(i)) (3)521

where c is the number of mutants being answered 522

correctly, p(i) is the probability of option i for 523

p(i) ̸= 0. 524

As there are four mutants (i.e. (A,B,C,D), 525

(B,C,D,A), (C,D,A,B), (D,A,C,B)) with each op- 526

tion appearing once in each position, we calculated 527

the correctness for each instance as the percent- 528

age of correct answers among the four mutants. 529

Furthermore, the fewer unique options returned 530

by the LLMs, the lower the level of randomness 531

likely there. Considering the randomness in the 532

answer selection of LLMs, an additional factor 533

(1 +
∑

p(o) log(p(o)) based on Shannon entropy 534

which measures the uncertainty level of a random 535

variable is introduced. 536

During the circular evaluation, we computed the 537

frequency of each option being selected by the 538

LLMs. This is subsequently used to calculate the 539

probability distribution among the four options for 540

the entropy calculation. Since there are four possi- 541

ble outcomes, a logarithm with base four is adopted 542

in the factor (1 +
∑

p(o) log(p(o))). When each 543

option was selected once, the computation value 544

became zero. On the other hand, if only one option 545

was selected among the four cases, we retained the 546

original percentage correctness among the four mu- 547

tants. Meanwhile, in addition to the four options 548

provided in the dataset instances, an additional op- 549

tion o representing "none of the above" is included. 550

This accounts for cases in which LLMs respond 551

with "I do not know" or when all options are con- 552

sidered correct or incorrect by LLMs. 553

Under the variation of return from LLM, com- 554

paring the accuracy difference between different 555

models is not effective. In table 2, we ran Gem- 556

ini on ILogicEval five times, and we found diffi- 557

culty in distinguishing Gemini’s logical reasoning 558

ability from other LLMs. With circular and par- 559

tialcircular, the performance differences between 560

different LLMs are more significant and consis- 561

tent. To account for the variations caused by the 562

circular metrics’ hard cutoff, the coefficient of vari- 563

ance among the five runs was computed. If any of 564

the four option-circulating versions was incorrect, 565

the entire set of instances received a score of zero, 566

resulting in the highest variations for this metric. 567

5.2 Human 568

Eight university graduate students are invited to 569

complete 120 instances sampled from the testing 570

set of ILogicEval, the average accuracy achieved 571

is 40.0%. For a better understanding of the ability 572
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Gemini-1 Gemini-2 Gemini-3 Gemini-4 Gemini-5 CV

Accuracy 30.0 32.0 32.4 30.1 32.0 3.3
Circular 7.4 8.1 8.0 8.0 9.0 6.3
PC 17.6 18.8 18.1 18.5 19.1 3.1

Table 2: Coefficient of variance (CV) on five runs among difference evaluation metrics on Gemini Pro

Model Settings Metrics Test Test-3e1c Test-3c1e Test-missing

GPT4
(gpt-4-1106-preview)

0-shot
Accuracy 32.2 37.2 33.0 26.6
Circular 12.3 11.3 13.3 12.3
PC 22.1 22.3 21.1 23.0

3-shot
Accuracy 27.2 29.7 27.3 24.7
Circular 7.2 4.0 7.7 10.0
PC 17.0 13.1 16.5 21.4

ChatGPT
(gpt-3.5-turbo)

0-shot
Accuracy 29.6 29.7 28.0 30.9
Circular 3.7 0.7 5.3 5.0
PC 13.3 9.3 14.9 15.7

3-shot
Accuracy 30.1 28.4 30.0 31.9
Circular 4.6 1.0 7.0 5.7
PC 16.0 12.0 17.9 18.1

Gemini
(gemini-pro)

0-shot
Accuracy 30.0 27.8 31.1 31.3
Circular 7.4 9.4 4.9 7.9
PC 17.6 19.1 15.7 17.9

3-shot
Accuracy 29.6 28.6 29.2 30.9
Circular 8.6 8.9 9.0 8.0
PC 17.9 17.8 18.3 17.6

Llama2
(llama-2-70b-chat-hf)

0-shot
Accuracy 26.2 27.7 26.7 24.3
Circular 2.8 0.0 5.3 3.0
PC 12.9 7.8 17.3 13.7

3-shot
Accuracy 28.6 27.4 28.7 29.6
Circular 6.0 2.0 8.3 7.7
PC 15.9 10.7 18.1 18.8

Mixtral
(mixtral-8x7B-instruct-v0.1)

0-shot
Accuracy 29.9 28.7 31.0 29.9
Circular 8.2 5.3 11.7 7.7
PC 16.9 11.9 20.4 18.3

3-shot
Accuracy 30.9 34.1 30.7 28.0
Circular 12.2 7.7 14.0 15.0
PC 20.9 16.2 22.2 24.3

Human 0-shot Accuracy 40.0 46.2 32.6 42.1

Table 3: Performance with respect to the three question types in ILogicEval under different settings.

of the interviewee to solve logic puzzles, we also573

invited them to finish another 120 symbolic form574

instances sampled from the training set of ILogicE-575

val, they achieved an average accuracy of 46.7%.576

Furthermore, it was observed that the readability of 577

the questions had a negative impact on the intervie- 578

wee’s motivation to complete the task during the 579

post-event interview. 580
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5.3 Language Model Evaluation581

Evaluation is performed across five LLMs, includ-582

ing GPT4, ChatGPT, Gemini, Llama2 and Mixtral.583

The corresponding model versions used for evalua-584

tion are specified below the LLM model name in585

Table 3.586

GPT4 exhibits superior performance compared587

to other LLMs in general. However, even when con-588

sidering the most lenient measure, its accuracy of589

32.2% indicates only some level of understanding590

beyond random guessing, leaving significant room591

for improvement. Its performance in the “3e1c”592

question type achieves the best performance. Mix-593

tral under the few shot settings achieves compara-594

ble performance with GPT4 and achieves the best595

performance in another two question types “3c1e”596

and “missing premise”. Gemini achieves the aver-597

age performance among the five LLMs. ChatGPT598

is worse than the Gemini model and exhibits the599

poorest performance in the “3c1e” question type.600

Llama2 performs the worst overall and also in the601

‘3e1c” question type. When it comes to “missing602

premise” questions, Llama2 performs the worst un-603

der the zero-shot setting while Gemini performs604

the worst under the few-shot setting.605

Besides the ranking, different models also bene-606

fit to varying degrees when provided with few-shot607

samples.608

5.4 Analysis609

Surprisingly, GPT4, which achieves the highest per-610

formance, is the only model that does not benefit611

from in-context samples across all metrics. To un-612

derstand the factor causing this, we also experiment613

with the symbolic version of ILogicEval, named as614

“s-ILogicEval”. The result in table 4 shows GPT4615

can indeed benefit from the in-context learning in616

the symbolic logical expression format, indicating617

the potentially severe negative effect posed by the618

unintuitive connection of sentences on GPT4, but619

not on other models. Notably, the performance620

on s-ILogicEval is significantly better than that on621

ILogicEval, as shown in the table.622

6 Conclusion623

In this paper, we introduce ILogicEval, a novel624

dataset derived from ReClor, SNLI and MNLI,625

specifically designed to evaluate current LLMs in626

the domain of logical reasoning. The main objec-627

tive of this dataset is to address various challenges628

associated with isolating specific reasoning abilities629

ILogicEval s-ILogicEval

0-shot
Accuracy 32.2 39.1
Circular 12.3 16.3
PC 22.1 27.0

3-shot
Accuracy 27.2 38.1
Circular 7.2 18.7
PC 17.0 28.1

Table 4: Performance of GPT-4-turbo on ILogicEval in
symbolic form and in natural language form

during evaluation, incorporating language diver- 630

sity, and preventing data contamination. Through 631

empirical experimentation conducted on the Re- 632

Clor dataset, our result demonstrates the efficacy 633

of ILogicEval in enhancing the model’s logical rea- 634

soning capabilities. Furthermore, the experiments 635

conducted on current LLMs reveal their limitations 636

in effectively solving complex logical reasoning 637

tasks, thereby highlighting the need for further im- 638

provements in this area. 639

To investigate the logical reasoning abilities of 640

different popular LLMs, a comparative analysis 641

is performed. The results indicate that GPT4 ex- 642

hibits the highest performance, but struggling to 643

learn from in-context examples. To eliminate the 644

inaccuracy in evaluation caused by the bias and 645

randomness of LLMs, this paper proposes a new 646

evaluation metric based on entropy for better as- 647

sessing their reasoning ability. 648
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logical reasoning datasets 849
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B Algorithm of constructing symbolic 851

logical propositions 852

Algorithm 1 Pseudo code of formatting the content
of MCQA with symbolic logical propositions
Input: A candidate list x of 8 variables; a can-
didates picking counter o initialized as all 0; A
predefined value n decides the maximum number
of propositions being created for one instance.

1: Randomly pick a value l between 2 and n+1.
2: for i = 0 do
3: if i = l then
4: Break.
5: end if
6: if oi = n− 1 then
7: Set p(oi) = 0.1
8: else if oi ≥ n then
9: Set p(oi) = 0

10: else
11: Calculate p(oi) with Eq.(2)
12: end if
13: i = i+ 1
14: Sample 3 variables from x according to o.
15: Sample a rule from Eq.(1c) and fit the 3

variables inside.
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C Examples of different question type of 853
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Examples corresponding to each question type are 855

illustrated in Table 1. 856
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ILogicEval ReClor LogiQA RuleTaker LogicNLI FOLIO RobustLR

Source
synthetic,

human
exam exam synthetic synthetic

synthetic,
human

synthetic

# of options 4 4 4 2 4 3 3
Size 12589 6138 8678 500k 20k 1435 360k
Training set size 10789 4638 6942 350k 16k 1004 200k
Validation set size 900 500 868 50k 2000 204 40k
Testing set size 900 1000 868 100k 2000 227 120k
Vocabulary size 27466 26576 56407 101 1077 4351 46

Table 5: Overview of ILogicEval and other logical reasoning datasets
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3e1c
Content:
A woman outside covers her face with fabric. The woman is protecting her face, thus a woman in a
striped hoodie holds a camera on a beach. Once a cheerleader in a blue shirt performing, female
cheerleader is doing a handstand on a court. A woman outside covers her face with fabric as long
as a young person moves around or a boy is wearing a green power ranger costume is on a ride at
an arcade. Someone is not performing. H, (H → A), (C → B), ((C ∨ F ) → H),¬B
Question: Which conclusion does not follow from the provided information?
Options:
A. In the presence that a cheerleader in a blue shirt don’t performing, a boy wearing a green power

ranger costume is not on a ride at an arcade. (¬C → ¬F )
B. The woman is protecting her face, once someone is performing. (B → H)
C. A cheerleader in a blue shirt don’t performing.¬C
D. A young person moves around, hence a woman in a striped hoodie does not hold a camera on

a beach. (C → ¬A)
Answer: A

3c1e
Content:
As long as two young men are in a boat heading away from a larger boat with a single man on it,
two little boys are running from a lake with ducks. A team of dogs pulls a sled through the snow.
There are men in the water on boats. In the event that not both a team of fierce canines vigorously
haul a sled through snowy conditions and a team of dogs pulls a sled through the snow, humans
are running. (D → B), F,D, (¬(C ∧ F ) → B)
Question: Based on the information given, which is the most inaccurate conclusion?
Options:
A. A team of fierce canines vigorously doesn’t haul a sled through snowy conditions when humans

are running. (B → ¬C)
B. Only if a team of dogs doesn’t pull a sled through the snow, humans are running. (B → ¬F )
C. Only if there are men in the water on boats, a team of dogs doesn’t drag a sled through the

snow. (¬C → D)
D. Some playful dogs don’t chase each other in the snow, only if there are men in the water on

boats. (contradict)
Answer: C

Missing Premise
Content:
A man in a green shirt is hailing a cab. If a man in a green shirt doesn’t hail a cab or kids don’t play
soccer outside, a group of guys is playing soccer in a park with onlookers in pavilions behind them.
If it is not the case that both a dog catches a disk in the air and a group of guys are playing soccer
in a park with onlookers in pavilions behind them, kids play soccer outside. Therefore, man is
getting a cab, hence an animal is jumping. E, (¬(E ∧ F ) → C), (¬(D ∧ C) → F )| = (E → D)
Question: What is the absent assumption that links the premises to the conclusion?
Options:
A. Only if a group of guys don’t play soccer in a park with onlookers in pavilions behind them,

children are engaging in outdoor sports. (F → ¬C)
B. A dog catches a disk in the air. D
C. Children are engaging in outdoor sports, if men are playing soccer in a park. (C → F )
D. Children are engaging in outdoor sports. F
Answer: B

Figure 1: Illustration with respect to the three question types of ILogicEval
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