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Abstract

Compound Al systems, comprising multiple interacting com-
ponents such as LLM agents and external tools, demonstrate
state-of-the-art results across diverse tasks. It is hence cru-
cial to align components within the system to produce con-
sistent results that match human expectations. However, con-
ventional alignment methods, such as Direct Preference Op-
timization (DPO), are not directly applicable to compound
Al systems. These challenges include the non-differentiable
interactions between components, making end-to-end gradi-
ent optimization infeasible. Additionally, system-level pref-
erences cannot be directly translated into component-level
preferences, further complicating alignment. We address the
issues by formulating compound Al systems as Directed
Acyclic Graphs (DAGs), capturing the connections between
agents and the data generation processes. We propose a
system-level DPO (SysDPO) to jointly align compound sys-
tems by adapting the DPO to operate on these DAGs. We
study the joint alignment of an LLM and a diffusion model
to demonstrate the effectiveness of our approach. Our explo-
ration provides insights into the alignment of compound Al
systems and lays a foundation for future advancements.

1 Introduction

Compound Al systems, which consist of multiple interact-
ing Al components!, serve as promising frameworks to push
beyond the model capabilities and achieve state-of-the-art
performance (Zaharia et al. 2024; Chen et al. 2024; Kan-
dogan et al. 2024; Lin et al. 2024). For example, ChatGPT
integrates a large language model (LLM), a DALL-E im-
age generator, a web browser plugin, and more (Achiam
et al. 2023). A multi-agent system consisting of multi-
ple LLMs working collaboratively, e.g., Mixture-of-Agents
(MoA), achieves improved performance compared to a sin-
gle agent (Wang et al. 2024). A Retrieval-Augmented Gen-
eration (RAG) system combines large language models with
information retrieval capabilities and is able to answer time-
sensitive queries. A multi-LLM routing system includes a
router that dynamically selects among a diverse set of mod-
els to maximize the overall performance (Hu et al. 2024).
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'In compound Al systems, components include models and
agents, and these terms are used interchangeably in this work.

(a) Calm Cat (b) Slightly Irritated Cat (c) Very Angry Cat

(d) Slightly Annoyed Cat

(e) Angry Cat

(f) Furious Cat

Figure 1: This example illustrates the challenges in a compound
system composed of GPT-4 and the image generator DALL-E.
Given the user prompt to GPT-4, "Generate three separate images
of a cat being progressively angrier.” The first row (a—c) shows the
results from the first query, while the second row (d—f) represents
the results from another query. The captions under each image
summarize the prompts generated by GPT-4 for DALL-E (com-
plete prompts shown in Appendix). The prompts in both versions
reflect a progression in anger. Similarly, DALL-E accurately gener-
ates the images following the given prompts. However, the first row
fails to demonstrate a clear visual progression of anger compared
to the second row, highlighting GPT-4’s inconsistent collaboration
with DALL-E. Furthermore, our experiments (Section 4) show that
Llama-3-8B and Stable Diffusion XL achieve correct results only
32% of the time on similar tasks.

Compound Al systems utilize LLMs as the base models and
further integrate other models to complete more sophisti-
cated tasks that exceed the capability of a single LLM.

It is, therefore, crucial to ensure that the outputs of a com-
pound Al system align with human preferences and that each
component within the system is aligned to collaborate effec-
tively (Lin et al. 2024). However, such coordination does not
come naturally by simply integrating multiple pre-trained
models; we demonstrate a failure case of the coordination
between an LLM (GPT-4) and a diffusion model (DALL-E)
in Figure 1. This demonstrates the critical need to develop a



new framework to align compound Al systems.

While there are many effective ways to align mono-
lithic models with human preference (Rafailov et al. 2024;
Ziegler et al. 2019; Bai et al. 2022), aligning compound
systems remains an open problem. Standard methods such
as Direct Preference Optimization (DPO) (Rafailov et al.
2024) and Reinforcement Learning from Human Feedback
(RLHF) (Ziegler et al. 2019; Bai et al. 2022) are not di-
rectly applicable to compound systems for three primary
reasons. First, components in a compound Al system com-
municate in a non-differentiable way such as through plain
text, which prohibits an end-to-end gradient optimization or
RLHF. Second, aligning each component separately is prob-
lematic because the overall system’s preferences cannot be
decomposed into the preferences of individual components.
Effective collaboration among components is critical but not
easily captured by aligning them individually. Third, while
alignment datasets may exist for the system’s overall task,
they are often not available for the unique sub-tasks of indi-
vidual components.

In light of these challenges, there is an urgent need to
develop methodologies for aligning compound Al systems.
While recent studies have explored prompting techniques
and instruction tuning approaches (Yuksekgonul et al. 2024;
Lin et al. 2024; Shinn et al. 2024), these solutions only par-
tially address the fundamental challenges. To tackle these
challenges, we make the following contributions:

* We formally define the problem of preference learning
and alignment of compound Al system and then propose
SysDPO to align the entire compound Al system;

* We show how SysDPO can be applied to align a com-
pound Al system composed of an LLM agent and a text-
to-image diffusion model;

* We demonstrate that aligning compound Al systems in-
creases the success rate in handling complex instructions
and coordinating components.

These results deepen our understanding of the alignment
challenges in compound Al systems and provide a founda-
tion for future research.

2 The SysDPO Framework

In this section, we introduce the SysDPO pipeline. We start
by modeling the structure of compound Al systems as Di-
rected Acyclic Graphs (DAGs), which encode both the con-
nections between agents and the flow of the underlying data
generation process. The DAG structure enables us to fac-
torize the joint probability of generated outputs into several
components, resolving the non-differentiability issue when
aligning multiple agents. We then define a DPO-based loss
function that can be optimized from end-to-end simply via
gradient descent. The end-to-end optimization ensures that
each agent is aligned with user-defined preferences. Below,
we outline the key steps in the pipeline:

1. System Representation. We represent the compound
Al system as a Directed Acyclic Graph (DAG).We define
nodes as x, {y; }icr, {z;}jes, where z is the input, y; for
1 € [ are intermediate outputs and z; for j € J are final

(a) Example 1

(b) Example 2

Figure 2: Example 1. (LLM+Diffusion Models) The user gives
a prompt z which is processed by the LLM 6, to produce three
captions y1,y2,y3 for the diffusion model. The diffusion model
02 is called three times to generate images 21, 22,23 based on
three captions. Example 2. (Mixture-of-agents) The two-layered
MoA composed of three models 61, 02, 63. The instruction x is
sent to the three models in the first layer, and three text outputs
Y1,1,Y1,2, Y1,3 are generated respectively. Then, all of the previous
texts (x, y1,1, Y1,2, Y1,3) are sent to the second layer, and three out-
puts y2.1, Y2,2, Y2,3 are generated respectively. We omit the arrow
from x to the later layer for better readability. Finally, the output
from the second layer along with the input, i.e., (, y2,1, Y2,2, ¥Y2,3)
is sent to the final model to obtain the final output.

outputs. Except for the input z, each node represents a gen-
erated output, given by a single model or an external tool
based on some other nodes. We define the set of all gener-
ated outputs as s = {y;, z; }ier,jes. The directed edges rep-
resent the flow of the generated data between components.

Let us consider two concrete examples of a compound
Al system. The first example involves an LLM and a dif-
fusion model as shown in Figure 1 with the user prompt x
being “generate three separate images of ....” The DAG of
this example is shown in Figure 2 (a). The second example
is MoA (Wang et al. 2024). It leverages the collective power
of multiple LLMs through a layered architecture, where each
agent combines outputs from the preceding layer as the aux-
iliary information to generate responses. We formulate the
DAG for a two-layered MoA composed of three models, as
shown in Figure 2 (b).

2. Probability Factorization. The DAG structure encodes
the conditional independence of the generated data (Pearl
2009), enabling the decomposition of the probability of the
generated data into multiple terms:

[T »o(wilpw)

icl,jeJ

po(slzr) = - po; (7[P(25)), (D)
where P(-) returns the parent nodes (may include the input
x) of a given node in the graph, and 0 = {6, : k € T U J}
denotes the parameter set of models in the compound Al
system. This decomposition, derived from the DAG struc-
ture, breaks down the likelihood of system generation into
a product of multiple terms, where each term contains a
single model, allowing model-dependent optimization. Take
the case of Figure 2 (a) as an example and denoting the set
of generated contents as s = {y1, Y2, ys3, 21, 22, 23 }, we have
3

p(slz) = IT;=1 po, (vilz) - po, (2ily:).

For external tool 6; integrated within the system, the prob-
ability factorization py, (y;|P(y;)) is set to 1, assuming that
external tools provide deterministic outputs.



3. Preference Dataset Construction. SysDPO optimizes
for pairwise preferences by leveraging a preference dataset.
The dataset can be obtained in the following way: given a
query z, the system generates two versions of the responses,
which include outputs of every agent. We label the preferred
set as s*, and the not-preferred set as st

4. Loss Function Design. Given such a dataset D com-

posed of preference pairs (x, 5%, s!) and a compound Al
system formulated as a DAG, we can apply DPO to align
the system (Rafailov et al. 2024):

L(9) =

po(s”|z) _ gy pols'lz)
—E(,sv.s)~p {log" (ﬁ log pa(s®|z) Blog pé(sl\fﬂ)ﬂ 7
2

where @ denotes the collection of reference models, o (-)

stands for the sigmoid function. By decomposing py via
(1) in the DPO loss, we derive a differentiable loss func-
tion tailored for compound Al systems, which we refer to
as the SysDPO loss. Unlike the original DPO loss, which
optimizes individual models, SysDPO integrates probabil-
ity decomposition to capture interactions between multiple
components in compound Al systems.

3 Application: Compound AI System of
a LLLM and a Diffusion Model

In this section, we apply SysDPO to a group-image-
generation application with an example in Figure 1, which
involves an LLM ¢ and a Diffusion Model ¢. For a single
input z provided to the system, the LLM generates an inter-
mediate output y, which can be parsed to multiple captions
Y1,Y2,-..,Yn. Bach y;, ¢ =1,... n serves as a prompt for
the diffusion model. The diffusion model is then queried n
times, generating images 21, 2o, . . . , 2, as the final outputs.
This multi-step process is modeled as a DAG whose special
case (n = 3) is shown in Figure 2 (a), and it allows us to
decompose the generation process by

p(s|z) = py(ylz) - Hm(zilyi)- 3)

Note that, for better readability, we adopt a different nota-
tion for the models in this section as opposed to the nota-
tion used in Section 2. Apply the decomposition of proba-
bility equation 3 to the loss function equation 2, we get the
joint loss function of this system

L(Q/%Qb) = _E(z sw,sly~D
py(y"lz) iyt
[loga@ <10g 5y \w +Z “’Iyl ))

llyz)

where s* = {yw,z{”,zé”,...z;f}, and 1, ¢ are refer-
ence models. The language model’s generation likelihood
Py (y|x) is accessible, while the diffusion model’s py(2|y)
is not. The following subsection will handle this challenge
by delving into the generation process of diffusion models.

3.1 Handling the Diffusion Model

To obtain the diffusion model’s generation likelihood, we
build upon (Wallace et al. 2024), which applies DPO to de-
noising diffusion probabilistic models (Ho, Jain, and Abbeel
2020), and extend it to accommodate our framework. Details
of the derivation and the theorem are in Appendix A.

A diffusion model learns to reverse a diffusion process,
represented by a sequence zo.r := (20, 21, ..., 2T ), Where
the original image 2y is gradually transformed into standard
Gaussian noise zg over 1" steps. By learning to reverse this
process, the model generates images by progressively de-
noising zr, starting from noise and reconstructing the origi-
nal image 2. The likelihood of the reverse process is

po(z0:rly) = p(zr) [T/=s o (zt-1]2t,y),

where each py(2:—1]/2¢, y) is a Gaussian density function.

However, the diffusion model does not directly pro-
vide the likelihood pg, even for a small Gaussian step
Pe(2t—1]2t,y). To this end, Ho, Jain, and Abbeel (2020) pro-
posed a denoiser €4, which predicts the original image from
a noisy input and can be applied to approximate the likeli-
hood. Such denoiser can be learned from data by optimizing
the following objective function:

w w w w 2
ZE((;S? t7 Zi,t7 Yi ) = |:wt HE - €¢(Zi,t7t7yi )H ] ’
where w; is a weight parameter, z;"; is the i-th output at
timestep t, and e corresponds to the noise added to zZ o from

which z}%, is derived. Similarly, we use (c(¢;t, 2!, yl) to
denote the denoising loss for the losing data.

We prove the following theorem, which converts equa-
tion 4 into a loss function that directly utilizes the denoiser
loss function, thereby making the loss function optimizable.

Theorem 1. The loss function (4) is upper bounded by

L, ¢) < =By gw o) Ee Eow, .ot [loga<ﬁ<

(m Po ) gy

p@(y”|$)

e

Thus, we obtain a tractable loss function for SysDPO.

4 Experiments

We evaluate the effectiveness of SysDPO alignment in a
compound Al system described in section 3. We train and
evaluate the system on a dataset of multi-modal progression
tasks, where the system generates sequences of images with
a specific scene-related attribute that varies progressively.
Examples of inputs and outputs are provided in Appendix E.
Our evaluation focuses on the coherence among images and
their alignment with holistic preferences.

Dataset Construction. We constructed a custom dataset
using the following steps:

1. Attribute Selection: We use a regressor from Zhuang,
Koyejo, and Schwing (2021) which gives scores from
[0,1] to images based on 40 distinct scene-related at-
tributes (e.g., brightness, coldness, fog density).



2. Instruction Design: For each attribute, we query GPT-4
to generate 250 user prompts of generating a sequence
of images representing the progression of the intensity of
that attribute. To ensure the diversity of user prompts, we
generate prompts using four distinct prompt styles from
Qin et al. (2024). Details are provided in Appendix D.

3. Constructing Chosen and Rejected Pairs: For each
user prompt, four image sequences are generated and
ranked using the Preference Score g, described below
in equation 5. Six comparison pairs are constructed from
the four samples. The instance among the two pairs with
the higher preference score is marked as the preferred.
The dataset contains a total of 6000 comparison pairs.

Preference Score. To compare the generated image se-
quences, we define a preference score g that evaluates both
order consistency and distribution evenness. This metric is
based on the attribute scores assigned to the images by the
regressor from Zhuang, Koyejo, and Schwing (2021). Given
a sequence of three images with attribute scores a1, as, and
as, the Preference Score ¢ is computed as:

q=— (a1 — a3 + |az — (a1 + a3)/2]) ®)

Sequences with higher ¢ values are preferred, as they reflect
correct ordering and smoother distributions. Conversely, re-
versed or uneven sequences result in lower gq.

For further details, including examples illustrating the cal-
culation of ¢, please refer to Appendix C.

Models. For dataset construction and evaluation, we use
an instruction-tuned Llama-3-8B model (Al@Meta 2024)
as the language model. To generate image sequences for
constructing chosen and rejected samples in the dataset, we
employ Stable Diffusion XL (SDXL) (Podell et al. 2023).
For training purposes, we use Stable Diffusion 1.5 (Rom-
bach et al. 2022) which provides a balance between compu-
tational efficiency and generation quality.

Evaluation. The performance of the system is evaluated
using two metrics. The first metric is the Average Pref-
erence Score across all generated sequences from the test
dataset. The second evaluation metric is the Order Con-
sistency Ratio, measuring the proportion of generated se-
quences in the correct order, i.e., where a1 < as < as.

Baselines. To evaluate the effectiveness of the proposed
SysDPO joint alignment approach, we compare it against
four baseline methods.

1. System Before Alignment. The first baseline represents
the system prior to applying SysDPO. Notably, Llama-3-
8B-it is instruction-tuned, so that it serves as a baseline
for conventional separately aligned systems.

2. Best-of-4 Sampling Baseline. For this baseline, we sam-
ple four image sequences generated by the system with-
out optimization. For each user prompt, we select the
best-performing sequence based on the Preference Score.
The average of the selected sequences is reported.

3. Only Train Language Model or Diffusion Model. In
this baseline, we freeze the weights of the diffusion
model or language model and train only another model
using the dataset and proposed loss function of SysDPO.

Results. This section presents the performance of the pro-
posed SysDPO compared to the baselines. We evaluate the
system using the Preference Score and Order Consistency
Ratio. Examples of system outputs before and after training
can be found in Appendix E.?

Table 1: Performance comparison of the proposed method and
baselines. Higher Preference Scores (Pref. Score) and higher Or-
der Consistency Ratios (OC Ratio) are better.

Method Pref. Score | OC Ratio
SysDPO (Proposed) 0.25 70%
System Before Alignment -0.20 32%
Best-of-Sampling 0.16 67%
Only Train Language Model 0.23 65%
Only Train Diffusion Model -0.03 35%

The results in Table 1 demonstrate the importance of
alignment in compound Al systems and the effectiveness
of the proposed SysDPO alignment approach. The “Sys-
tem Before Alignment” baseline achieves poor performance,
with a low Preference Score and a low Order Consistency
Ratio (32%), indicating that conventionally instruction-
tuned components are insufficient for ensuring coherent col-
laboration in compound systems. The “Only Train Language
Model” baseline achieves significantly better results than the
“Only Train diffusion Model”, with a Preference Score of
0.23 and a Ratio of 65%. This is due to the LLM’s role
in generating captions that control output sequences, influ-
encing the overall progression and coherence of the system.
SysDPO achieves the best Preference Score (0.25) and the
highest Order Consistency Ratio (70%). These results vali-
date the effectiveness of our SysDPO algorithm, demonstrat-
ing its ability to optimize both components together for su-
perior performance in generating coherent image sequences.

5 Discussion and Future Work

Our preliminary investigations indicate that the proposed
formulation and methodology are promising for aligning
compound Al systems. However, further experimental in-
vestigations are necessary to evaluate its potential compre-
hensively. For instance, how does our approach compare to
existing techniques, such as instruction tuning and prompt-
ing strategies? Additionally, the scalability of our method
to more complex applications, where the number of compo-
nents and interactions grows significantly, remains open.

Despite these open questions, our work establishes a solid
foundation for aligning compound Al systems as cohesive
entities. We believe that the insights and framework pre-
sented here pave the way for promising advancements in this
area of research.

2We use LoRA to train the language model, reducing memory
overhead. The experiments were performed on 2 A100 GPUs, re-
quiring around 4 hours of training.
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Appendix

A Details of Diffusion Models and Proof of Theorem 1

In this section of the appendix, we provide a detailed explanation of the DDPM diffusion model and the derivation of Theorem 1.

A.1 Denoising Diffusion Probabilistic Model (DDPM)

DDPM (Ho, Jain, and Abbeel 2020) is a widely used class of diffusion model. Below is a highlight of the key ingredient we
need for DPO for DDPM (Wallace et al. 2024), with our framework.

Given a real image =z, consider a diffusion process, which we call the forward process, gradually making the original image
into Gaussian noise zp after T steps, i.e.,

20 = 21 = 29 — -+ — 2y ~ N(0,1).
The goal of the diffusion model ¢ is to reverse this process that recovers an image from noise. The forward process and the
reverse process are denoted respectively as
a(zo:rly),  po(z0rly),

where y is the context, i.e., the prompt to the diffusion model.
Note that both the forward and backward processes are Markovian, and in particular we have the nice property that the
forward process

T
q(zo.7|y) = q(20|y) H q(z|ze—-1) where each ¢(z¢|2z;—1) is a Gaussian.
t=1

Similarly, the reverse process

!

pe(zor|y) = H (ze-1]2t,v), where each py(z¢—1|2¢,y) is a Gaussian. (6)

In this formulation, the ideal goal for the diffusion model is that ¢(zo.7|y) = pe(20.7|y). However, this is not easy to optimize
directly. With some analysis, the DDPM paper (Ho, Jain, and Abbeel 2020) proposes to minimize for

Dkr(q(z—1|zt, ZOvy)||p¢(Zt—1|ztvy)) for ¢t ~U([T]), 20 ~ q(z0|y),

where U(-) denotes the uniform distribution on a set, and [T'] denotes the set of {1,2,...,T}. This is done by learning a
denoiser €, operating in the following way. For a real image zo ~ ¢(zo|y), we sample noise ¢ ~ N(0, I), and have
zt(20,€) = Vauzo + V1 — Que, )

where &; is some parameter such that z; ~ ¢(z¢|2o). Then, the denoiser predicts the noise ¢ that is added to the z. Le.,
€s(2e(20,€),t,y) aims to predict €.
The denoiser €4 is essentially a reparameterization of the mean of py (2:—1]2¢,y).
The key ingredient is that, as shown in (Ho, Jain, and Abbeel 2020),
2
Drr(q(ze-1l2t, 20, Y)lIps (2e-112t,Y)) = Ecan(o,n) [wt lle — €p(2t(20,€), t,9) 17| + C, (8)

where w; is a weight parameter and C' is a constant independent of model ¢.
Therefore, modeling €4 by a neural net, the DDPM model ¢ is trained to minimize the above objective averaged over samples
of y, 2o, €, t.

A.2 Dealing with the Diffusion Model in SysDPO
Recall in the main text we obtain the System DPO loss function as equation 4:

L(¢,¢) = —E(y,sv st)~D {logc/'(,ﬁ <log + Z w:ZZ )) -3 (1 : + Z og ll?)) )}

The next step is to convert the likelihood of the diffusion model py4 to something optimizable.
The first step is to consider the generated image as the whole process, i.e.,

2i,0:T = {Zi,07 Zidy e ,ZzyT}7



where z; ¢ is the generated image, while the others are things in the middle. Following the same notation, we denote
Zit—1,t = {Zi,tflu Zi,t}~

The preference is considered to be given to every process that generates zg as the end outcome. Following (Wallace et al.
2024), we have
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Recall the factorization of the reverse process (equation 6), we have
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Note that ZtT:l = TEs~y (1)) for t is a random variable uniformly distributed on 1,2, ..., 7. Simply denoting E;y;((r}) as
FE;, we have
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Next, we may further simplify the equation by switching Ezwl_

_E(m,s“’,sl)wD

(20 200 2 a(Z g2 ) and [E; in the above, i.e.,
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The rationale for the above can be illustrated as follows. Consider a random variables Z1,..., Z7, and any function f :
(Zi-1,7;) — R for any ¢ € [T. Then, denoting &° as the indicator function, i.e., 6° = 1 only if s = ¢, and 6° = 0 otherwise,
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we can derive
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Since — log o is convex, by Jensen’s 1nequa11ty, we have
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Recall that what we have done so far is all for making the diffusion model’s log probability efficiently computable. To

complete the derivation, it remains to convert the log-probabilities to the denoising loss via equation 8. Specifically, with C
being the constant appears in equation 8, we can see that
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To simplify the notation, we denote

— 'LU w w
p¢ m 1|sz7yz) pqﬁ it— 1 ua%)
:]Ez’zut 1~a(z, 1|zfﬂmzzt IOg lo

2
(¢7 y % t7 ) = |:wt HE - 6¢(Z;f)t7t7y;u)H :| )
where the € corresponds to the noise from which z}", % is derived (see equation 7). Similarly, we use ¢ (¢; t, l £ yl) to denote the
denoising loss for the losing data.
Thus we can write equation 9 as
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Thus, we complete the proof of Theorem 1.



B Complete Prompts in Figure 1
The complete prompts generated by GPT-4 for DALL-E to generate the six images in Figure 1 are as follows.

(a) A realistic image of a calm cat sitting comfortably on a soft cushion. The cat has a serene expression, with its eyes half-
closed in contentment. It has fluffy fur, predominantly grey with white patches, and its tail is neatly curled around its body.
The background is a cozy room with a hint of sunlight filtering through a window, casting a warm glow on the cat.

(b) A realistic image of a slightly irritated cat sitting on a wooden floor. The cat has a slight frown and its ears are tilted back
slightly, indicating mild annoyance. It has short fur, a mix of black and white, and is staring directly at the viewer with wide
eyes. The background is simple, with a few scattered cat toys and a small plant, adding to the homey atmosphere.

(c) A realistic image of a very angry cat with its fur bristled and ears flattened against its head. The cat’s eyes are narrowed and
glowing, mouth slightly open in a hiss. It has thick, long fur that is mostly black with some orange stripes. The background
shows a stormy sky through a window, enhancing the dramatic mood. The cat is on a dark rug, which contrasts with its
bright, intense eyes.

(d) A cartoon-style image of a cat with a slightly annoyed expression. The cat has fluffy white fur, bright green eyes, and its
ears are slightly pulled back. It is sitting comfortably on a soft blue cushion, with its tail flicking lightly to the side. The
background is a simple, soft yellow to keep the focus on the cat’s expression.

(e) A cartoon-style image of a cat with an angry expression. The cat has fluffy grey fur, narrowed yellow eyes, and its ears are
flat against its head. It is standing with an arched back on a wooden floor, with its fur bristling and its claws slightly out. The
background is a dimly lit room, adding to the menacing atmosphere around the cat.

(f) A cartoon-style image of a cat with a furious expression. The cat has short black fur, glaring red eyes, and its ears are pinned
back. It is hissing aggressively, showing sharp teeth, with a puffed tail. The cat stands on a stormy night background, with
lightning in the sky, enhancing the dramatic and intense mood.

C Preference Score Calculation

Definition. The Preference Score g evaluates the quality of a sequence of three images with attribute scores a1, as, and
as € [0, 1], and is computed as:

1. Order Consistency: A correctly ordered sequence (a; < as < ag) yields a higher g value, while a reversed sequence results
in a lower ¢ value.

a1—|—a3

as —

q—(a1a3+

Properties. The Preference Score reflects two aspects:

2. Distribution Evenness: A sequence where as is closer to the midpoint between a; and as maximizes the score.

Example Calculation. Consider four sequences of attribute scores:
* Sequence a = [1,0.5, 0]
* Sequence b = [0,1,0.9]
* Sequence ¢ = [0, 0.5, 1]

For a:

qa:—<1—0+‘0.5—1;0)=—1
For b:

o= — (00.9+‘1 (”20‘9‘) —0.35
For c:

0+1
qc:—<0—1+’0.5——|2_>:1

Since g, < qp, sequence b is preferred between sequence a and b. Sequence c is preferred between sequence b and c. This
illustrates how the Preference Score penalizes uneven intermediate distributions or incorrect orderings.

D Prompt Styles and Examples

To ensure diversity in user prompts, we utilize four distinct prompt styles inspired by (Qin et al. 2024). Each style varies in
how it frames the objective for image generation. For illustration, all the examples below are based on the attribute bright,”
showcasing how this attribute can be expressed in different styles.



D.1 Prompt Styles

Prompt-Based Style. This style of prompt directly describes the objective to be generated. It provides a clear and concise
target for the system. For example:

* ”A series of images showing a garden with increasing brightness, from dawn to midday.”
Instruction-Based Style. This style uses instructional language to explicitly direct the system on what to generate. The
phrasing is structured as a command or directive. For example:

* “Generate a series of images of a morning scene, increasing the brightness and cheerfulness.”
Inspiration-Based Style. This style reflects a user’s desire or inspiration for what they want to see. The prompt is expressed
as a personal request or imaginative wish. For example:

» ”I want to see a series of images of a mountain as it gets progressively brighter.”
Hypothesis-Based Style. This style frames the generation task as a hypothetical scenario, often using conditional or
reasoning-based language. The prompt includes both the condition and the desired outcome. For example:

* ”If the scene becomes brighter, the series of images will show progressively more illuminated scenes.”

E Examples of Input and Output of Experiments

This appendix presents illustrative examples of the system’s inputs and outputs. Each example consists of a user prompt as
input and a sequence of three images as the output. Examples include:

* Success cases before training, highlighting potential alignment issues in untrained systems.
* Failed cases before training, showcasing issues with order consistency or uneven attribute progression.
» Improved cases after training, demonstrating the effectiveness of the proposed SysDPO alignment method.

E.1 Success Case Before Training

Input Prompt: ’I want to see a series of images of a beach, with varying intensity of sunlight from overcast to bright sun.”
Attribute: Sunny
Intermediate Captions:

(a) Generate an image of a serene beach on a cloudy day, with the sun hidden behind thick grey clouds, casting a soft, diffused
light on the sand and sea. The waves are calm, and a few seagulls are flying overhead.

(b) Create an image of the same beach, but with the sun breaking through the clouds, casting a warm, golden light on the sand
and sea. The waves are slightly choppy, and a few beach umbrellas and sun loungers are scattered along the shore.

(c) Produce an image of the beach on a bright, sunny day, with the sun high in the sky and shining brightly down on the sand
and sea. The waves are crashing against the shore, and a group of people are enjoying the day, with some playing beach
volleyball and others swimming in the ocean.

Figure 3: An example of a successful output before training.



E.2 Failed Case Before Training

Input Prompt: I want to see a series of images of a lake as the ice increases.”
Attribute: Ice

Intermediate Captions:

(a) Generate an image of a serene lake on a warm summer day, with calm water and lush greenery surrounding it, but with no
signs of ice or frost.

(b) Create an image of the same lake but with a thin layer of ice starting to form on the surface, with ripples and imperfections,
and the surrounding landscape showing subtle signs of autumnal change, such as fallen leaves and fading greenery.

(c) Produce an image of the lake completely frozen, with a thick layer of ice covering its surface, and the surrounding landscape
transformed into a winter wonderland, with snow-covered trees, frozen waterfalls, and a crisp, blue-gray sky.

Figure 4: An example of a failure case before training. The first and second images lack clear progression in ice intensity.

E.3 Improved Case After Training

Input Prompt: “Create a series of images of a lake, increasing the thickness of ice.”
Attribute: Ice

Intermediate Captions:

(a) Generate a serene summer day with a calm and clear lake shoreline, featuring lush green trees and blooming vegetation,

with water as the main focus. The water should be smooth and reflective, with a few boats or sailboats in the background.
Ignore the water conditions.

(b) Continue with the same shoreline and surroundings, but with the onset of autumn, add gentle winds and decreasing temper-
atures. The vegetation should be dormant, and while the water is still calm, start to notice a slight decrease in clarity. There
should be no ice yet, but hint at the changing conditions with minimal foliage or bare trees along the shore.

(c) In the dead of winter, depict a frozen landscape with the same shoreline, but now with thick, rugged ice covering the entire
lake. The trees should be bare and shown as silhouettes against the harsh winter sky. The goal is a highly realistic, textured
ice surface with no signs of water, and incorporate any relevant winter elements like snow-covered ground or bare branches.



Figure 5: An example of an improved case after training. The sequence shows smooth and consistent progression in the ice
intensity.



