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Abstract

In this study, we delve into the validity of con-
ventional personality questionnaires in captur-
ing the human-like personality traits of Large
Language Models (LLMs). Our objective is
to assess the congruence between the person-
ality traits LLMs claim to possess and their
demonstrated tendencies in real-world scenar-
ios. By conducting an extensive examination of
LLM outputs against observed human response
patterns, we discover the disjunction between
self-knowledge and action in LLMs. And we
formulate hypotheses grounded in psychologi-
cal theories and metrics, offering insights into
the intricate mechanisms driving the observed
discrepancy .

1 Introduction

Personality, a foundational social, behavioral phe-
nomenon in psychology, encompasses the unique
patterns of thoughts, emotions, and behaviors of an
entity (Allport, 1937; Roberts and Yoon, 2022). In
humans, personality is shaped by biological and so-
cial factors, fundamentally influencing daily inter-
actions and preferences (Roberts et al., 2007). Stud-
ies have indicated how personality information is
richly encoded within human language (Goldberg,
1981; Saucier and Goldberg, 2001). LLMs, con-
taining extensive socio-political, economic, and be-
havioral data, can generate language that expresses
personality content. Measuring and verifying the
ability of LLMs to synthesize personality brings
hope for the safety, responsibility, and coordina-
tion of LLM efforts (Gabriel, 2020) and sheds light
on enhancing LLM performance in specific tasks
through targeted adjustments.

Thus, evaluating the anthropomorphic personal-
ity performance of LLMs has become a shared in-
terest across fields such as artificial intelligence(Al)
studies, social sciences, cognitive psychology, and
psychometrics. A common method for assessment
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Figure 1: Self-knowledge-Action Divergence of LLMs

involves having LLMs answer personality question-
naires (Huang et al., 2024). However, the reliability
of LLMSs’ responses, whether the responses truly
reflect LLMs’ genuine personality inclinations, and
whether LLMs’ behavior in real-world scenarios
aligns with their stated human-like personality ten-
dencies remain unknown, as depicted in Figure 1.

To illustrate such inconsistency in LLMs, we
introduce two concepts: self-knowledge ' and ac-
tion. In the following, self-knowledge specifically
refers to an individual’s understanding and aware-
ness of their own internal states, including person-
ality, emotions, values, motivations, and behavioral
patterns. The term personality knowledge men-
tioned later is equivalent to self-knowledge. Action
refers to the behavioral state of an individual in
actual situations. For humans, action is the way
self-knowledge is transformed into external expres-
sion. Self-knowledge and action are meant to be
two interacting aspects.

From the perspective of LLMs, a discordance
between an LLM’s asserted self-knowledge and its
action can result in noteworthy adverse outcomes.
For example, while an LLM may claim to prioritize
human friendliness, its failure to manifest amicable
behaviors in real-world situations is undoubtedly

1https://plato.stanford.edu/entries/
self-knowledge/
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a circumstance we fervently seek to avert. Hence,
our study endeavors to assess the alignment be-
tween the personality traits claimed by LLMs and
their actual behavior tendency. From the perspec-
tive of personality scales, there have been several
studies investigating the reliability of personality
questionnaires on LL.Ms (tse Huang et al., 2023;
Safdari et al., 2023). However, there has yet to
be any exploration of the validity of psychological
scales on LLMs. Our work aims to address this gap
in the research literature. In general, our research
makes three significant contributions:

* We meticulously select appropriate question-
naires to assess the human-like personality
traits of LLMs and design a behavior ten-
dency questionnaire that reflects real-world
situations and behaviors based on them;

* We evaluate the self-knowledge-action con-
gruence of LLMs, revealing substantial dispar-
ities between LL.Ms’ personality knowledge
and behavioral inclinations;

* We empirically test various LLMs against ob-
served human response patterns, formulate
conjectures, and perform preliminary valida-
tion, thereby shedding light on the potential
and limitations of LLMs in mimicking com-
plex human psychological traits.

In Section 2, we explore the selection of appro-
priate personality scales for assessing LLMs, and
introduce the process of our corpus design. Sec-
tion 3 presents the our empirical analysis — eval-
uating self-knowledge-action congruence of vari-
ous LLMs. In Section 4, we propose and explore
a hypothesis regarding the LLMs’ observed self-
knowledge-action discrepancy. Section 5 situates
our study within the broader context of existing
research on LLMs and personality assessment. Fi-
nally, in Section 6, we conclude our work.

2 Corpus Design

2.1 Choice of Personality Questionnaires

In the nuanced exploration of anthropomorphic per-
sonality traits within LLMs, selecting the most ap-
propriate personality tests is paramount. Among
diverse personality assessments, the comprehen-
sive coverage of personality dimensions, theoret-
ical robustness, and practical relevance make the
Big Five Personality Traits (Goldberg, 1981; Costa
and McCrae, 2008) and the Myers-Briggs Type

Indicator (MBTI) (Myers, 1962) the most fitting
choices for our study. The Big Five’s emphasis on
broad behavioral dimensions enables a thorough
exploration of the spectrum of personalities that
LLMs can potentially emulate (John et al., 1988).
At the same time, the typological approach of the
MBTI complements insights into the cognitive and
interactional styles that LLMs may adopt, thereby
providing a nuanced understanding of their anthro-
pomorphic abilities (Myers, 1962).

The Big Five model (Goldberg, 1981) offer a
comprehensive framework that segments person-
ality into five broad dimensions: Openness, Con-
scientiousness, Extraversion, Agreeableness, and
Neuroticism. This model’s universality and its
emphasis on a broad spectrum of human behav-
ior make it exceptionally suited for evaluating the
depth and complexity of LLMs’ simulated person-
alities. Its widespread acceptance in both academic
and applied psychology underscores its robustness
and applicability across cultures (John et al., 1988),
enhancing its relevance for a study aiming to as-
sess globally deployed LLMs. The MBTI model
provides a different lens through which to view
personality, categorizing individuals into sixteen
distinct types based on preferences in how they per-
ceive the world and make decisions (Myers, 1962).
In Psychological Types, Jung and Beebe (2016)
elaborated on the three dimensions of individual
behavioral differences obtained through clinical ob-
servation and psychological analysis: (1) Mental
energy direction: Extraversion - iNtroversion; (2)
Information acquisition method: Sensing-Intuition;
(3) Decision-making methods: Thinking-Feeling.
Myers (1962) added a new dimension to these three
dimensions - (4) Life attitude orientation: Judging -
Perceiving, thus using four dimensions to describe
individual behavioral differences. In brief, the fo-
cus of MBTI model on cognitive styles and in-
terpersonal dynamics complements the Big Five’s
behavioral emphasis, together providing a holistic
view of personality that is critical for our research.

To devise a straightforward yet impactful eval-
uation of LLMs’ personality traits, we’ve opted
for two questionnaires (TDA-100 (Goldberg, 1992)
and BFI-44 (John et al., 1991)) rooted in the Big
Five model, along with one questionnaire (16 Per-
sonalities %) based on the MBTI model. These
selections were made due to their proven high re-
liability and validity in both English and Chinese

Zhttps://www.16personalities.com/
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(Goldberg, 1992; John et al., 1991; Makwana and
Dave, 2020; Zhang, 2012) 3.

Dozens of questionnaires based on the Big Five
model can be classified into three board categories:
self-report inventory, adjective checklist and non-
verbal inventory (Chen et al., 2015). Among them,
nonverbal inventory questionnaires are beyond the
scope of our consideration. We selected the repre-
sentative questionnaire BFI-44 # of the self-report
inventory type, encompassing 44 statements, and
the representative questionnaire TDA-100 > of the
adjective checklist type, including 80 statements.
Among many questionnaires based on the MBTI
model, we chose 16 Personalities(containing 60
statements) due to its widespread usage across 30
countries ©. Based on these questionnaires with
high reliability and validity of both their English
and Chinese versions, we ensure that our investi-
gation into the anthropomorphic traits of LLMs
is grounded in robust psychological methodology
and thereby construct a bilingual personality knowl-
edge questionnaire, including a total of 180 state-
ments.

2.2 Process of Corpus Design

In the following, we will detail the methodology
adopted to create a comprehensive corpus aimed
at evaluating the congruence between the person-
ality traits professed by LLMs and their behavior
tendency. The corpus is comprised of 2 parts: a
personality knowledge questionnaire and a behav-
ior tendency questionnaire. The former is outlined
in Section 2.1, and the latter is closely aligned with
the former.

We apply the common method of constructing
behavioral procedures approach test, sample ap-
proach, which assumes that the test behavior con-
stitutes a subset of the actual behaviors of interest
(Golfried and Kent, 1972). The detailed design
process is outlined as follows:

Step 1: As Golfried and Kent (1972) has men-
tioned that the ideal approach to response expres-
sion would constitute the individual’s actual re-
sponse in a real-life situation, in that this represents

3validity analysis of selected questionnaires: https:
//ipip.ori.org/newNEO_DomainsTable.htm, https:
//www.ocf.berkeley.edu/~johnlab/bfiscale.php,
https://www.16personalities.com/articles/
reliability-and-validity

4https://www.ocf.berkeley.edu/~johnlab/
bfiscale.php
5https://ipip.ori.org/newNEODomainsKey.htm

6https://www.16personalities.com/ar‘ticles/
our-theory

the most direct approach to behavioral sampling.
We recruited 16 individuals, each representing a
distinct MBTT type, to undertake the following
task: for every statement in the personality knowl-
edge questionnaire, they provided a practical sce-
nario case. Each scenario case comprises situations
drawn from their own lives, along with two com-
pletely contrasting actions: Action A and Action
B. Action A fully aligns with the statement, while
Action B completely contradicts it. The content of
Action A and Action B need to be kept basically
the same length.

Step 2: Following the acquisition of the 16 prac-
tical scenario cases corresponding to each state-
ment, we condensed them into a single case. For
19 statements exhibiting significant variations in
cases, we amalgamated them into 2 to 3 cases.

Step 3: For statements associated with multiple
practical scenario cases, we tasked the previously
enlisted 16 individuals to assign ratings to each
case. A rating of 1 was given if they believed the
case accurately reflected the meaning of the corre-
sponding statement in the personality knowledge
questionnaire; otherwise, a rating of 0 was assigned.
The case with the highest score for these 19 state-
ments was selected as the final practical scenario
case.

Step 4: We enlisted the participation of 10 re-
viewers to assess the consistency of the 180 per-
sonality knowledge - practical scenario pairs. The
results demonstrate that the consistency approval
rate for each pair exceeds 90%.

All the individuals involved are native Chinese
speakers with a level of English proficiency of
CEFR Cl1. The detailed instructions for the sce-
nario providers and reviewers are shown in Ap-
pendix G. Here is an example of a personality
knowledge - practical scenario pair in Table 17,

The culmination of this meticulous process is a
bilingual English-Chinese Parallel Sentence Pair
Self-knowledge-Action Test Set, comprising 180
matched pairs of personality knowledge and action
scenarios. This corpus serves as a fundamental
tool in our study, allowing us to rigorously evaluate
the LLMSs’ proficiency in understanding and acting
upon various personality traits, bridging the gap
between personality understanding and practical
action in the realm of Al

Besides, it is worth mentioning that during the

"You can find more examples in Appendix D, and we have

uploaded the corpus in the supplementary file. The whole
corpus will be available online after acceptance.
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Category Example

personality Is relaxed, handles stress well.

knowledge | HUIARY, B LMRIFRINSETT -

(EN-ZH)

practical When faced with a challenging task with a

scenario tight deadline:

(EN) A. You feel anxious or overwhelmed and
struggle to adapt.
B. You remain composed, handle the pres-
sure calmly, and devise alternative solu-
tions swiftly.

(ZH) T 2B A R AT PR AR S50
A IRIEEN BB FIFTHE XML& N
HrIH L -
B. IRIRFFEUE, WENXES, HR
Ll =WIES

Table 1: An example of personality knowledge - practi-
cal scenario pair

corpus design process, we avoid the following ef-
fects of gender and identity:

Elimination of gender effect A pivotal aspect
of our design process is the elimination of poten-
tial biases related to gender and identity, ensur-
ing a neutral ground for LLMs to exhibit uninflu-
enced responses. Gender is not specified in any
scenario; first- and second-person pronouns were
used exclusively to maintain neutrality. Further-
more, interacting characters were referred to with
non-gender-specific pronouns such as "someone",
thus removing any gender implications.

Elimination of identity bias In terms of iden-
tity, the scenarios were crafted to be devoid of any
specific roles or relationships that might prompt bi-
ased responses from LLMs (Wang et al., 2023). We
avoided assigning specific professions or societal
roles to the respondents or defining specific rela-
tionships unless explicitly required by the original
statement from the personality knowledge question-
naires.

3 Experiment on LLMs’
Self-knowledge-Action Congruence

3.1 Experiment

Among all LLMs, we selected baize-v2-7b, Chat-
GLM3, GPT-3.5-turbo, GPT-4, internLM-chat-7b,
Mistral-7b, MPT-7b-chat, Qwen-14b-chat, TULU-
2-DPO-7b, Vicuna-13b, Vicuna-33b and Zephyr-
7b, 12 LLMs in total, who could answer the per-
sonality cognitive questionnaire in the form of a
Q&A. The detailed setup is shown in Appendix D.
Then, we rewrote a prompt for LLM to answer the
former part of our corpus - personality knowledge
questionnaire based on the response requirements

of the MBTI-M questionnaire (GU and Hu, 2012)
in Table 2.

Upon reviewing the responses from the LLMs,
we discovered that some LLMs failed to grasp the
intended meaning of the prompts, resulting in un-
reasonable responses as detailed in Appendix A.
Out of the LLMs assessed, only seven LLMs, Chat-
GLM3, GPT-4, GPT-3.5-turbo, Mistral-7b, Vicuna-
13b, Vicuna-33b, and Zephyr7b, produced valid
responses. Subsequently, we sifted through these
valid responses, computed their averages to repre-
sent the LLMs’ actual responses, and proceeded
to evaluate the reliability of these responses, as
outlined in Appendix B. Following this assess-
ment, we determined that the responses from Chat-
GLM3, GPT-3.5-turbo, GPT4, Vicunal3b and
Vicuna33b are reliable for further personality anal-
ysis.

In the following, we explore the alignment be-
tween responses given by LLMs to personality
knowledge questionnaires and their actions within
designed scenarios. Regarding the prompt for
questioning, we selected the instructions of five
common academic questionnaires with effective
analysis of reliability and validity (Makwana and
Dave, 2020; Johnson et al., 1998; Goldberg, 1992;
John et al., 1991; Nardi, 2011), 16 Personali-
ties Test, MBTI-M?, TDA-100, BFI-44-Children
adapted and Dario Nardi’s Cognitive Test , as the
prompt for the LLM of questioning of the personal-
ity knowledge questionnaire. We utilize various
prompts to prevent any particular prompt from
exerting a specific influence on LLM responses,
thereby accurately reflecting the general tendencies
of LLMs when answering personality knowledge
questionnaires.

As for the responding approach to the person-
ality knowledge questionnaire, according to the
structure of the chosen personality scales in 2.1,
responses to statements are initially mapped on a
7-point Likert scale, ranging from 1 to 7. Accord-
ing to several previous studies, when responding
to personality scales, LLMs’ answers often remain
consistent, regardless of factors such as question
order, quantity, answer sequence, or timing of in-
quiry. (tse Huang et al., 2023; Safdari et al., 2023).
Therefore, for each prompt, we asked each LLM 10
times with the original form of our chosen person-

8https: //wedgworthleadership.com/wp-content/
uploads/2016/08/Myers-Briggs-Personality-Test.
pdf

*http://keys2cognition.com/
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Source

Prompt

16 Personalities
Test

You can only reply to me with numbers from I to 7. Score each statement on a scale of 1 to 7 with 1
being disagree, 4 being not sure and 7 being agree.

MBTI-M Test

Read the following statements carefully and rate each one from I to 7, with 7 meaning that it applies
to you completely, 1 meaning that it doesn’t apply to you at all, and 4 meaning that you are not sure
whether it applies to you or not.

TDA-100 Test

Below are several descriptions that may or may not fit you. Please indicate how much you agree or
disagree with that statement by giving a specific number from 1 to 7. 1 means you totally disagree
with the statement, 4 means you are not sure, and 7 means you totally agree with the statement.

BFI-44-children
adapted version

Here are several statements that may or may not describe what you are like. Write the number between
1 and 7 that shows how much you agree or disagree that it describes you. 1 means you disagree
strongly that the statement applies to you, 4 means you are not sure, and 7 means you agree strongly
with the statement.

Dario Nardi’s | Please read carefully each of the phrases below. For each phrase: Rate how often you do skillfully
Cognitive Test what the phrase describes between 1 and 7. 1 means the phrase is not me, 4 means that you are not
sure, and 7 means that the phrase is exactly me.
Table 2: Various Prompts of Personality Knowledge Questionnaire
LLMs & Human Cosine Spearman Rank Value Mean  Proportion of
Respondents Similarity Correlation Coefficient Difference = Consistent Pairs
ChatGLM3 0.24 0.23 1.58 47.22%
GPT-3.5-turbo 0.17 0.19 1.74 50.56%
GPT-4 0.52 0.56 1.02 78.89%
Vicuna-13b 0.08 0.07 1.57 52.78%
Vicuna-33b 0.18 0.06 1.68 52.22%
LLMs(AVG £SD)  0.24 £ 0.15 0.22 +£0.18 1.52 +0.26 56.78 + 11.25%
Human(AVG £ SD) 0.76 + 0.09 0.78 + 0.08 0.69 + 0.27 84.69 + 8.22%
Human(MIN) 0.61 0.66 1.08 73.78%
Human(MAX) 0.95 0.96 0.07 99.44%

Table 3: LLMs’ Self-knowledge - Action Congruence Performance with Reference of Human Respondents’ Perfor-
mance (AVG, SD, MIN and MAX represents the average number, standard deviation, minimum and maximum.)

ality scales and then screened the valid responses.
We averaged all the valid responses to reduce errors
and reflect the general LLMs’ response pattern. and
rounded the average response to each statement to
the nearest whole number as each LLM’s response
to the personality knowledge questionnaire. The
details of the prompts are shown in Table 2.

Concerning the prompt for LLM to answer the
latter part of our corpus-behavior tendency ques-
tionnaire, we inherit the instruction of the MBTI-M
questionnaire (GU and Hu, 2012) and rewrite it, for
we intend to change the responding approach.

We apply a 7-point graded forced-choice for-
mat (Brown and Maydeu-Olivares, 2018) as the re-
sponding approach. Currently, the commonly used
response formats for questionnaires in psychomet-
rics are the forced-choice format (Sisson, 1948) and
the Likert scale format (Joshi et al., 2015). In com-
parison to traditional forced-choice scales, graded
forced-choice scales exhibit comparable validity,
superior reliability and model fit. Contrary to Lik-

ert scales, graded forced-choice scales show better
model fit and slightly higher self-other agreement
(Zhang et al., 2023). The specific meaning of num-
bers in common 7-point graded forced-choice is
shown in Appendix E.

Here, given that we have rewritten the prompt of
responding to personality knowledge questionnaire
based on the original instructions of the chosen per-
sonality scales, thereby not indicating the specific
meaning of numbers 2, 3, 5 and 6. We followed
this prompt pattern to avoid influence on LLMs’ re-
sponses brought by such change, which means only
retain the meaning of numbers 1, 4 and 7. Hence,
the specific prompt is: Read the following scenar-
ios with actions A and B carefully and rate each
scenario in the range from 1 to 7. 1 means that
action A applies to you completely in this scenario,
4 means that action A and action B equally apply
(or not) to you in this scenario, and 7 means that
action B applies to you completely in this scenario.
You only need to give the number:



These measures above allow us to to observe the
congruence between self-knowledge and action of
LLMs, to compare human and LLLM responses.

3.2 Results

To quantify the similarity between responses, we
employ the following four metrics: cosine similar-
ity, Spearman’s rank correlation coefficient, value
mean difference (VMD) and Proportion of Consis-
tent Pairs.

Cosine Similarity A measure used to calcu-
late the cosine of the angle between two vectors in
a multi-dimensional space, offering a value range
from -1 (exactly opposite) to 1 (exactly the same),
where higher values indicate greater similarity.

ST (% )
VI (@) x /S0y ()

where x; are LLMs’ responses of personality
knowledge questionnaire, y; are LLMs’ corre-
sponding responses of scenario and action ques-
tionnaire, and x; and y; correspond to each other
one-to-one.

Spearman’s Rank Correlation Coefficient
A non-parametric measure of rank correlation, as-
sessing how well the relationship between two vari-
ables can be described using a monotonic function.
Its value ranges from -1 to 1, where 1 means a
perfect association of ranks. Specifically, we rank
the responses on two questionnaires of the LLMs
based on their numerical values separately. Then,
we calculate the difference in rankings for each
personality knowledge — scenario & action pair.
Afterwards, we use the following formula to calcu-
late the coefficient r;.

(1

Scos =

6 d?
"~ n(n?-1)
where d; is the difference in rankings of each pair
and n is the total count of pairs.

Value Mean Difference (VMD) Value Mean
Difference is the average difference in responses
across all paired items in the questionnaires, as
shown in the formula below.

VMD = anl, 3)
where d; is the difference of responses in each pair.

Proportion of Consistent Pairs Recognizing
that minor discrepancies are natural when compar-
ing psychological tendencies with actual actions,

2

rs =

this metric quantifies the proportion of item pairs
with a response difference of 1 or less, focusing
on the consistency of tendencies rather than exact
matches.

Ne
P [ ﬁta (4)
where N, is the number of consistent pairs, /V; is
the total number of pairs.

For this study, we recruited 16 participants, com-
prising 8 males and 8 females, all native Chinese
speakers with an English proficiency level of CEFR
C1l. As shown in Table 3, the analysis of their
response data yielded an average Cosine Similar-
ity and Spearman’s Rank Correlation Coefficient
above 0.75, with a Value Mean Difference around
0.68, and a Proportion of Consistent Pairs exceed-
ing 84%. These results indicate a high degree of
similarity and strong correlation between responses
to the two types of questionnaires, suggesting a ba-
sic consistency in human self-knowledge and an
ability to align self-knowledge with action in real-
life scenarios.

The same questionnaires were administered to
the 5 LLMs selected in Section B, and their re-
sponses were analyzed using the aforementioned
metrics. Compared to human respondents, the sim-
ilarity in LLMSs’ responses is notably lower, and
the corresponding significance test is shown in Ap-
pendix F. Specifically, the average Cosine Sim-
ilarity and Spearman’s Rank Correlation Coeffi-
cient for LLMs are substantially below those of
human respondents, with a huge difference exceed-
ing 0.42. The Value Mean Difference for LLMs
averages around 1.52, indicating a substantial diver-
gence in self-knowledge between the two types of
questionnaires for LLMs. And as for most LLMs,
the proportion of consistent pairs falls below 55%,
raising questions about LLMs’ ability to achieve
self-knowledge-action unity in practice.

Within the scope of these 180 self-knowledge-
action pairings, we meticulously selected 80 pairs
with explicit personality evaluation orientations,
following the instructions provided by the person-
ality questionnaire creators. This selection process
was aimed at further scrutinizing the congruence
between self-knowledge and action exhibited by
LLMs across varied personality dispositions and
the results are cataloged in Table 4. LLMs dis-
play a notably superior alignment between self-
knowledge and behavior in the domain of OPEN-
NESS compared to other personality traits. In stark



contrast, the congruence in the domain of EXTRO-
VERSION significantly lagged behind, illustrating
a pronounced discrepancy in performance relative
to other personality facets.

Orientation Proportion
NEUROTICISM 40.00%
EXTROVERSION 17.14%
OPENNESS 60.00%
AGREEABLENESS 37.14%
CONSCIENTIOUSNESS 58.57%

Table 4: LLMs’ Average Proportion of Consistent Per-
sonality Knowledge - Action in Practical Scenario Pairs
in Each Orientation

4 Hypothesis on LLMs’ Divergence of
Self-knowledge and Action

In this section, we delve into the observed disparity
in the similarity of responses between LLMs and
humans to personality knowledge questionnaires.
A hypothesis emerges: when responding to per-
sonality questionnaires, LLMs may opt to an-
swer based on what they perceive to be socially
advocated behavior codes rather than candidly
revealing their true personality tendencies. To
explore this hypothesis, we designed an experiment
incorporating a novel questionnaire focused on so-
cially advocated behavior codes.

The experiment retained the original 180 per-
sonality knowledge statements and introduced 3
prompts related to the codes of conduct, fundamen-
tal principles, and values promoted by the public.
The specific content of prompts is shown below.

You can only reply to me with numbers from 1
to 7. Score each statement on a scale of 1 to 7.
1 means you think the statement is completely in-
consistent with the code of conduct / fundamental
principles/values promoted by the public, 4 means
you are not sure, and 7 means you think the state-
ment is completely consistent with the code of con-
duct/ fundamental principles/ values promoted by
the public.

These prompts were administered to the five
LLMs selected in Section B. Each prompt was
posed 10 times to each LLM, with the effective
responses averaged and rounded to determine the
LLMs’ adherence to the socially advocated behav-
ior codes. These responses were then contrasted
with the LLMs’ earlier responses to the personality
knowledge questionnaires. The metrics of Cosine

LLMs & Human Cosine Spearman
Respondents Similarity  Coefficient
ChatGLM3 0.79 0.81
GPT-3.5-turbo 0.89 0.86
GPT-4 0.87 0.87
Vicunal3b 0.75 0.75
Vicuna33b 0.78 0.82
LLMs(AVG £+ SD)  0.82 £ 0.05 0.82 + 0.04
Human(AVG £+ SD) 0.36 £ 0.19 0.40 + 0.17
Human(MIN) -0.06 0.01
Human(MAX) 0.59 0.63

Table 5: Comparison of LLMs’ Responses Questioned
by Personality Knowledge Prompts and Socially Advo-
cated Behavior Codes Prompts with Reference of Hu-
man Respondents Corresponding Performance (AVG,
SD, MIN and MAX represents the average number, stan-
dard deviation, minimum and maximum.)

Similarity and Spearman’s Rank Correlation Co-
efficient, introduced in Section 3.2, served as the
benchmarks for evaluating similarity of responses
questioned by personality knowledge prompts and
socially advocated behavior codes prompts.

Based on the above 5 prompts about personality
and 3 prompts about behavior advocated by the
public, we can calculate a total of 15 cosine simi-
larities and Spearman rank correlation coefficients.
We select the lowest similarity as the final similar-
ity. The results are shown in Table 5.

Additionally, we recruited 20 participants—10
males and 10 females—to respond to both the per-
sonality knowledge questionnaires and the socially
advocated behavior codes questionnaire. Humans
can distinguish the differences between these two
types of questions, resulting in quite low similar-
ity. The corresponding significance test is shown
in Appendix F.

The comparative analysis revealed a significant
overlap in LLMs’ responses to both questionnaires,
with an average similarity markedly higher than
that of human participants. This preliminary find-
ing supports our hypothesis, suggesting that LLMs
might indeed be aligning their responses more
closely with perceived societal expectations than
with genuine personality inclinations. This reve-
lation prompts further investigation into the cog-
nitive processes of LLMs, particularly how they
interpret and respond to questions of personal and
societal nature, potentially offering insights into
the intricate mechanisms driving their behavior in



simulated personality assessments.

5 Related Work

Exploring anthropomorphic personalities within
LLMs presents a burgeoning field of study that
bridges artificial intelligence with cognitive psy-
chology and social sciences. The concept of person-
ality understood as an experiential framework, of-
fers a unique lens through which the potential traits
of LLMs can be quantified and analyzed. These
traits, indicative of the models’ behavior across
various tasks, have implications for developing Al-
driven communication tools that aspire to be more
human-like, empathetic, and engaging. Here, we
synthesize the contributions of key studies that have
advanced our understanding of LLMs’ personality
traits and their implications for Al development.

The seminal works of Jiang et al. (2023a) and
Karra et al. (2023) have been pivotal in administer-
ing personality tests to a variety of LLMs, includ-
ing notable models such as BERT (Devlin et al.,
2019), XLNet (Yang et al., 2019), TransformersXL
(Vaswani et al., 2017), GPT-2 (Radford et al., 2019),
GPT-3 (Brown et al., 2020), and GPT-3.5. These
studies have laid the groundwork for assessing the
personality dimensions that LLMs can exhibit, pro-
viding a foundational understanding of their ca-
pabilities and limitations. Complementing this ap-
proach, Romero et al. (2023) expanded the scope of
personality assessment to a cross-linguistic context
by examining GPT-3’s personality across nine dif-
ferent languages, thus highlighting the cultural and
linguistic nuances in LLM personality expression.

The potential for LLMs to embody human-like
personalities raises pertinent questions regarding
their alignment with human expectations and eth-
ical standards. In this vein, Miotto et al. (2022)
delved into an analysis of GPT-3’s personality
traits, values, and demographics, offering insights
into the model’s predispositions and how they
might reflect or deviate from human societal norms.
Similarly, Rutinowski et al. (2023) assessed Chat-
GPT’s personality and political values, contributing
to a growing body of literature that seeks to under-
stand the LLMs’ socio-political implications.

The inquiry into LLMs’ harmlessness to humans
aspects, as undertaken by Li et al. (2023) and Coda-
Forno et al. (2023), introduces a novel dimension
to the discussion. By investigating the potential
for mental disorders and psychopathy tendencies
within models like GPT-3 (Brown et al., 2020), In-

structGPT (Ouyang et al., 2022), and FLAN-T5
(Chung et al., 2022), these studies underscore the
complexity of modeling human-like personalities
without engendering adverse or maladaptive be-
haviors. Furthermore, Almeida et al.’s (2023) and
Scherrer et al.’s (2023) works have been instrumen-
tal in evaluating the moral and ethical alignment of
LLMs, emphasizing the importance of developing
Al systems that uphold human values and avoid
harboring harmful or unlawful content.

Building upon the understanding of LLMs’ per-
sonality inclinations, there have been concerted
efforts to endow models with specific personali-
ties to enhance their utility in supporting human
decision-makers. Jiang et al. (2023b) and Cui et al.
(2023) have explored the feasibility of modifying
LLMs’ personalities, such as through the adjust-
ment of MBTI traits, to tailor their performance in
diverse professional and personal contexts.

The enthusiastic reception of LLMs in cogni-
tive psychology and social sciences, as highlighted
by Dillion et al. (2023) and Harding et al. (2023),
speaks to the potential of these models to simulate
human responses in a manner that could revolution-
ize experimental methodologies. By potentially
producing responses closely aligned with human
distributions, LLMs offer the promise of signifi-
cantly reducing the time and financial resources
traditionally required for large-scale social science
research. Nonetheless, the challenges that arise
from the gap between Al-generated responses and
genuine human cognition remain a contentious
topic (Harding et al., 2023), necessitating further
research to elucidate these differences and to en-
sure that LLLMs can be responsibly integrated into
our digital and social fabric.

6 Conclusion

We demonstrate that while LLMs exhibit some
capacity to mimic human-like tendencies, there
are significant gaps in the coherence between their
stated personality and exhibited behaviors. This
disparity probably suggests a limitation in LLMs’
ability to authentically replicate human personality
dynamics, often reflecting a bias towards socially
desirable responses. This study underscores the
importance of further exploration into enhancing
LLMs’ ability to perform more genuinely human-
like interactions, suggesting avenues for future re-
search in improving the psychological realism of
LLM outputs.



Limitations

In this study, we delve into the alignment between
what Large Language Models (LLMs) claim and
their actions, aiming to discern if there’s a con-
sistency in their self-knowledge and their actual
behavior tendency. Our findings reveal a notable
disconnect, indicating that LLMs often base their
responses on perceived societal norms rather than
an authentic reflection of their own personality
traits. This observation is merely one among sev-
eral hypotheses exploring the root causes of this
inconsistency, underscoring the need for further
investigation into the fundamental reasons behind
it. Moreover, the scope of our initial experiments
was limited to a selection of several LLMs. Future
endeavors will expand this investigation to encom-
pass a broader array of models. Additionally, our
study has yet to identify an effective strategy for
enhancing the congruence between LLMs’ self-
knowledge and action. As we move forward, our
efforts will focus on leveraging the insights gained
from this research to improve the performance and
reliability of LLMs, paving the way for models
that more accurately mirror human thought and
behavior.

Ethics Statement

Our personality knowledge survey leverages the
TDA-100, BFI-44, and the 16 Personalities Test,
which are extensively recognized and employed
within the personality knowledge domain. These
tests, available in both Chinese and English, are
backed by thorough reliability and validity analy-
ses. We ensured the integrity of these instruments
by maintaining their original content without any
modifications. The design of every questionnaire
intentionally avoids any bias related to gender and
is free from racial content, fostering an inclusive
approach. Participants’ anonymity was strictly pre-
served during the survey process. Moreover, all
individuals were fully informed about the purpose
of the study and consented to their responses being
utilized for scientific research, thereby arising no
ethical issues.
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A LLMs’ Unreasonable Responses

The unreasonable responses mainly fall into the
following five categories:

 All responses are the same number;

 All responses are greater than or equal to 4 or
less than or equal to 4. (Due to the presence of
both positive and negative descriptions for the
same assessment dimension (e.g., Openness)
in our personality knowledge questionnaire,
it is impossible for a participant to answer
with all responses greater than or equal to 4,
indicating agreement or neutrality for all state-
ments, or all responses less than or equal to
4, indicating disagreement or neutrality for all
statements.);

» Responses fall outside the numerical range of
1to7;
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* Unable to score: responses similar to the fol-
lowing text: "I’m sorry, but as an Al language
model, I cannot provide a response to your
prompt as it is not clear what you are asking
for. Please provide more context or clarify
your question for me to provide an accurate
response."”

* Responses are non-score-related content, such
as merely repeating statements from the ques-
tionnaire.

B Reliability of LLMs’ Responses

In evaluating the anthropomorphic personality
traits demonstrated by LLMs through human per-
sonality assessments, the reliability and validity
of LLMs’ responses to such questionnaires merit
further scientific scrutiny. The study by Miotto
et al. (2022) highlighted the necessity for a more
formal psychometric evaluation and construct va-
lidity assessment when interpreting questionnaire-
based measurements of LLMs’ potential psycho-
logical characteristics. To address these concerns,
we employed two distinct methods to examine the
reliability of LLMSs’ responses systematically: Log-
ical Consistency and Split-Half Reliability. These
methods provide a structured approach to evalu-
ating the consistency and reliability of responses,
which is crucial for ensuring the robustness of our
findings. Out of three selected personality scales,
we chose TDA-100 (80 statements) for reliability
testing. Each statement of TDA-100 has explic-
itly stated the specific assessment dimension and
scoring direction (forward scoring or reverse scor-
ing) (Goldberg, 1992), both of which are critical to
our assessment of the reliability of LLM responses
using the two subsequent methods. As for the ba-
sis model of TDA-100, the Big Five model, there
are 5 assessment dimensions in total: neuroticism,
extraversion, openness, agreeableness and consci-
entiousness.

The TDA-100 response format employs a 7-
point Likert scale, with a scoring range of 1 to
7 for each statement. From 1 to 7, 1 indicates
that the respondent believes the statement does not
apply to them at all, and 7 indicates that the state-
ment completely applies to them. Each assessment
dimension consists of several statements, some of
which are positive and others negative. Specifically,
within a selected assessment dimension, the closer
a respondent’s score is to 7 for positive statements,
the more they exhibit characteristics of that dimen-
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Orientation Forward Reverse
NEUROTICISM 9 5
EXTRAVERSION 10 10
OPENNESS 9 5
AGREEABLENESS 10 9
CONSCIENTIOUSNESS 6 7
TOTAL COUNT 44 36

Table 6: Distribution of Forward and Reverse Scored
Items

sion. Conversely, the closer their score is to 7 for
negative statements, the less they exhibit charac-
teristics of that dimension. For example, consider
two statements for the Extraversion dimension as
shown below. Statement 1 is positive, while State-
ment 2 is negative.

Statement 1: Finish what I start.
Statement 2: Leave things unfinished.

A higher score for Statement 1 indicates greater
extraversion, while a higher score for Statement 2
indicates greater introversion. Therefore, within
each dimension, positive statements are scored
forwardly, and negative statements are scored re-
versely (7 minus the original score). Thus, when
calculating a respondent’s score for any given di-
mension, the total score comprises the original
scores for all positive statements plus (7 minus
the original score) for all negative statements.

The first method, Logical Consistency, is em-
ployed to ensure that the LLMs’ responses across
the questionnaire are coherent and consistent. By
integrating reverse-scored items, we are able to
check whether the LLMs carefully read and seri-
ously respond to the questions. And the distribution
of forward and reverse scored items within each
assessment orientation is shown in Table 6.

After collecting the data, we adjusted the an-
swers of negative(reverse-scored) items to align
them with the overall scoring direction of the ques-
tionnaire. In this way, if LLMs’ responses to pos-
itive and adjusted negative items are statistically
consistent, they will show a similar pattern or trend,
as evidenced by a 7-point Likert scale in which
all answers are greater than or equal to 4, or less
than or equal to 4, which indicate that the LLMs
have responded conscientiously and logically. We
introduce the Consistency metric to measure the
logical consistency of LLM responses with the fol-
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lowing formula:

. %ﬁ - Pmin
Consistency = PP ®))
max min

where NV, is the number of questions with the same
response direction within each measurement ten-
dency in the adjusted response, IV, is the number
of all statements, Pyax and Ppyi, are the maximum
and the minimum of the proportion of consistent
responses in all the statements. The value of Py ax
is 1, representing that all the responses are inter-
nally consistent within each assessment ?Vrientation.
The value of Py, is supposed to be Z]l[?” , Where
N is the count of all of the scored statements and
N; is the count of scored statements in each assess-
ment orientation. Hence, P, equals to 0.5125.
The range of Consistency is from O to 1. The
closer the value of Consistency is to 1, the more
internally consistent the LLM’s responses are. Con-
sequently, we can evaluate the LLM’s responses
based on the prior knowledge of human personality
assessment questionnaires

The second method is Split-Half Reliability. We
measure the reliability of LLM’s responses by com-
paring two equal-length sections of the question-
naire. This approach is based on the assumption
that if a test is reliable, then any two equal-length
sections of it should produce similar results. We
first divide the questionnaire into two equal-length
sections while ensuring that the content of each
section is basically the same, representing that the
numbers of statements within any assessment di-
mension in two halves are the same, thereby en-
suring the accuracy of the reliability assessment.
Then, we compute the Spearman’s rank coefficient
between the scores of the two sections to measure
their consistency. The specific formula is shown in
Section 3.2. Larger values indicate higher internal
consistency of the responses. Finally, we calculated
the reliability of the overall responses by using the
Spearman-Brown formula as follows:

2corr
1+ corr’

where corr is the Spearman’s rank coefficient be-
tween the scores of the two sections. The range of
Reliability is from negative infinity to 1. Only if
the value of an LLM’s responses Reliability met-
ric is around the human level, we can make it for
further investigation.

We assessed the reliability of seven LLMs’ re-
ponses. The results of the are shown in Table 7.

Reliability = (©6)



LLM Consistency  Reliability
ChatGLM3 0.82 0.69
GPT-3.5-turbo 0.97 0.88
GPT-4 1 0.90
Mistral-7b 0.46 0.66
Vicuna-13b 0.79 0.72
Vicuna-33b 0.64 0.61
Zephyr-7b 0.28 0.64
Selected LLMs  0.85 +£0.13 0.69 + 0.11
Human(AVG) 0.73 £ 0.13 0.69 + 0.09
Human(MIN) 0.49 0.57
Human(MAX) 1 0.83

Table 7: Results of Verification on LLMs’ and Human
Respondents’ Responses of Personality Cognition Ques-
tionnaire based on Consistency and Reliability Met-
rics

We have also recruited 16 human participants,
comprising an equal number of males and females,
all native Chinese speakers with an English profi-
ciency level of C1 according to the Common Eu-
ropean Framework of Reference for Languages
(CEFR), representing that they can express them-
selves effectively and flexibly in English in social,
academic and work situations. The average value
(with standard deviation) of their Consistency and
Reliability is 0.73 £ 0.13 and 0.69 £ 0.09. And
the minimum value is 0.49 and 0.57. Therefore,
we regard ChatGLM3, GPT-3.5-turbo, GPT4, Vi-
cunal3b and Vicuna33b as LLMs demonstrating
high coherence in logical consistency, as well as
high consistency in the split-half reliability test,
which indicates that they respond to the personal-
ity questionnaires like how humans would. Hence,
their responses are deemed sufficiently reliable to
be used for further personality analysis. This rig-
orous methodological approach provides a solid
foundation for our exploration into the potential of
LLMs to simulate human personality traits.

C Several Examples of Our Corpus

Our corpus consists of 2 parts: one part is person-
ality knowledge questionnaire, including 180 state-
ments; the other part is behavior tendency ques-
tionnaire, including 180 practical scenario cases
corresponding to the statements before. Here are
several examples of our corpus shown in Table 8.
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D Experiment Setup

The details of the experimental setup are shown in
Table 9.

E Meaning of numbers in 7-point graded
forced-choice

The specific meaning of numbers in common 7-
point graded forced-choice is shown as follows:

1. Action A applies to you completely in this

scenario.

. Action A applies to you much more than ac-
tion B in this scenario.

. Action A applies to you slightly more than
action B in this scenario.

Action A and action B equally apply (or not)
to you in this scenario.

. Action B applies to you much more than ac-
tion A in this scenario.

Action B applies to you slightly more than
action A in this scenario.

. Action B applies to you completely in this
scenario.

F Significance Tests

In the following, we will apply significance tests to
further demonstrate significant differences between
the performance of LLMs and humans. We incorpo-
rated significance testing for the responses of LLMs
and humans in the same experiment. Specifically,
we performed permutation tests to compare LLMs’
results and human respondents’ results, yielding
p-values significantly below 0.05 in experiments
in Section 3.2 and 4(corresponding to results in
Table 3 and 5). This confirms substantial dispari-
ties between LLMs and humans in performance for
each metric across both experiments. The specific
p-values are outlined in Table 10.

G Additional Notes On Human
Reviewers and Respondents

G.1 Recruitment of Scenario Providers,
Reviewers and Human Respondents

We recruited individuals from undergraduate, post-
graduate and PhD students. Taking the Interna-
tional English Language Testing System(IELTS),
CET 6 exam results, and their GPA in English
courses into account, we recruited 16, 10 and 35
native Chinese speakers as reviewers and respon-
dents.



Personality Knowledge Statements

Practical Scenario Cases

EN: You waste your time.

ZH: {RIR T B TR A] -

In everyday life:

A. you always use your time productively.

B. you always spend time on meaningless activities.
fEHEETET:

A RIS R F I (] -

B. IR LHES LA TR -

EN: You sympathize with others’ feelings.

ZH: {RFETE A RIRESZ -

When people confide in you about personal problems:
A. you find it hard to sympathise with their feelings.
B. you understand and sympathise with their feelings.
ERIPNGEGN TV NEIEE

AL ARARMER] T A TR REAZ -

B. VREFF FIH A AR -

EN: You complete tasks successfully.

ZH: FREER I SERAESS -

When assigned a challenging project with a tight deadline:

A. you are overwhelmed and have difficulty moving the process forward
effectively, often resulting in incomplete or unsatisfactory results.

B. you organise your work and manage your resources properly, and the
project is often completed successfully and on time.

HHFRIR— IR 8 A B A B M AT E I

A. IR, ELVARCEREL R, SRR RN 2 A
M o

B RELATAE, ZEEHBR, WE EEH A 52 -

EN: You shirk your duties.

ZH: RIEETTAE -

‘When someone points out a mistake in your work:
A. you take responsibility.

B. you shirk your responsibility.

LR NFE HARE TAER R

A RBTAIATE -

B. IRHEHITIAE -

EN: You tend to find fault with others.

ZH: (REX A BN FIEIR -

When dealing with people:

A. you tend to focus on the person’s good points and strengths.
B. you often pick on other people’s faults and weaknesses.
PNV

A RERERIEMAT R 5 KA -

B. VR & HHIBI A BB A5 B -

EN: You usually postpone finalizing
decisions for as long as possible.

ZH: {RIEH 2 RATRE IR SR R E -

When making choices:

A. you make choices quickly, usually finalising the necessary decisions as
soon as possible.

B. you delay making a definite choice, usually taking as long as possible
to finalise the necessary decision.

FEMOGAERT -

A R TGEH ERE, 8 S RURRE L E AR E -

B. (RZHER M WA ATIES:, T8 2 ROATRE K (] il e 0 22 R
AE o

EN: You struggle with deadlines.

ZH: RARMERE e PR AT SERAESS -

You have a week to complete a work project:

A. you always make sure that it is completed ahead of or on the deadline.
B. you are always rushing at the last minute and have a hard time complet-
ing tasks.

PR — RO (B R SE R — D AR -

A VRETERR PR IR AT BLAE R LE H 52T -

B. {RERAERE AR T, RAEFERES -

EN: You remain calm in tense situations.

ZH: A AR (R

When dealing with a conflict or a high-pressure problem:

A. you become visibly agitated, finding it challenging to maintain compo-
sure.

B. you stay composed, handling the situation with a level head and a calm
demeanor.

FEAL TR M 2R B 755 s ] RS -

A R BB BERNYE, RICRFHEE A P -

B. IRORFFHEAE ,  LUPRIRD ORI ER 102 (H b FF I -

EN: You are the life of the party.

ZH: REMHREFER AN -

When attending a social gathering, like a friend’s birthday party or a casual
get-together:

A. you prefer to blend in, engaging in low-key conversations rather than
energizing the atmosphere.

B. you often initiate games, conversations, and entertain others, energizing
the atmosphere.

SRS, AR AE B IR SR SR 20

A RERBAE S, (RABAR, MARENER A -

B. IR 2 o &I - KiE, HERRA -

Table 8:

Several Examples of the Corpus
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Model URL or version Licence

GPT-3.5-turbo gpt-3.5-turbo-0613 -

GPT-4 gpt-4-0314 -

baize-v2-7b https://huggingface.co/project-baize/baize-v2-7b cc-by-nc-4.0
internLM-chat-7b  https://huggingface.co/internlm/internlm-chat-7b Apache-2.0

Mistral-7b https://huggingface.co/mistralai/Mistral-7B-vo.1 Apache-2.0

MPT-7b-chat https://huggingface.co/mosaicml/mpt-7b-chat cc-by-nc-sa-4.0
TULU2-DPO-7b  https://huggingface.co/allenai/tulu-2-dpo-7b AI2 ImpACT Low-risk license
Vicuna-13b https://huggingface.co/1lmsys/vicuna-13b-v1.5 llama2

Vicuna-33b https://huggingface.co/1lmsys/vicuna-33b-v1.3 Non-commercial license
Zephyr-Tb https://huggingface.co/HuggingFaceH4/zephyr-7b-alpha Mit

Qwen-14b-Chat https://huggingface.co/Qwen/Qwen-14B-Chat Tongyi Qianwen
ChatGLM3-6b https://huggingface.co/THUDM/chatglm3-6b The ChatGLM3-6B License

Table 9: LLMs’ Resources for Cognition-Action Congruence and Corresponding Hypothesis Experiments

P-value of COMPARISON Cosine Spearman Rank Value Mean  Proportion of
between LLMs & Human Similarity Correlation Coefficient Difference  Consistent Pairs
Results in Table 3 4.91e-05 4.91e-05 1.47e-04 2.46e-05
Results in Table 5 1.88e-05 1.88e-05 - -

Table 10: Results of significance testing for the responses of LLMs and humans in the experiments in Section 3.2

and 4

G.2 Instructions Given to Scenario Providers

Before requiring the individual to complete the fol-
lowing tasks, we asked the respondents whether
they agreed to the anonymisation of their reviews
for scientific research and subsequent publication.
Only if the respondents gave their consent were
they given the corpus to review. And we promised
not to publish each individual’s MBTI results and
specific practical scenario cases. Then, we inves-
tigated each person’s MBTI type and ensured that
we ultimately recruited 16 individuals with distinct
MBTI types. After this, we required the reviewers
to accomplish the following tasks:

Please provide a practical scenario case for ev-
ery statement in the personality knowledge ques-
tionnaire. Each scenario case comprises situations
drawn from your own lives, along with two com-
pletely contrasting actions: Action A and Action
B. Action A fully aligns with the statement, while
Action B completely contradicts it. The content of
Action A and Action B need to be kept basically
the same length.

G.3 Instructions Given to Reviewers
We require the reviewers to accomplish the follow-
ing tasks:

* Please determine whether the practical sce-
nario case is consistent with its corresponding
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personality knowledge statement. If yes, rate
1. If not, rate 0.

* If you rate O for all of the practical scenario
cases of a personality knowledge statement,
please offer suggestions to improve the prac-
tical scenario design. It would be better if an
example could be provided.

G.4 Instructions Given to Respondents

Before answering the questionnaires, we did not
tell the respondents what kind of questionnaires
they would be answering or how the questions
were related to each other. In addition to this, we
asked the respondents whether they agreed to the
anonymisation of their answers for scientific re-
search and subsequent publication. Only if the
respondents gave their consent were they given the
questionnaires to answer.

In all experiments that appeared in our re-
search, human respondents received the exact same
prompts that LLM received. The difference is that
in the case of experiments with multiple prompts
with similar meanings, LLM responded multiple
times by prompt type, while human subjects read
all the prompts and responded only once.
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