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ABSTRACT

Advancements in high-throughput technologies have generated complex biomed-
ical datasets, posing significant challenges for knowledge discovery. Traditional
tools like Gene Set Enrichment Analysis (GSEA) and over-representation anal-
ysis (ORA) map gene sets to known pathways but are limited in their ability to
uncover novel biological-mechanisms, often relying on manual interpretation to
synthesize insights. While large language models (LLMs) aid in summarization,
they lack transparency, adaptability to new knowledge, and integration with com-
putational tools. To address these challenges, we introduce Discovera!l, an
agentic system that combines LL.Ms with established computational bioinformat-
ics pipelines, and retrieval-augmented generation (RAG) to support mechanistic
discovery. Discovera bridges the gap between computation and interpretation,
enabling users to explore hypotheses grounded in data and literature. We demon-
strate the utility of Di scovera in the context of endometrial carcinoma research,
where it supports functional enrichment analysis and the summarization of poten-
tial mechanisms of action for gene sets associated with an observed phenotype.

1 INTRODUCTION

Advancements in high-throughput technologies, such as omics data analysis, create new opportu-
nities in biomedical research, including the ability to investigate thousands of genes in a single
experimental setting. However, they also pose significant challenges in data exploration and knowl-
edge discovery. Critical tasks in this process include exploring, discovering, interpreting, and sum-
marizing the potential mechanisms of action for gene sets correlated with an observed phenotype?
and proposing new causal relations in the context of a particular research question, e.g., regarding
a disease. Traditional tools like GSEA (Subramanian et al., 2005) and ORA (Yu et al., 2012) are
foundational in annotating gene lists with curated pathway-level knowledge. While effective at iden-
tifying biological processes associated with known gene lists, these methods struggle to reveal novel
mechanisms, requiring researchers to manually search for and synthesize insights from disparate
sources — a process that is both time-consuming and error-prone. Furthermore, effective application
of these methods often requires the ability to code and choose various parameters, making it difficult
for biologists who are not familiar with these computational methods to leverage them.

Recent approaches based on large language models (LLMs) have shown promising results in sum-
marizing known and novel gene relationships (Hu et al., 2025). However, despite the broad knowl-
edge offered by LLMs, their abilities are limited by the data seen at training time: their knowledge
cannot be easily expanded or revised (Lewis et al., 2020). Moreover, LLMs lack transparency and
cannot always provide insight into their outputs (Huang et al., 2024). They are also prone to halluci-
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nations, producing confident but factually incorrect information (Ji et al., 2023; Maynez et al., 2020)
To address these issues, this paper explores an approach that combines traditional omics analysis
tools with LLMs reasoning and evidence retrieval from existing scientific literature. Specifically, we
introduce Discovera, an LLM-based agent system that assists biomedical researchers in uncover-
ing possible mechanisms of action for genes correlated with an observed phenotype. We also present
a use case that shows how Discovera can be used in endometrial carcinoma (EC) research, illus-
trating its potential to enhance functional discovery for gene sets.

Our solution aims to empower biomedical researchers to perform data-driven knowledge discov-
ery, regardless of technical expertise, by enabling interactive hypothesis generation and mechanistic
insights about complex diseases.

2 AGENTIC GENE SET FUNCTION DISCOVERY AND EXPLANATION

To address the challenges of interpretability, scalability, and evidence-grounded reasoning in func-
tional genomics, we propose a modular LLM-based agent system, Discovera, that supports
biomedical researchers in interactively exploring gene sets and generating mechanistic hypothe-
ses. As illustrated in Figure 1, the system includes a chatbot user interface and integrates tools to
perform data analyses and retrieve data from a knowledge base. Next, we detail each component.

Discovera
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Figure 1: Discovera: Architecture for agent-assisted gene function discovery. The agent integrates gene set enrichment tools (e.g.,
GSEApy), knowledge synthesis via INDRA, and custom analysis modules. A chat interface enables interactive exploration, while structured
prompts and tool wrappers guide the agent’s reasoning and output generation.

Tools. Our prototype leverages a combination of existing packages and custom functions to compute
enrichment statistics, integrate knowledge from various data sources, and distill meaningful insights.
For functional gene analysis, we utilize the GSEApy package (Fang et al., 2022), which facilitates
the calculation of enrichment statistics for both GSEA and ORA across a comprehensive collec-
tion of biological pathways. To integrate and synthesize knowledge from diverse sources, including
biology-focused natural language processing systems and established databases, we employ INDRA
(Integrated Network and Dynamical Reasoning Assembler), a knowledge base that integrates mul-
tiple cell-to-cell interaction databases through text mining of scientific literature (Gyori et al., 2017;
Todorov et al., 2019). Additionally, we have developed custom functions to query specific data from
INDRA, filter and subset relevant information, and compute supplementary metrics, such as corre-
lations derived from gene expression and mutation data collected from a sample of interest. We
provide a list of functions in Figure 4 (Appendix).

Agent. Discovera orchestrates and execute the primitives, including those listed in Figure 4,
while facilitating seamless interaction with domain experts via a chat-like interface. Implementing
an agent requires the definition of structured procedures and precise task descriptions, which are as-
sembled into prompts for LLMs. For our prototype, we developed tool wrappers for each function,
ensuring modular execution and a standardized interface. Each wrapper includes metadata specify-
ing inputs, expected outputs, and contextual requirements. We also designed structured procedural
guidelines that dictate when the LLM should request user input, incorporate additional context, and
format outputs in a consistent and interpretable way. We leveraged Archytas (Archytas) an open-
source framework for Al agents using the ReAct model (Yao et al., 2023), and integrated Beaker
(Beaker, n.d.), a context-aware notebook system for chatbot UI development. This setup enables
tool invocation, interactive markdown rendering, agent reasoning visualization, and seamless user
feedback integration.



Published as a workshop paper at MLGenX 2025

2.1 USE CASE: SUPPORTING ENDOMETRIAL CANCER FUNCTIONAL ANALYSIS

To demonstrate Discovera ’s capabilities in advancing genomic research, we use a dataset from
Dou et al. (2020) containing proteogenomic data and mutation status from an endometrial carcinoma
cohort. This use case illustrates how the system supports users in performing enrichment analysis
and exploring biological mechanisms beyond known pathways. By integrating dynamic code gen-
eration, up-to-date literature, and pathway enrichment, Discovera helps users uncover insights
into potential drug targets and intervention pathways. Below, we detail a representative interaction
between the user (&) and the system (@), showcasing how the agent reasons through each analytical
step and adapts to the user’s goals.

In the first interaction, the user instructs Discovera to load a dataset containing a ranked list of
genes, ordered by their correlation® with beta-catenin mutation status. Discovera then generates
and executes code to load the data. Next, the user directs the system to identify the most statistically
significant biological pathway using the built-in enrichment tool, run_gsea (). The ouptput is
shown in Figure 2. Note that this analysis typically requires a ranked list of genes and known
pathways (a collection of gene sets) as input. If no gene sets are specified, the system defaults to a
curated collection including KEGG 2016, GO Biological Process 2023, Reactome Pathways 2024,
and MSigDB Hallmark 2020.

The agent demonstrates proactive task execution by dynamically generating the code required to
load the data and visualize the results, even when no predefined functions are available for those
steps. This on-demand code generation enables the system to adapt fluidly to user input, reducing
the need for manual intervention. By combining flexible code synthesis with access to specialized
analysis tools like run_gsea (), the system offers both usability and adaptability. It supports
efficient, reproducible workflows while lowering the technical barrier for users, allowing complex
analyses to be executed with minimal configuration.

r N
.g- I will perform Gene Set Enrichment Analysis (GSEA) using the loaded dataset. Since the
user did not specify a gene set, I will use a predefined list of gene sets.

Result:

Pathway/Process ES NES NOM p-val FDR qg-val Lead Genes
Negative Regulation 0.730867 2.3146 0 0.00657817 LRP4, NOTUM, APCDDI,
Of Wnt Signaling DKK4, CTNNBIPI1,
Pathway (GO:0030178) WIF1l, CSNK1Al
Wnt Signaling 0.675749 2.19035 0 0.0202827 NOTUM, CTNNB1, DKK4,
Pathway (KEGG_2016) LEF1, CTINNBIP1,
WIF1, CSNK1Al, MMP7,
PLCB4

[

The key genes from the most significant pathway, "Negative Regulation of Wnt Signaling
Pathway" (G0:0030178), are:

LRP4, NOTUM, APCDD1l, DKK4, CTNNBIP1,WIFl, CSNK1Al

Figure 2: Top enriched pathways identified by GSEA using KEGG, GO, Reactome, and MSigDB gene sets.

As noted in Section 1, enrichment analysis tools like GSEA annotate gene lists using curated path-
way databases (e.g., “Negative Regulation of Wnt Signaling Pathway”; see Figure 2), highlighting
leading genes that drive known biological signals. However, such methods are limited to existing
pathway knowledge. To go beyond this and explore novel mechanisms, Discovera enables users
to examine the top correlated genes, 15 in this case, by retrieving relationships documented in up-
to-date scientific literature. This is done using INDRA via get_bulk_pairs (), which returns
known gene-gene interactions, the supporting statements, and source links. This helps users uncover
connections not yet captured in curated pathways. The results are illustrated in Figure 3.

Finally, Discovera empowers the user to synthesize all retrieved information, including knowl-
edge graphs, curated pathways, and literature-backed gene relationships, into well, supported hy-
potheses about potential drug targets or intervention pathways. Through interaction with the inte-
grated LLM, the system distills complex, multi-source data into coherent, testable insights. Cru-
cially, each hypothesis is grounded in excerpts from peer-reviewed scientific literature, allowing
users to inspect the original evidence, assess credibility, and plan targeted follow-up analyses.

30Other ranking metrics, such as Independent Component Analysis (ICA) scores or log2 fold change, can
also be used depending on the analysis goals.
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@ The GSEA results highlighted the ’Negative Regulation Of Wnt Signaling Pathway’ as
a significant pathway. The Wnt signaling pathway is known to play a crucial role in
cell proliferation, differentiation, and migration, which are key processes in cancer
development, including endometrial carcinoma.

e 'CTNNB1l’, ’'AMOT’

- Excerpts: AMOT phosphorylation promotes neurogenesis by inhibiting YAP and promoting
beta-catenin activity. AMOT proteins sequester YAP independent of TNKS1/2 containing
beta-catenin degradasomes.

— Analysis: The interaction between AMOT and beta-catenin may influence the Hippo
signaling pathway, which is involved in regulating cell growth and apoptosis.
Dysregulation of this pathway can lead to uncontrolled cell proliferation, a hallmark
of cancer.

-]

The integration of GSEA results, known pathway involvement, and documented gene
relationships suggest that these gene interactions play significant roles in processes
related to endometrial carcinoma, such as cell proliferation, adhesion, and EMT. Targeting
these pathways could provide insights into potential therapeutic strategies for managing
endometrial carcinoma.

Figure 3: Integration of RAG, LLM Reasoning, and Biomedical Tool Outputs.

Discussion. To assess the reliability of our agent’s predictions and mitigate the risk of hallucinated
relationships, we conducted an initial evaluation using a random sample of 15 genes. First, we
queried INDRA to extract documented gene-gene interactions based on curated scientific literature.
Among the selected gene pairs, only one exhibited a previously established relationship. Subse-
quently, we posed the same queries to our agent, specifically investigating whether it could infer
potential associations with endometrial carcinoma. If the agent generated a response, we further
prompted it to evaluate the plausibility of its own prediction. In all cases, the agent assigned a con-
fidence score of 0.6 or lower. In contrast, for previously validated interactions, confidence scores
were consistently above 0.7.

3 CONCLUSION & FUTURE WORK

For future work, we aim to enhance the usability and interpretability of our system by integrating
additional features that improve access to relevant scientific literature. A key direction is retrieving
paper abstracts and, where possible, full-text content to provide richer contextual information for
each documented interaction. This will enable users to better understand the source and reliability
of the extracted relationships. Given the inherent limitations of context windows in language mod-
els, we will explore advanced summarization techniques to condense relevant information while
preserving key details. Additionally, interactive querying mechanisms will be developed to allow
users to dynamically retrieve and refine information, facilitating a more comprehensive and user-
driven exploration of gene interactions and supporting evidence.

Finally, a crucial aspect is the development of a rigorous evaluation protocol to assess the accuracy,
reliability, and scientific value of the system’s outputs. Ensuring the truthfulness and insightfulness
of extracted relationships is essential for their utility in biomedical research. To this end, we plan to
extend and test the usability of our system across diverse biological and clinical use cases, allowing
for a more comprehensive assessment of its applicability. Additionally, we will engage with domain
experts, including biomedical researchers and computational biologists, to gather qualitative and
quantitative feedback on the Discovera ’s effectiveness. Their insights will be instrumental in
defining appropriate evaluation metrics, such as precision, recall, and domain relevance, as well as
identifying potential biases or limitations in the generated outputs.
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A APPENDIX

query_bulk_pairs (genes)

Queries INDRA API for multiple source-target relationships..

excerpts (genes)

Extract specific excerpts where there are documented relationships.

rank_gsea (source, gene_sets, gene_col, rank_col, min_size, max_size)
Performs gene set enrichment analysis to find statistically significant gene sets enriched in a dataset.
get_correlations (proteomics, mutation)

Give proteomics and mutation data, get correlation information that will serve as ranked list
relationships (genes)

Summarize the types and frequencies of relationships documented between gene pairs.

Figure 4: Predefined selected toolset.
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