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Abstract

Neural document retrieval often treats a corpus as a flat cloud of vectors scored at a single granu-
larity, leaving corpus structure underused and explanations opaque. We use Cobweb-a hierarchy-
aware framework—to organize sentence embeddings into a prototype tree and rank documents via
coarse-to-fine traversal. Internal nodes act as concept prototypes, providing multi-granular rel-
evance signals and a transparent rationale through retrieval paths. We instantiate two inference
approaches: a generalized best-first search and a lightweight path-sum ranker. We evaluate our
approaches on MS MARCO and QQP with encoder (e.g., BERT/TS) and decoder (GPT-2) repre-
sentations. Our results show that our retrieval approaches match the dot product search on strong
encoder embeddings while remaining robust when kNN degrades: with GPT-2 vectors, dot product
performance collapses whereas our approaches still retrieve relevant results. Overall, our experi-
ments suggest that Cobweb provides competitive effectiveness, improved robustness to embedding
quality, scalability, and interpretable retrieval via hierarchical prototypes.

1. Introduction

Humans naturally organize knowledge into hierarchies and reason with prototypes: representative
exemplars that capture the central tendency of a concept while allowing graded membership and
basic-level advantages in categorization (Rosch & Mervis, 1975; Rosch, 1988). These cognitive
principles suggest that effective information access should benefit from both hierarchical struc-
ture (topics — subtopics) and prototype-based reasoning (representative exemplars that summarize
clusters). Classic conceptual clustering methods, most notably COBWEB (Fisher, 1987), formalized
these ideas by incrementally constructing a classification tree whose internal nodes summarize data
with concept-level statistics and whose leaves capture finer distinctions.

In large-scale document retrieval, modern systems have shifted from lexical matching to neu-
ral embedding methods. BM25 is a sparse lexical ranking function that scores query—document
matches using term frequency, inverse document frequency, and document-length normalization
(Robertson & Zaragoza, 2009). More recent neural approaches learn contextual representations that
capture semantics with the Transformer architecture (Vaswani et al., 2023): cross-encoders (e.g.,
BERT re-rankers) model full query—document interactions for high accuracy (Nogueira & Cho,
2019), and dual-encoder dense retrievers map both into a shared vector space for scalable nearest-
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neighbor search (Karpukhin et al., 2020; Reimers & Gurevych, 2019). Late-interaction models
such as ColBERT further improve effectiveness vs. efficiency trade-offs by matching token-level
representations (Khattab & Zaharia, 2020).

Despite their popularity, most neural retrievers treat the corpus as a flat cloud of points in Eu-
clidean space, with relevance computed by a single similarity at a single granularity. However, flat
retrievers underutilized the corpus’ inherent topic structure; hierarchical indexes such as HNSW
(Malkov & Yashunin, 2020) enable coarse-to-fine retrieval by searching from upper to lower lay-
ers. Prototype-based reasoning can provide concept-level anchors that make ranked results and
re-ranking decisions interpretable without sacrificing performance (Anand et al., 2022).

Our work bridges the gaps between recent neural document retrieval approaches and human-
like interpretability with Cobweb, a prototype- and hierarchy-aware retrieval framework that learns
a hierarchical “database” over document embeddings. Cobweb incrementally organizes the corpus
into a tree whose internal nodes store intermediate prototypes that summarize their descendants.
At query time, retrieval proceeds coarse-to-fine: the query is matched to high-level prototypes and
then refined down the tree to leaf documents. Central to this process is a hierarchical retrieval
mechanism that aggregates prototype similarities along the query’s traversal path, yielding multi-
granular relevance signals and an auditable explanation.

Our contributions are the following. 1. We introduce hierarchical retrieval approaches that
compose coarse-to-fine prototype similarities along a learned tree using Cobweb, generalizing flat
vector-space matching to multi-level relevance and enabling efficient search using learned sen-
tence embeddings from neural models. 2. We show how learning intermediate prototypes im-
proves interpretability by exposing concept-level rationales. 3. We ground our approach on the MS
MARCO (Bajaj et al., 2018) and QQP (Wang et al., 2018) datasets, using encoder-only, decoder-
only, and encoder—decoder Transformer embeddings. Our hierarchical retrieval methods match or
improve upon inner-product-based dense-retrieval baselines across embedding architectures, scale
efficiently with both time complexity and data size, and yield human-interpretable prototype paths.

2. Related Works

2.1 Language Representations

Language representations aim to encode linguistic meaning in a form usable by learning algorithms.
Early distributional semantics approaches were centered around sparse and symbolic bag-of-words
with TF-IDF weighting and n-gram language models. These approaches captures term frequency
and short-range co-occurrence but ignoring broader context and treating words as independent types.

Recent embedding-based approaches address these limitations by mapping tokens to dense vec-
tors whose geometry reflects meaning. Work on Word2Vec (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014) showed that words can be embedded in a continuous space where proximity
correlates with semantic similarity. The introduction of Transformers (Vaswani et al., 2023) enabled
contextualized embeddings via self-attention, substantially improving performance across natural
language processing tasks such as sentiment analysis and machine translation.

Encoder-only Transformer models such as BERT (Devlin et al., 2019) and RoBERTa (Liu et al.,
2019) produce bidirectional representations that are widely used for retrieval. Decoder-only Trans-
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former models such as GPT (Radford et al., 2019) are primarily designed for generation but can
provide usable embeddings from internal activations. Encoder—decoder architectures, such as T5
(Raffel et al., 2023), handle sequence-to-sequence tasks while producing high-quality contextual
encodings. In this work, we compare and contrast our document retrieval approaches using the
embeddings produced by these three types of Transformer models.

2.2 Document Retrieval

Document retrieval ranks a large corpus by relevance to a user query, typically using a retriever to
produce top-k candidates. Classical sparse lexical methods such as BM25 (Robertson & Zaragoza,
2009) rank documents by counting query-term matches, weighting rare terms more, and adjust-
ing for repeated terms and document length, favoring exact lexical overlap. Dense neural retrieval
encodes queries and documents as continuous vectors and retrieves by nearest-neighbor search un-
der inner product or cosine similarity (Karpukhin et al., 2020); late-interaction models such as
ColBERT (Khattab & Zaharia, 2020) retain token-level granularity while preserving efficient dot-
product search.

At scale, nearest-neighbor search relies on specialized indexes which are optimized for this dot
product objective deeply ingrained into most embeddings models. FAISS (Johnson et al., 2017)
provides exact (e.g., IndexFlatIP) and approximate indexes for dot-product search, and has
been an industry standard owing to its robust implementation and matrix-operable parallelization.
Graph-based, approximate nearest-neighbor structures like HNSW (Malkov & Yashunin, 2020) en-
able coarse-to-fine exploration. These measures are effective because they utilize an inner-product
calculation (usually the dot-product). However, these systems also largely treat the corpus as a flat
set of vectors and rely on a single-step geometric similarity. In contrast, our approach organizes doc-
uments into a semantic hierarchy with interpretable prototypes, yielding multi-granular relevance
signals and transparent retrieval paths that complement flat nearest-neighbor search and reranking.

2.3 Hierarchical Clustering with Cobweb

Hierarchical clustering organizes data into nested groups, such as a tree or a directed acyclic graph,
that support analysis at multiple levels of granularity. Early agglomerative methods (Sneath, 1957;
Ward, 1963) construct such structures by iteratively merging items under a distance metric and
linkage criterion, without learned prototypes or online adaptation.

Cobweb (Fisher, 1987) instead performs incremental hierarchical clustering on concepts: it
maintains a probabilistic taxonomy whose nodes summarize attribute distributions, and inserts each
instance by maximizing category utility with create/merge/split/reorder operators. Because of Cob-
web’s nature of sorting top-down, it can be thought of as an unsupervised divisive strategy for
concept formation, in contrast with agglomerative methods. Extensions to Cobweb (MacLellan
et al., 2022; MacLellan & Thakur, 2021; Wang et al., 2025) brought Cobweb forward as a substi-
tute for neural applications and used its underlying architecture to imagine neural approaches, and
recent studies show Cobweb’s robustness in vision and language tasks (Barari et al., 2024b,a; Lian
et al., 2025). In this work, we repurpose Cobweb as a hierarchical database for document retrieval:
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internal nodes serve as interpretable prototypes that guide coarse-to-fine search and provide multi-
granular relevance signals, offering a complementary alternative to flat nearest-neighbor retrieval.

3. Methodology

Our goal is to adapt Cobweb for large-scale semantic document retrieval, where documents and
queries are represented not by discrete lexical features but by continuous, high-dimensional vectors.
Modern neural retrieval methods rely on such latent semantic representations, mapping text into a
continuous space in which geometric proximity reflects semantic relatedness. This transformation
is essential for moving beyond the lexical surface form: two documents discussing “car insurance”
and ““auto coverage” may share few or no exact terms, yet must be recognized as near-equivalent in
meaning.

We use the Cobweb/4V (Barari et al., 2024b) algorithm for our experiments, which extends the
original Cobweb incremental concept formation framework to support continuous features. How-
ever, applying Cobweb/4V in this setting introduces two challenges. First, prototypes within Cob-
web/4V use diagonal Gaussian distributions, assuming that input features are conditionally indepen-
dent. This property is not guaranteed for neural embeddings optimized on the dot product, which
often contain correlated dimensions. Second, the Cobweb/4V algorithm is designed to return a
best-match concept that aggregates all retrieved nodes (including both intermediate and leaf ndoes)
rather than returning all of the retrieved leaf nodes. Our methodology addresses both limitations:
we preprocess embeddings with whitening to improve feature independence that can be captured by
a diagonal variance structure, and we extend a new inference for Cobweb/4V to return multi-result
ranking over its learned hierarchy.

3.1 Sentence Representations

For Cobweb/4V to organize and search effectively, document vectors must capture high-level se-
mantic relationships and yield interpretable prototypes that summarize coherent concepts. To achieve
this, we use sentence embeddings derived from pre-trained Transformer-based language models that
encode contextual meaning into dense vectors.

Specifically, we treat a tokenized sentence z1.7 = (x1,...,27) as input and obtain a vector
from a pre-trained Transformer fy by pooling the representation of the final hidden states: z =
9(fo(z1.7)) € R?, where fo has fixed (pre-trained) parameters 6, g is a model-specific pooling
function, and z is the sentence embedding of dimension d.

We evaluate three representative Transformer families: BERT (Devlin et al., 2019) (encoder-
only), GPT-2 (Radford et al., 2019) (decoder-only), and TS5 (Raffel et al., 2023) (encoder—decoder).
While GPT-2 is primarily optimized for autoregressive generation rather than isotropic semantic
embeddings, we include it to examine how generative-model representations perform in our re-
trieval framework and to serve as a contrasting baseline to embedding-oriented architectures. For
BERT and T5, we test sentence-transformer variants (Reimers & Gurevych, 2019), which fine-tune
encoders with a contrastive objective that better aligns embeddings with semantic similarity and
perform better on similarity objectives. Further details of the model architectures and training ob-
jectives are provided in Appendix A.
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3.2 Dimensional Independence of Representations

Neural sentence embeddings, while effective for capturing semantics, often exhibit strong correla-
tions across dimensions due to the way they are learned (Li et al., 2020). However, Cobweb/4V
assumes a diagonal covariance structure for the Gaussian parameters at each node. To address this,
we apply embedding whitening techniques, including Principal Component Analysis (PCA) and In-
dependent Component Analysis (ICA) (Yamagiwa et al., 2023). PCA not only helps decorrelate
features but also allows optional dimensionality reduction, which can improve computational ef-
ficiency in large-scale retrieval settings. ICA further enhances isotropy—making the distribution
more uniform and spherical—while reducing residual cross-dimensional correlations. By produc-
ing representations that can be better captured by a diagonal covariance structure, whitening ensures
that the algorithm’s probabilistic category utility computations remain meaningful and stable in a
dense-vector setting.

Although numerous other whitening methods exist, we focus on these relatively simple tech-
niques to isolate and evaluate the general efficacy of whitening in our retrieval framework.

3.3 Cobweb/4V Training

Cobweb/4V incrementally constructs a hierarchy in which each internal node stores a prototype
as parameterized by Gaussian parameters y and o2 that summarizes the instances (documents)
beneath it. These prototypes are updated online as a new document inputs, and the Cobweb/4V
selects among four possible operations at each step—create a new category, merge categories, split
a category, or insert into an existing category using the information-theoretic category utility (CU)
metric (Corter & Gluck, 1992):

CU(c) = P(c) [U(cp) — U(c)],

where U (c) denotes the entropy of concept ¢ computed over its attribute distributions, and c,, is the
parent of node c. This measure balances category predictiveness and distinctiveness, guiding the
construction of meaningful, discriminative prototypes.

After training, all raw document vectors extracted from language models are stored only at the
leaf nodes, and each leaf corresponds to exactly one datapoint from the training set. Internal nodes
do not store raw instances; instead, they maintain the probabilistic prototypes summarizing their
descendants (the Gaussain parameters s and o> over sentence embeddings). This design ensures
that retrieval can always access the original datapoints while still benefiting from the generalization
properties of the internal prototypes.

The resulting hierarchy can be viewed as a hierarchical clustered database that encodes both
fine-grained document instances and high-level semantic abstractions at internal nodes. We hy-
pothesize that, when combined with appropriately whitened embeddings, this structure can improve
prediction and retrieval accuracy by exploiting both local and global semantic organization.

3.4 Hierarchical Prediction

Once trained, the learned Cobweb/4V hierarchy functions as both a semantic index and a search
structure over the embedding space. We devise and evaluate two prediction strategies.
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Given a query vector x € RY, both retrieval methods rely on the collocation score (Jones,
1983): s(c) = p(z | ¢)p(c | =), where c is a candidate concept node with Gaussian parameters
pe and o2, This score reflects both how well the query matches the node’s prototype p(z | ¢) and
how representative the node is of the query’s inferred category p(c | ) . In this paper, we assume a
uniform prior p(c) over all concepts for a faster computation of s(c). Specifically, applying Bayes’

rule: p(c| z) = %, the collocation score simplifies to:

s(c) = N -p(z | c),

where N is a normalization constant independent of c. Thus, ranking by s(c) is equivalent to ranking
by p(x | ¢) alone. We exploit this simplification in both prediction methods described below.

3.4.1 Generalized Best-First Search

We generalize the original Cobweb prediction methodology, which only predicts the single best
element. Retrieval begins at the root and performs a greedy best-first search through the hierarchy
using s(c) as the heuristic. Instead of committing to a single greedy descent path, Cobweb/4V
expands up to Npax nodes according to their collocation scores, enabling exploration of multiple
promising branches. Let C* be the collection of nodes as the result of expansion, and since docu-
ments are stored in the leaves, we rank the leaves in the order they are explored in C* and return
them.

3.4.2 Path Sum Prediction

In this alternative approach, leaves are ranked by their cumulative path collocation scores. For a
candidate leaf ¢, we define

|path(¢€)]
score(l) = Z log(s(ci)),
i=1
where c1, . .., Cpam(e)| are the internal nodes on the path from the root to £. Unlike the generalized

best-first search approach, which orders documents by the sequence in which nodes are expanded,
path-sum prediction ranks documents directly by their path scores.

4. Experiment

4.1 Experimental Setup

Datasets. We evaluated our approach and baselines on two retrieval tasks: MS MARCO (Bajaj
et al., 2018) and QQP (Wang et al., 2018). MS MARCO is a large-scale web search corpus built
from real Bing queries and web content. We use its passage collection as our document pool, which
contains 8.8M passages and 7k testing queries. We use it in an ad hoc retrieval setup: given a
natural-language query (e.g., “how to clean a laptop keyboard”), rank passages from the document
pool by relevance and return the top-k results. QQP is a paraphrase identification dataset of paired
Quora questions. It contains 364k training pairs, 40k validation pairs, and 391k test pairs. We recast
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it as a retrieval task where, for a given query question (e.g., “How can I become a better cook?”),
the objective is to retrieve its paraphrase as the relevant “document” from a candidate pool.

Metrics. We report Recall@z, Mean Reciprocal Rank (MRR@x), and Normalized Discounted
Cumulative Gain (nDCG@x) for z € {5,10} on both MS MARCO and QQP, following prior
work (Khattab & Zaharia, 2020). Mean Reciprocal Rank (MRR) computes the reciprocal of the
rank of the first relevant document for each query, averaged across queries. Higher values indicate
that at least one relevant document appears closer to the top of the ranking. Additionally, Nor-
malized Discounted Cumulative Gain (nDCG) accounts for both document relevance and position,
rewarding highly relevant documents that appear earlier. Scores are normalized so that 1 indicates
a perfect ranking, making nDCG particularly useful when relevance is graded.

4.2 Compared Approaches and Implementation

Baselines. To effectively test the dot product, we use Facebook Al Similarity Search (FAISS)
as our baseline, a library which optimizes exact-nearest-neighbors search by dot product through
matrix-operable parallelization. Specifically, we employ the flat index (IndexFlatIP), which
performs an exact dot-product search. This serves as a high-accuracy baseline for efficient similarity
search over vector embeddings.

Cobweb/4V Variants. For each transformer model, we train two Cobweb/4V models as described
in Section 3.3. One model uses raw transformer embeddings, the other uses PCA and ICA whitened
embeddings. We evaluate two prediction methods on these hierarchies: Cobweb-BF'S that performs
the best-first Search method described in Section 3.4.1 and Cobweb-PathSum that performs path
sum prediction as described in Section 3.4.2.

Shared Implementation Details. In all experiments, queries and candidate documents are em-
bedded using the language models described in Section 3.1, and retrieval is performed in the result-
ing embedding space. For Cobweb variants, embeddings are whitened prior to tree construction,
with an explained variance threshold of 0.96 used throughout. For dataset construction, we select
a corpus of n documents and ¢ queries such that each query has at least one corresponding answer
document in the corpus.

Architecture Comparison. To compare retrieval effectiveness across model architectures, we
evaluate all approaches on a controlled setting with a fixed corpus of 10k documents and 1k queries
for both QQP and MS MARCO. This setup allows us to isolate the impact of different embed-
ding models (RoBERTa, GPT-2, TS) and retrieval strategies (Dot Product, Cobweb-BES, Cobweb-
PathSum) without confounding effects from corpus size. The goal of this experiment is to assess
how our retrieval approaches perform relative to a strong flat index baseline across a variety of
embedding geometries.

Scaling Experiments. To study robustness at larger scales, we fix the embedding model architec-
ture and vary the corpus and query sizes. By separating the architecture comparison from scaling
analysis, we first evaluate our retrieval approaches’ ability to leverage sentence embeddings in a fair,
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fixed-size regime, and then assess how well those gains hold when moving to larger, more realistic
datasets.

5. Results and Discussion
5.1 Comparing Embedding Models

To analyze the performance of our approaches on document retrieval tasks using different sentence
embeddings, we report three retrieval metrics, recall, MRR, and nDCG, at k = 5 and £ = 10 on
two retrieval datasets: QQP and MS MARCO in Table 1 and Table 2 respectively.

Table 1: QQP retrieval metrics at @k=5 (top) and @k=10 (bottom). All values are percentages. t
No whitening is applied.

RoBERTa T5 GPT-2
Method Recall MRR nDCG Recall MRR nDCG Recall MRR nDCG
@k=5
Dot Product’ (FAISS) 86.80 74.23 77.07 8490 73.75 76.18 0.00 0.00 0.00
Cobweb-BFS' 11.10 8.11 8.93 11.10 7.85 8.74 18.00 13.86 14.86
Cobweb-PathSum? 5630 44.06 4691 53.40 4097 44.05 20.40 1478 1590
Dot Product (FAISS) 86.70 7440 77.43 84.70  73.66 76.04 19.90 10.61 12.85
Cobweb-BFS 8590 73.62 7637 84.60 7283 7538 3510 2638 28.18
Cobweb-PathSum 8490 73.22 75.57 84.00 7297 7542 33.60 24.82 26.58
@k=10
Dot Product’ (FAISS) 91.30 74.84 77.18 90.00 7447 76.76 0.20 0.02 0.08
Cobweb-BFS' 14.60 8.54 10.01 13.80 8.23 9.45 21.70 1434  15.80
Cobweb-PathSum ' 69.60 4581 50.54 63.10 4227 4627 2480 1537 16.81
Dot Product (FAISS) 9140 75.02 77.69 90.70 7447 7698 27.80 11.61 14.75
Cobweb-BFS 91.00 7430 76.75 89.90 73.57 75.95 42.00 27.30 29.74
Cobweb-PathSum 90.60 74.01 76.27 89.30 73.71 76.09 4080 25.74 28.25

Our results indicate that whitening on sentence embeddings is important for our retrieval approaches
to form robust hierarchies with text embeddings. Across three embedding models and two datasets,
whitening improves Cobweb-BFS’s retrieval metrics (e.g. recall@k = 5: 85.90% vs. 11.10% on
QQP with RoBERTa embedding and recall@k = 10%: 98.60% vs. 24.20% on MS MARCO with
TS5 embedding), suggesting the whitening techniques we used effectively removes feature depen-
dencies from language model’s embeddings. On the other hand, dot product methods do not benefit
from a whitened embedding extracted from a RoBERTa or a TS5 model. This is because the embed-
dings from these models are already optimized for the dot product similarity. As a result, whitening
primarily normalizes the variance of each dimension and has little effect on the embedding geometry
in the vector space. However, whitening benefits dot product methods on anisotropic embeddings
from GPT-2 (Ethayarajh, 2019) by removing dominant correlations and rescaling each direction to
unit variance, yielding a representation more suitable for dot-product similarity.
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Table 2: MS MARCO retrieval metrics at @k=5 (top) and @k=10 (bottom). All values are percent-
ages. : No whitening is applied.

RoBERTa TS5 GPT-2
Method Recall MRR nDCG Recall MRR nDCG Recall MRR nDCG
@k=5
Dot Product (FAISS)!  89.70  62.15 66.53 92.50 64.35 68.66 0.00 0.00 0.00
Cobweb-BFS' 13.70 8.79 9.70 1840 12.07 13.17 0.60 0.32 0.40

Cobweb-PathSum' 7280 4745 5229 73770 4782 53.13 0.60 0.32 0.39
Dot Product (FAISS) 88.90 6098 66.17 8830 5797 63.33 0.40 0.20 0.25

Cobweb-BFS 87.80 59.58 64.32 8890 61.32 65.62 0.40 0.18 0.25
Cobweb-PathSum 80.70 55.04 59.22  81.00 54.88 59.30 0.60 0.18 0.29
@k=10

Dot Product (FAISS)"  98.90 6348 6593 99.30 6531 66.99 0.00 0.00 0.00
Cobweb-BFS' 17.50  9.29 1047 2420 1285 14.50 0.70 0.33 0.40
Cobweb-PathSum 85.60 4921 53.60 8650 49.63 5443 1.00 0.38 0.52
Dot Product (FAISS) 98.30 6236  65.73 98.60 5941 62.84 0.50 0.21 0.26
Cobweb-BFS 97.00 6091 63.67 98.60 62.73 65.20 0.90 0.25 0.41
Cobweb-PathSum 88.70 5621 5846  89.50 56.10 58.71 1.00 0.23 0.39

Furthermore, our results show that our path sum prediction (Cobweb-PathSum) achieves per-
formance comparable to the generalized best-first-search (Cobweb-BFS), with Cobweb-PathSum
outperforming Cobweb-BFS on MRR and nDCG on both datasets using T5 embeddings. How-
ever, the path sum prediction offers an empirically lower time complexity than the generalized
best-first-search, which leads faster runtime in practice. We refer Section 5.3.2 for additional com-
plexity analysis. Across different datasets, our approaches match the dot product performance with
RoBERTa and T5 embeddings, as these embeddings are optimized to well-align with similarity met-
rics, while offering a hierarchical document database. Interestingly, the dot product fails on both
datasets using GPT-2 embeddings while our approaches robustly build hierarchies and retrieve. We
argue that in addition to whitening, our approaches’ multi-step aggregation at various intermediate
levels further removes the anisotropic distribution. Figure 1 shows that dot product search ends up
retrieving a subset of irrelevant documents, while our approaches successfully retrieve the document
given the query. We note that all approaches perform poorly on MS MARCO when using GPT-2
embeddings, since the dataset contains free-form answers rather than paraphrased questions, which
requires explicit modeling of query—answer similarity.

5.2 Visualizations

Figure 2 shows examples of Cobweb/4V sub-hierarchies learned from QQP (left) and MS MARCO
(right) using RoBERTa embeddings. Subtopics are color-coded by theme (Yellow: education in
India, Red: earning money, Green: biochemistry, Purple: nutrition). These visualizations indicate
that the learned hierarchies capture multiple levels of semantic organization, with both fine-grained
and broader prototypes emerging naturally from the data.
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Cobweb

Query: "synonyms of inhabitable" FAISS

manifold (third-person singular simple present manifolds, present
participle manifolding, simple past and past participle manifolded).
(1 transitive) To make manifold; multiply. (2 transitive, printing) To
multiply or reproduce impressions of by a single operation.

Synonyms for inhabitable: habitable, livable, liveable, comfortable,
inhabit, inhabited, homelike, habitable, residential, habitability,
lodgeable, tenantable, not-habitable, occupiable, fit-for-habitation.

Synonyms for creditable in Free Thesaurus. Antonyms for creditable.
27 synonyms for creditable: praiseworthy, worthy, respectable,
admirable, honourable, exemplary, reputable, commendable, laudable,
meritorious, estimable.... What are synonyms for creditable?

Rules for Using Quotation Marks. 1 Below are the rules for using
quotation marks and the placement of punctuation with quotation
marks. 2 Quotation marks (or speech marks as they're also called) can

I had tubes last an entire season which for me is around 2000 miles. I
always start the new season with new tubes. I just don't trust them
after sitting all winter. I also check my tire pressure before every ride
which helps a lot.

‘While my husband could tell I was pregnant when I was naked, at
around 17 weeks, no one else could tell until almost my third
trimester. [ was still in great shape after having my first, so my
second I expected to be much the same. I showed around 22 weeks

I felt baby move at 19 weeks and my husband just felt him move for
the first time at 23 weeks. We also saw my belly move, it was cool. I
felt baby move at 19 weeks and my husband just felt him move for
the first time at 23 weeks. We also saw my belly move, it was cool.

If you freeze and make it as cubes then it will last very long. In fact, I
am gonna do this. It's been a hassle to brew coffee every morning for

be used for the names of books, plays, films, articles, ships, aircraft, a single person.

houses, and hotels

Figure 1: Examples of learned sub-hierarchies of whitened GPT-2 embeddings from the MS-
MARCO dataset showcasing how the Cobweb-BFS metric appropriately retrieves relevant docu-
ments on the query "synonyms of inhabitable" while the dot product fails to retrieve relevant docu-
ments. The correct document is highlighted in red.

In the QQP example, questions about college educations in India (yellow) and questions about
earning money through social media (red) appear as distinct sibling branches under a broader grand-
parent cluster. Here, the concept of “education” is polysemous: it encompasses both the option of
literal future education through a university system and the informal education of conducting a side
hustle. The grandparent prototype unites these interpretations under a generalized theme of “educa-
tion and career,” while preserving their distinctions at the child level. Similarly, in the MS MARCO
example, passages about biochemical (green) and nutritional (purple) are grouped under a shared
grandparent cluster corresponding to a broader “life sciences” theme. This higher-level prototype
captures the conceptual connection between molecular biology and dietary science.

The presence of meaningful intermediate prototypes underscores that Cobweb/4V’s output is
not a flat clustering, but a hierarchical semantic structure where each internal cluster summarizes
and organizes its descendants. This organization enables the hierarchy to represent relationships at
multiple granularities: leaves capture specific document topics, immediate parents cluster closely
related subtopics, and higher-level ancestors encode broader conceptual categories. Such multi-level
organization suggests that the learned hierarchy serves as a semantic map of the corpus, providing
interpretable structure that extends beyond mere proximity in the embedding space.
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QQP MS MARCO

> > IgE-mediated reactions. Barley may commonly induce

W o ) ) . W symptoms of food allergy in sensitised individuals. (1)
Digital Marketing colleges in India? Symptoms may include gastrointestinal distress, atopic

dermatitis and urticaria, angioedema, anaphylaxis and food-

dependent, exercise induced a...

Which one is the best Digital marketing course in India? . X .
s & cou In comparison, both white and green asparagus contain

roughly the same amount of calories, carbohydrates, and fiber in
one serving. The difference is that white asparagus is grown
Which institutes in India offer best distance learning MBA underground. Because it is not exposed to light, it does not
Programs? produce c...

Digestion tract Barley Intolerance Symptoms. There are a
selection of different digestion tract barley intolerance
indicators as well. These symptoms and signs will definitely
vary significantly relying on the individual. Food intolerances

\_ appear the...
How can I earn money using my Quora profile? Ve

There are 430 calories in a 1 burger serving of Bubba
] Burger Certified Angus Beef Burger. Calorie breakdown: 74%

How can I earn money from Twitter? fat, 1% carbs, 25% protein.

|
e

There are 340 calories in a 1 burger serving of Bubba
What are some interesting ways to make money? Burger Sweet Onion Burger. Calorie breakdown: 70% fat, 2%
carbs, 28% protein.

\ &

Figure 2: Examples of learned Cobweb/4V’s sub-hierarchies on QQP and MS MARCO using
RoBERTa embeddings, with subtopics color-coded by theme. Yellow: education in India, Red:
earning money, Green: biochemistry, Purple: nutrition.

5.3 Scalability and Efficiency Analysis

We evaluate the scalability of our framework along two dimensions: accuracy at scale and retrieval
time complexity at scale. The first measures how well retrieval quality is preserved as the number
of indexed documents grows, while the second quantifies computational cost in practice.

5.3.1 Corpus Scaling

To evaluate the scalability of our framework, we conducted a corpus scaling experiment on the
QQP dataset, comparing our approaches with a dot product (FAISS) baseline using RoOBERTa em-
beddings. We measured the retrieval quality using Recall@10 and MRR @10 for different corpus
sizes: 5k, 10k, 20k, and 40k documents. The results, as shown in Table 3, demonstrate that the
retrieval performance of Cobweb, in both its BFS and PathSum variants, remains consistent with
the dot product (FAISS) baseline across all corpus sizes.

As the corpus size increases from 5k to 40k, both FAISS and our retrieval approaches exhibit
a gradual decrease in retrieval accuracy. This is a common phenomenon in information retrieval
systems, as the number of potential matches for a query grows, making the task more challenging.
For instance, the Recall@10 for FAISS drops from 96.60% at S5k documents to 87.28% at 40k
documents. Similarly, the Recall@10 for Cobweb-BFS decreases from 96.60% to 87.10%, and
Cobweb-PathSum from 96.00% to 86.00%. The MRR @ 10 metric shows a similar trend.
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Crucially, the performance gap between FAISS and our retrieval approaches remains nearly
constant. The difference in Recall@10 between FAISS and Cobweb-BFS, for example, is minimal
across all scales, suggesting that Cobweb maintains its retrieval effectiveness even with a growing
number of documents. While Cobweb-PathSum shows a slightly larger performance difference
compared to FAISS, this difference does not widen as the corpus scales. These results indicate
that our whitened framework is as robust to corpus size as the highly optimized FAISS baseline,
preserving retrieval quality effectively at scale. We refer to Appendix C for additional scaling
results using TS embeddings.

Table 3: QQP Scaling metrics @k=10 on RoBERTa Model Embeddings. All values are percentages.
1: No whitening is applied.

Corpus Size 5k 10k 20k 40k

Method Recall MRR Recall MRR Recall MRR Recall MRR
Dot Product’ (FAISS) 96.60 80.22 91.30 74.84 8848 69.93 87.28 68.35
Cobweb-BFS 96.60 80.03 91.00 7430 8792 69.28 87.10 67.80
Cobweb-PathSum 96.00 7893 90.60 74.01 87.12 68.36 86.00 66.77

5.3.2 Time Analysis

Consider a database of N documents, each represented by an embedding of dimension D. Let
k denote the number of top-ranked results to return, d the depth of the Cobweb tree, and N the
number of nodes (internal and leaf) in the tree. We write p(x | ¢) for the probability of a query x
under cluster ¢, assuming independent Gaussian features.

In practice, Cobweb/4V’s hierarchies have branching factor b > 2, so depth grows as d =
O(log, N) rather than linearly in N, and empirically we observe Ny ~ 1.5N across datasets.
Moreover, retrieval tasks rarely require full sorting of all N documents; since evaluation is limited
to small cutoffs (k < 1000), partial ranking is sufficient. Under these assumptions, we can compare
the complexity of Dot product and our retrieval approaches as follows.

Dot Product (FAISS). The similarity score is computed by calculating the dot product between
the query and all document embeddings in O (N D) time. Returning the top-k results adds O(N log k),
which is negligible compared to N D when D >> log k. Thus, the effective complexity is O(/N D).

Weighted Path Sum retrieval (Cobweb tree). Each node score logp(c | x) is computed with
simple D-dimensional vector operations: subtracting the prototype mean from the query, squaring
the result, dividing by the node variance, and adding the log-variance term before reducing to a
scalar. These element-wise additions, subtractions, and divisions are repeated across all nodes,
giving O(NyD) complexity. A leaf’s score is then the sum of its ancestor scores along the path,
with O(d) accumulation per leaf and top-k selection in O(N log k). With Ng~1.5N and d < D,
this reduces to O(N D) overall.
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Best-first search Let N ., denote the maximum number of nodes expanded during search, as
described in Section 3.4.1. At each step, the highest-scoring node is removed from a priority
queue and expanded. Scoring a node requires O(D) operations, while priority queue updates cost
O(log Nmax) each. Thus, visiting all Ny nodes yields O(NoD + Nglog Nmax) complexity. Since
D > log Nyax. this reduces to O(NN D) in the worst case.

In contrast, in the best case only a small fraction of nodes are expanded, following greedy
retrieval. If search proceeds along a single high-scoring path, only O(k log Ny) nodes are visited,
giving total complexity O(kD log N 4+ N log Nyax). This makes best-first search potentially more
efficient than exhaustive scoring when k < N.

Summary. Across all methods, the dominant cost arises from D-dimensional operations. Dot
product search scales as O(N D), weighted path sum retrieval as O(NN D), and best-first search as
O(ND) in the worst case with potential reductions to O(/N log Nyax) in favorable scenarios. This
does not imply that they require similar absolute runtimes; rather, their scaling behavior differs
only by multiplicative constants. These constants, influenced by memory layout, cache efficiency,
and parallel matrix operations, can still result in substantial performance differences in practice.
Thus, as shown in Table 4, Cobweb-PathSum is parallelizable with matrix operations and achieves
20-100x faster runtime than Cobweb-BFS.

Table 4: Average latency per query (in milliseconds) for different methods across corpus sizes on
the MS MARCO dataset. {: No whitening is applied.

Method 1k Sk 7.5k 10k 20k
Dot Product’ (FAISS) 0.40 1.27 1.31 3.03 591
Cobweb-BFS 164.45 72452 1006.42 1524.63 3087.39
Cobweb-PathSum 1.69 11.54 14.37 27.25 52.63

6. Conclusion and Future Works

We introduced a hierarchy retrieval framework that adapts Cobweb/4V to dense textual neural em-
beddings, organizing documents into prototype trees for coarse-to-fine search. We proposed hierar-
chical retrieval approaches that compose prototype similarities at multiple levels of granularity. Our
approach achieved retrieval performance comparable to the dot product with strong encoder em-
beddings and remains robust in challenging settings, such as with anisotropic GPT-2 embeddings
where the dot product fails. These hierarchies not only preserve accuracy at scale on both QQP and
MS MARCO datasets but also provide interpretable multi-level relevance signals, bridging the gap
between high-performance dense retrieval and human-like semantic organization.

This paper employs primitive techniques of whitening; however, future directions aim to em-
ploy whitening as a processing addition rather than a post-processing addition, such as through
models that output whitened embeddings (Zhuo et al., 2023). Additional works could involve cre-
ating embeddings that are naturally optimized for Cobweb by integrating a differentiable Cobweb
approximation into a model training process.
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Methods of exact retrieval search the entire document space to return the top-k documents. In a
large-scale exact-retrieval setting, many documents are irrelevant to the query, and so approximate-
nearest-neighbors solutions have been introduced to calculate semantic similarities on a subset of the
total database to improve efficiency, whether through hybrid approaches or greedy filtering (Malkov
& Yashunin, 2018; Fu & Cai, 2016; Xu et al., 2025). Another future direction involves modifying
the Cobweb metrics to approximate solutions by restricting our search to a specific set of leaf nodes
or a specific sub-tree.

Finally, the use of categorical utility and its inherent reliance on decorrelated dimensions is valu-
able in realizing the full value of an isotropic latent space, as analyzed by (Jung et al., 2023). While
isotropic embeddings are in theory superior because of their ability to explain more with fewer
dimensions, the biggest barrier to their widespread use is finding metrics that inherently take ad-
vantage of independent dimensions (Yamagiwa et al., 2023). With our Cobweb metric, we open up
the possibility of utilizing lower-dimensional, isotropic embedding spaces to describe a distribution
that previously needed higher-dimensional descriptions.
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Appendix A. Sentence Embedding Architectures

We summarize the training objectives and pooling strategies for the three Transformer architectures
considered.

Encoder-only (BERT). Trained with masked language modeling, predicting randomly masked
tokens from bidirectional context:

max > logpo(xr | 2\ pm),
teM

where M indexes masked positions. Sentence embeddings are formed by pooling the [CLS] token
from the final encoder states.

Decoder-only (GPT-2). Models the joint distribution autoregressively with a left-to-right mask:

T
méiX Zlogpe(% | 9U<t)a

where x; is the prefix under a causal mask. We obtain sentence vectors by average pooling over
final hidden states.

Encoder—decoder (T5). Uses a bidirectional encoder with cross-attention into a decoder, trained
for conditional text generation:

Ty

max Zlogpe(yt | y<t, T1.13,),
=1

where z1.7, is the source sequence and y1.7, the target. Sentence embeddings are taken from pooled
encoder outputs.

Sentence-transformer variants. Fine-tune an encoder with a contrastive objective that pulls to-
gether semantically matched pairs and pushes apart in-batch negatives:

Zl exp(sim(Zz;, 2;7)/7)

2
;exp(sim (%, 25)/7)

where 2 is the /2-normalized pooled embedding and sim is cosine similarity.
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Appendix B. Additional Visualizations

Below we denote some additional visualizations that showcase Cobweb’s ability to cluster docu-
ments with semantic or syntactical similarity.

In this article, Part 10: How to Apply
Pattern Overlays Using Photoshap Layer

Styles, we will explain the settings
behind Patiern Overlay and the ways it
can be used to create different effects.

Let's get started. Pattern Overlay is

used, as the name...

How do | start a career in Digital
Marketing?

Which MBA stream is best for a
Mechanical Engineer ?

Chrome will need to be installed before
you can select it as your default
browser. You can download Chrome by
visiting google.com/chrome! in the Edge
browser and clicking the Download
button. Run the installer that downloads
to install Chrome. 2. Ope...

What are good universities for M.S. in
Data Science?

(a) A subtree of whitened RoBERTa embed- (b) A subtree of whitened RoOBERTa embeddings
dings representing how three MS-MARCO para- showcasing how two documents about setup in-
phrases directed towards clarifying educational structions are clustered, despite referencing dif-
questions are all similarly represented. ferent subjects.

The majority of pharmacy techs work in
stores and hospitals, where the
average annual salary was $28,940 and
$34,410, respectively**. However, a
higher salary can be had if you can find
eemployment with outpatient care centers
or physicians' offi...

The median annual wage for pharmacy
technicians was $30,410 in May 2015.
Employment of pharmacy technicians is

projected to grow 9 percent from 2014 to
2024, faster than the average for all
occupations. Increased demand for
prescription medications w...

What are same of the best mobile

gadgels? It also states that pharmacy technicians

working in an acute care haspital eam
an average salary of $37,000 per year,
while those working for the military or
a pharmaceutical company eamn an average
salary of $38,000 per year. This
‘What are the best gadgets of 20167 represents a diff...

(c) A subtree of whitened RoOBERTa embeddings (d) A subtree of whitened RoBERTa embed-
representing how two QQP queries about gadget dings representing how three MS-MARCO para-
rankings are closely intertwined. phrases of the same document are correctly clus-

tered under the same parent node.

Appendix C. Additional Scaling Results

Below we provide the scaling results on both MS MARCO (Table 6) and QQP (Table 5) datasets on
the gtr-t5-large sentence transformer.
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In uncomplicated cases, UTis can be
treated easily using antibiotics. In
complicated cases, especially I the
kidneys are affected, longer courses or
medication may be required, depending
upon the nature of complication. The
following Is a list of sy...

Urinary tract infection (UTI) symptoms
nay include burning sensation, strong
urge to urinate, pain, urinary

frequency, difficulty urinating, and
sometimes, bload in the uri pics
1-Z Slideshows Images Quizzes
Medications Medical Dictionary

Alarge chicken could even take about 2
hours to fully get roasted. The general
thumb rule for preparing roast chicken
is a cooking time of about 20 minutes

for every pound of meat and another 10
10 20 minutes at a temperature of 350

degrees F in the...

In kids, symptoms of gastritis may
and tough, rose gym tons do con
in many childhood illnesses. H. pylori,
which used to be called Campylobacter
ylori, also can cause peptic ulcers
‘commonly known as st..

Seizures and neurclogic symptoms are
caused by several poisons including
sirychnine, tobacco, aspirin,
antidepressants, alcohol, marjuana,
flea repellents, insecticides, gasoline,
drain cleaners, dishwasher detergent,
and furniture polish

The symptoms of a bladder infection tend
to come on suddenly and include: painful
urination and a burning sensation;
needing to urinate frequently; sudden
urges to emply your bladder, called
urinary urgency; pain in your central
lower abdomen, just a...

Pain from a stomach ulcer can travel,
radiating o the back or chest. "If the
ulcer has penetrated through the bowel
vall, the pain can become more intense,
longer in duration, and harder to
alleviate," says Ravella.

Common symptoms include: 1 Pain,
discomfort, or burning when urinating
and possibly during sexual intercourse,
pain (often just above the pubic bone) 3
Afrequent or uncontrollable urge to
pee, even when ther

Fertilizer burn is the result of over
plants or applying
fertilizer to wet foliage. Fertilizer
contains salts, which draw moisture out
of plants. When you apply excess
fertilizer to plants, the result is
yellow or brown discoloration and...

Pulsatile tinnitus (tinnitus that beats
with your pulse) can be caused by
aneurysms, increased pressure in the
head (hydrocephalus), and hardening of
the arteries. Anything that increases
blood flow or turbulence such as
hyperthyroidism, low blood vi...

(a) A subtree showing how the "burning sensa- (b) A subtree showing how six MS-MARCO
tion of UTIs" is semantically tied to the "roasting paraphrases follow a "burning" and "pain" trend,
of chicken" — unintuitive behavior which results despite discussing different topics.

in optimal performance.

We additionally provide the runtime comparisons for different approaches across increasing
corpus sizes. Table 7 reports execution times (in seconds) on the QQP datasets (the MS MARCO
version is in Table 4).
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Table 5: QQP retrieval metrics at @k=5 (top) and @k=10 (bottom) for T5 sentence transformer. All
values are percentages. t: No whitening is applied.

5k 10k 20k 40k

Method Recall MRR Recal MRR Recall MRR Recall MRR
@k=5

Dot Product! (FAISS) 87.60 77.26 8490 73.75 80.88 6896 79.60 67.23
Cobweb-BFS 86.80 76.68 84.60 72.83 80.64 6844 7895 66.55
Cobweb-PathSum 85.60 75.07 84.00 7297 7948 6743 7825 66.29
@k=10

Dot Product’ (FAISS) 9320 78.02 90.00 7447 86.64 69.73 8588  68.05
Cobweb-BFS 9360 77.60 89.90 73.57 85.84 69.15 8565 67.43
Cobweb-PathSum 90.20 7570 89.30 73.71 8524 68.21 85.02 67.19

Table 6: MS MARCO retrieval metrics at @k=5 (top) and @k=10 (bottom) for T5 sentence trans-
former. All values are percentages. {: No whitening is applied.

5k 10k 20k 40k

Method Recall MRR Recal MRR Recall MRR Recall MRR
@k=5

Dot Product’ (FAISS) 9240 6240 9250 64.35 9281 66.15 91.80 65.02
Cobweb-BFS 88.20 5855 88.90 61.32 9047 6291 89.38 61.62
Cobweb-PathSum 81.20 53.90 81.0 5488 8398 5798 8127 55.72
@k=10

Dot Product! (FAISS) 99.80 63.45 9930 6531 9895 67.04 9822 65.95
Cobweb-BFS 98.40 60.05 98.60 6273 9741 63.9 97.20 62.74
Cobweb-PathSum 89.80 55.13 89.50 56.10 89.92 58.84 88.85 56.80

Method 1k Sk 10k 20k
Dot Product’ (FAISS) 0.19 2.05 3.96 6.05
Cobweb-BFS 22552 70278 1418.06 2129.69
Cobweb-PathSum 1.41 15.03 53.05 139.81
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Table 7: Average latency per query (in milliseconds) for different methods across corpus sizes on
the QQP dataset. : No whitening is applied.



