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Abstract

Federated Learning is a promising paradigm for privacy-
preserving collaborative model training. In practice, it is
essential not only to continuously train the model to ac-
quire new knowledge but also to guarantee old knowledge
the right to be forgotten (i.e., federated unlearning), espe-
cially for privacy-sensitive information or harmful knowl-
edge. However, current federated unlearning methods face
several challenges, including indiscriminate unlearning of
cross-client knowledge, irreversibility of unlearning, and
significant unlearning costs. To this end, we propose a
method named FUSED, which first identifies critical lay-
ers by analyzing each layer’s sensitivity to knowledge and
constructs sparse unlearning adapters for sensitive ones.
Then, the adapters are trained without altering the origi-
nal parameters, overwriting the unlearning knowledge with
the remaining knowledge. This knowledge overwriting pro-
cess enables FUSED to mitigate the effects of indiscrimi-
nate unlearning. Moreover, the introduction of indepen-
dent adapters makes unlearning reversible and significantly
reduces the unlearning costs. Finally, extensive experi-
ments on three datasets across various unlearning scenar-
ios demonstrate that FUSED's effectiveness is comparable
to Retraining, surpassing all other baselines while greatly
reducing unlearning costs.

1. Introduction

Background. Federated Learning (FL) [25, 30, 46] has
emerged as a promising paradigm for privacy-preserving
collaborative model training. In practice, FL. models need
to acquire new knowledge continuously while also ensuring
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the “right to be forgotten” for previously used training data
[12, 37]. For example, a year after the launch of ChatGPT,
The New York Times accused OpenAl and Microsoft of the
unauthorized use of its media data for training, demand-
ing that they delete the acquired knowledge from its mod-
els [10]. Furthermore, malicious clients may inject harmful
data during training, potentially poisoning the global model.
As a result, it is crucial for the global model to eliminate
such harmful knowledge. This leads to the concept of Fed-
erated Unlearning (FU).

Challenges. In the field of FU, two primary categories
of methods have emerged: retraining-based methods [29]
and model manipulation-based methods [38]. Among these,
retraining-based methods are widely regarded as the state-
of-the-art (SoTA) for achieving model unlearning. This ap-
proach involves removing the data designated for unlearn-
ing and retraining the model from scratch until convergence.
Conversely, model manipulation methods modify the model
directly using techniques such as gradient ascent, knowl-
edge distillation, and setting parameters. However, existing
methods still face several challenges:

* Indiscriminate unlearning: In scenarios where knowl-
edge overlaps occur among clients, traditional methods
indiscriminately remove shared knowledge during the un-
learning process, leading to a substantial decline in the
performance of other clients.

* Irreversible unlearning: In FL systems, clients’ unlearn-
ing requests may change dynamically. When a client
no longer needs to forget certain knowledge, traditional
methods cannot recover that memory quickly.

o Significant unlearning costs: The retraining-based
method requires multiple iterations, resulting in signifi-
cant computational and communication costs. Even sim-
ple adjustments to model parameters can demand a sig-
nificant amount of storage as a compensatory cost.
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Method. To address these challenges, we propose a re-
versible Federated Unlearning method via SElective sparse
aDapter (FUSED). To begin, we perform a layer-wise anal-
ysis of the model’s sensitivity to knowledge changes, iden-
tifying the most affected layers. These sensitive layers are
then processed into sparse structures known as unlearning
adapters. This process, termed Critical Layer Identification
(CLI), significantly reduces the number of model parame-
ters, thereby lowering unlearning costs. Subsequently, the
unlearning adapters are distributed to clients that do not re-
quire unlearning for retraining. During this phase, the orig-
inal model is frozen, and only the independent unlearning
adapters are trained. Ultimately, the unlearning adapters
are integrated with the original model to yield a global un-
learning model. This method leverages training on the re-
maining knowledge to effectively overwrite the knowledge
that needs to be forgotten (i.e., knowledge overwriting), ad-
dressing the issue of indiscriminate unlearning. Moreover,
introducing independent adapters facilitates rapid recovery
of forgotten knowledge through their removal and signifi-
cantly reduces unlearning costs by utilizing sparse param-
eters. In summary, FUSED achieves high performance, re-
versibility, and cost-efficiency in FU, making it suitable for
scenarios involving client unlearning, class unlearning, and
sample unlearning scenarios.

Contributions. The contributions are as follows:

* We propose FUSED, a reversible FU approach that
retrains independent sparse adapters for unlearning.
These adapters effectively mitigate unlearning interfer-
ence while ensuring that the unlearning is reversible.

* We introduce the CLI method, which accurately identi-
fies model layers sensitive to knowledge changes and con-
structs sparse unlearning adapters, significantly reducing
the parameter scale and unlearning costs.

* We theoretically and experimentally prove the effective-
ness of the proposed method across different unlearning
scenarios in FL, including client unlearning, class un-
learning, and sample unlearning.

2. Related work

Machine unlearning. Currently, most researchers focus
on machine unlearning (MU) within centralized scenarios
[7, 24, 28, 48]. Mainstream methods can be classified into
two categories: data manipulation and model manipulation
[31]. Data manipulation includes data mixing and data par-
titioning. The former fine-tunes the model to forget spe-
cific samples by introducing interference data or by replac-
ing existing data [11, 14, 34, 36, 49]. In contrast, the lat-
ter divides the training dataset into multiple subsets and
retrains only the subset that contains the data to be for-
gotten [2, 6, 8, 19, 32]. Model manipulation [9, 23] con-
tains three strategies: model transformation, model prun-
ing, and model replacement. Model transformation meth-

ods directly update the model parameters to offset the in-
fluence of forgotten samples on the model [13, 16, 20, 40].
Model pruning methods involve pruning from the original
model [1, 17,27, 38]. Model replacement methods compute
nearly all possible sub-models and store them alongside the
deployed model. When an unlearning request is received,
only the sub-models affected by the unlearning operation
need to be replaced. This method is commonly utilized in
machine learning models such as decision trees [3, 33, 43].

Federated unlearning. Unlike centralized unlearning,
FU [26] expands the unlearning objectives to client unlearn-
ing [35], sample unlearning, and class unlearning [15, 42].
In this context, commonly used unlearning methods can be
classified into retraining-based methods [29] and parame-
ter manipulation-based methods [4, 5, 18, 39]. Retraining-
based methods means training a new model from scratch
without unlearning data. For example, when a particular
client needs to be forgotten, [27] have proposed approaches
that retrain the remaining clients to obtain corrected gra-
dient directions, which are then used to update the global
model stored on the server. [29] utilized an improved quasi-
Newton method to accelerate the training process. [35] re-
duces the time and computational resources required for re-
training through clustering. Despite these efforts to mitigate
the resource costs associated with retraining, the expenses
remain unacceptable in real-world scenarios. Consequently,
some researchers have proposed parameter manipulation-
based unlearning methods. For instance, [38] focuses on
classification tasks using CNN models and achieves un-
learning classes by pruning class-related channel parame-
ters. Furthermore, [41] eliminates the contribution of a tar-
get client by subtracting the accumulated historical updates
from the global model. It then uses the old global model
as a teacher model to train the unlearning model, employ-
ing knowledge distillation techniques to restore the model’s
performance. Overall, current research on FU is still lim-
ited, primarily focusing on client unlearning. Additionally,
the issues of knowledge interference and irreversibility have
not been adequately considered.

3. Problem formulation

Centralized machine unlearning. We denote D" as the
data to be forgotten, and D as the entire training dataset,
D = (zi,yi)I~,. Then, D" = D\D" represents the data to
be retained. Let M" denote the model before unlearning,
M/ is the model after unlearning, and FG7(-) denote the
unlearning process. The unlearning can be represented as:

MS = FGT(M”, D", DY), (1)

The objectives of FU are threefold: (a) minimizing the
performance of M7 on D%; (b) maximizing the perfor-
mance on D", and (c) minimizing the resources consumed
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The figure illustrates the process of CLI (left) and unlearning (right). Left: the server computes the difference of each layer

between the models uploaded by each client and the distributed one, identifying critical layers that are sensitive to knowledge. Right: a
sparse adapter is constructed for each key layer, which is then independently trained on the remaining data.

by the unlearning process. Denoting F(-) as the model test
loss and RC(-) as resource consumption, the above objec-
tives can be respectively expressed as:

max F(M, (zi, ;). (i, y;) € D", 2
minF(Mfa (mia yi))a (xia yi) €D = D\Dua (3)
min RC(FGT(M”, D", DY)). @)

Ideally, when a model is considered to have fully forgot-
ten target knowledge, its performance should be equivalent
to that of a model trained from scratch without ever seeing
the forgotten data D*. This retraining ensures the worst per-
formance on the forgotten data D" and the best performance
on the remaining data D". However, this approach requires
significant computational resources and preserving all his-
torical training data, which is impractical in real-world sce-
narios. Therefore, we posit that the closer the performance
of the model M/ on D" and D" is to that of a retrained
model, the better the unlearning effect, while also striving
to minimize resource expenditure on this basis.

Unlearning scenarios in FL. In consideration of the dis-
tributed nature of FL, traditional machine unlearning can be
extended to client unlearning, class unlearning, and sam-
ple unlearning. In the case of client unlearning, we con-
sider N clients, a set of unlearning clients IV,,, with the un-
learning dataset D* = {Dg}ren,, and remember dataset
D" = {Dy}ren\N,,» Where Dy, represents the data of client

k. The optimization objectives are:

max Z F(M! D), &)
kEN,,

min Z F(M",Dy,), (6)
kEN\N,,

min RC(FGT (M",{Dy}ren). @)

Sample unlearning means forgetting a portion of
data within a client. It is similar to client unlearn-
ing. In the context of class unlearning, let all client
data classes be C and the classes to be unlearned be
C“. The unlearning dataset can be represented as

— {(2%, ¥ = ) ucee (ot 44Dy ke - and the remem-
ber dataset as D" = {Dk}ke ~\D¥. The optimization ob-
jectives are:

max E

(z;,y;)€{Dr}ren

min Z
(z;,9;)€E{Dr}ren

min RC(FGT (M", (z;, yi)|yiec))'

]:(va (mivyi”y%ecu)v (8)

I(Mra (m%ayi”yigcu)a (9)

(10)

4. The proposed method: FUSED

FUSED involves a two-stage unlearning process (as shown
in Fig. 1). The first stage is Critical Layer Identifica-
tion (CLI), and the second stage is Unlearning via Sparse
Adapters, which is based on the critical layers identified.
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4.1. Critical layer identification

During the CLI phase, each client, coordinated by the
server, participates in a federated iteration process. Clients
receive the global model distributed by the server and train it
using their local data before uploading it back to the server.
Subsequently, the distance between the parameters of each
layer in the models from different clients and those in the
corresponding layers of the initial model is calculated by
the server. The layers with the most significant parameter
changes are obtained by averaging these distances.
Consider a global model with L layers, and N clients,
each with an identical model structure. After local train-
ing, the parameters of these models differ across clients.
Let p} represent the parameters of the /-th layer of the n-
th client, where n = 1,2,--- , N and [ = 1,2,---, L.
The initial distributed global model is denoted as M"™ =
{p1,p2, - ,pr}. After local training by the clients, the
variation in the [-th layer of the model can be expressed as:

Dif fi = Diff(p;,p1) & -

where Dif f*(p}, pi) represents the difference between the
l-th layer of the n-th client’s model and the [-th layer of
the original model (need to be forgotten) distributed by the
server. We utilize the Manhattan distance for measurement.
Assuming that the dimensions of p; and p; are k x v. The
calculation process is as follows:

=Y bl 02

The aggregation method of & is as follows:

@ Dif NN, ), (11)

Dif f(pr',p)

Dif ft(pl.p) ® Dif fN (), pi) = %

13
lefll(pllapl) ZNIDll szfl (pl 7pl)7 ( )

where |D;| represents the data volume of client i. Eventu-

ally, LS = {arg max{Dif fi}, -+ ,arg min{Diffl}} in-
! ]

dicating the changes in different model layers is obtained.
The first element corresponds to the layer index that is most
sensitive to changes in client knowledge, while the last el-
ement corresponds to the most robust layer. To minimize
resource cost, the subsequent unlearning process prioritizes
unlearning in the most sensitive model layers.

4.2. Unlearning via sparse adapters

Based on the list obtained from CLI, given a preset value
K for the number of layers to be unlearned, the first K in-
dices in LS are designated for FU. Let £/ denote the set of
layers that need to be unlearned, and £" denote the remain-
ing frozen layers. For each unlearning layer in £f, we dis-
card most of the parameters in a random manner and leave
only a small portion, forming a sparse parameter matrix A7.

During training, only Af is trained while £/ remains un-
changed. In the inference process, the new parameters of
the unlearning layer are directly obtained by adding the pa-
rameters of A/ (denoted by pars) and £f (denoted by prs).

For the original model M?", the entire unlearning pro-
cess can be divided into four stages: model distribution, lo-
cal training, model uploading, and model aggregation. In
FUSED, there are significant differences in the model dis-
tribution and local training stages compared to traditional
FL. The following sections will primarily focus on these
two stages. Firstly, during the model distribution stage, the
model is only distributed to clients that contain the remem-
bered dataset D" (see Problem Formulation), and only un-
learning adapters are transmitted. This means that in client
unlearning scenarios, the clients to be forgotten will not re-
ceive the adapters (in class/sample unlearning, the class-
es/samples that need to be forgotten will no longer par-
ticipate in training with the server). Additionally, the dis-
tributed model is a sparse matrix A/, which significantly
reduces communication overhead. Secondly, in the local
training stage, for a client n, assuming the total number
of local training epochs per federated iteration is E, then
in the ¢-th federated iteration, the parameters of the model
M, (i,e) are (pA{L(i75) + prs) o per. The training process
is as follows:

Al(i,e+1) = Al (i,e) = nVF, (D}, My (i,e)), (14)

Mn(i7 e+ 1) = (pA{L(i,e-‘rl) +p£f) °PL,s (15)

where e = 0,--- E — 1, F,,(D7,, M, (i, e)) represents the
loss and 7 denotes the learning rate. In each round of local
training, M, (%, e) is derived from the fusion of the original
model M" and the sparse matrix A7 (i, €) obtained from the
previous round. Each completed training round corresponds
to a process of knowledge overwriting, during which the re-
maining knowledge is progressively enhanced. It is worth
noting that during the training process, only p , L(ie) is up-
dated. The other parameters, p,s and p.-, remain frozen
and are only used to compute the loss during inference. Af-
ter local training is completed, each client uploads p , L(1E)
to the server, which aggregates the updates using the Fe-
dAvg [30] method to obtain a new p , s (i+1)° After training,
we need to concatenate the adapter with the corresponding
unlearning layer of the original model to derive the global
unlearning model. When the client’s knowledge no longer
needs to be unlearned, removing the unlearning adapters
will effectively restore the original memory, thereby mak-
ing the unlearning process reversible.

4.3. Algorithm

To elucidate the aforementioned training process more
clearly, this section presents it through pseudocode (as
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Algorithm 1 Our method FUSED

Input: Original model M", number of iteration I, number
of local training F/, number of clients IV, unlearning data
D,, all clients’ data D

Output: Unlearning model M7

1. LT < Unlearning Layer Identification
2: Adapters A/ < Random dropout parameters of £
3: for iteration ¢ = 0 to I do

4:  if i=0 then

5 Server distribute M to all clients

6: endif

7:  Server distribute adapters Ay to clients maintaining

D, = D\D,

8: forclientn =1to N do

9: Freezing the original parameter M"

10: for local epoche =0to E — 1 do

11: Merge the M" model with adapters to get
M., (e) (refer to Eq. (15))

12: Update adapters to get Af (e + 1) (Eq. (14))

13: end for

14: Upload A/ (E) to the server

15:  end for

16: Server aggregates adapters to get Af
17: end for

18: Merge M" with Af to get M/f

19: return Unlearning model M/

shown in Algorithm 1). The inputs for Algorithm | are
the original model to be unlearned M", the total number
of federated training rounds I, the number of local training
epochs FE, the number of clients N, the forgetting dataset
D, and the dataset for all clients D. The output is the
model M7 after the unlearning process. First, based on the
original model M?", a federated iteration is conducted to
determine the model layers to be unlearned (details of CLI
are displayed in the Supplementary Material). Using the in-
dexes of unlearning layers, a series of unlearning adapters
are constructed through random sparsification. Then, the
FU process begins: during the first federated iteration, the
server distributes both the unlearning adapters and the origi-
nal model to the clients that contain the remembered dataset
(lines 4-7 in Algorithm 1), excluding clients that only con-
tain the forgetting dataset. Subsequently, the clients freeze
the original model (line 9 in Algorithm 1) and merge the
unlearning adapter with the original model (line 11 in Al-
gorithm 1). The clients then train unlearning adapters us-
ing local data and upload it to the server for aggregation
(line 16 in Algorithm 1). After I rounds of federated it-
erations, the final unlearning adapters are merged with the
original model (line 18 in Algorithm 1) to obtain the global
unlearned model M.

4.4. Theoretical analysis

In this section, we will theoretically analyze how knowl-
edge overwriting happens in the training process of differ-
ent tasks, providing theoretical support for the FUSED.

Suppose there are two learning tasks denoted as 7 and
Ts, each task has an input space X and an output space
Y. The parameterized model is represented as a mapping
f(©®) : X — Y, © denotes an n-dimensional parameter
vector of the neural network. For each task, we use a loss
function L7 (©) to measure the performance of the model.

The model learns on tasks 77 and 75 and obtains the op-
timized parameters ©F and ©3, which are, respectively, €;
and €5 away from the minimum value, where €; and e, are
arbitrarily small positive numbers:

O] = argmin(L7, (©) + €1), €1 > 0. (16)
©

05 = argmin(L7,(0) + €2), e2 > 0. (17)
e

We have the following assumptions:

Assumption 1: The loss function L1 (©) is continuous
and differentiable with respect to the parameters ©.

Assumption 2: Near the optimized parameters O3, the
loss function L1,(©) can be approximated using a first-
order Taylor expansion.

From the work of [22], we notice the agreement between
the predictions of the original network and those of the lin-
ear model obtained from the first-order Taylor expansion of
the network. Consider the linear model of the loss function
L1, (03%) for the old task T} at the optimized parameters
or:

Lr,(05) = L, (0]) + Ve Lr, (0])" - (65 — 67). (18)
Performance degradation ALy, is defined as:
ALy, = L1(05)-Lr,(07) ~ Velr,(07) (05-07). (19)

Defining the task difference ®(©, T}, T») as the cosine
similarity between the gradients of two tasks.At the opti-
mized parameters O7F, we have:

Veolr (01)" - VoLlr,(67)

(O, Ty, Ty) = . (0
OL T T) = (7 @ Veln @) 2

The changing direction of the parameters © is influenced
by the gradient of the new task 75, that is:

@Z - @T = —UV@ETQ (@ik)v 21

where 7 represents the learning rate.
Substituting into the performance degradation approxi-
mation formula, we can obtain:

ALr, =—n|Velr,(07)[Velr,(O7)| (07, T3, T2). (22)
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When the cosine similarity of the gradients of the loss
function at tasks 77 and 7% is less than 0, the performance
degradation of the old task is greater than 0. That is, when
the knowledge of the tasks learned sequentially is opposite,
the learning of new knowledge will overwrite the old knowl-
edge that the model has mastered.

The aforementioned analysis is based on full training of
model parameters. Specifically, in FUSED, only partial pa-
rameters of critical layers are updated with new data. Then,
the result will be:

05 - 01 = —n- (voVelr(07)),

(ve{0,1}"Plo;=1) =p.ic{l,....n}}, &

v is an n-dimensional binary vector. Each element of v
takes the value of 1 with probability p. Then, we can get:

E(ALz,) =—=n-p-[[VeLlr (07|

R N 24)
Ve L, (07)[ - (07,11, T2).

Therefore, it can be inferred from the above formula that
when the angle between the gradients of the new task and
the old task is greater than 90 degrees, the old knowledge
learned by the model can also be covered by training some
parameters on the new task.

5. Experiments

5.1. Experimental setting

The experiments are built on PyTorch 2.2.0, developing an
FL framework comprising one server and 50 clients. The
hardware environment uses an NVIDIA RTX 4090. Opti-
mizers consisting of SGD and Adam are employed with a
batch size of 128. The result is listed in Tab. 1.

The datasets include FashionMNIST [44], Cifarl0 and
Cifar100 [21]. We use the Dirichlet function to partition the
dataset and conduct tests under two conditions: « = 1.0
and o = 0.1. In Tab. 1, we primarily present the results for
a = 1.0; for the results under non-independent and iden-
tically distributed, please refer to the appendix. The model
used for FashionMNIST is LeNet, while ResNet18 is em-
ployed for training on Cifar100. For CifarlO, training is
conducted using both ResNet18 and a vision-based Trans-
former model called SimpleViT [47]. Baselines include Re-
training, Federaser [27], Exact-Fun [45], and EraseClient
[18]. Among these, Retraining is the upper bound of un-
learning; it can achieve the effect of the model having never
encountered the forgotten data.

Evaluations. We evaluate FUSED from multiple per-
spectives:

* RA & FA: RA is the testing accuracy on the remaining
dataset, which should be as high as possible to minimize
knowledge interference. FA is the testing accuracy on the
unlearned dataset, which should be as low as possible.

* Comp & Comm: Comp is the time to complete pre-
defined unlearning iterations; Comm denotes the data vol-
ume transmitted between a single client and the server.

* MIA: the privacy leakage rate after unlearning, which is
assessed in the context of membership inference attacks.
A lower inference accuracy of the attack model indicates
less privacy leakage.

* ReA: the accuracy of relearning, which refers to the accu-
racy that can be achieved after a specified number of itera-
tions to relearn the unlearned knowledge. If the unlearned
knowledge is effectively erased, the accuracy achieved
during the subsequent relearning will be lower.

5.2. Critical layer identification

Before conducting unlearning, it is essential to identify the
layers that are sensitive to knowledge. We segment the
client data using a Dirichlet distribution with a parameter
a of 0.1 to enhance knowledge disparity among clients. For
the Cifar10 and Cifar100 datasets, we employ the ResNet18
and SimpleViT models, while the LeNet model is utilized
for FashionMNIST. After obtaining locally trained models
from different clients, we can observe the average change
in each layer. In Fig. 2, we present the Diff values for each
layer of the ResNet18 and SimpleViT across different train-
ing iterations. We can see the last, second-to-last, sixth-to-
last, and eighth-to-last layers of the ResNetl8 model, and
the last several layers of the Transformer model demon-
strate heightened sensitivity to data variations across clients.
Therefore, these layers will be designated as unlearning lay-
ers for sparse training in the subsequent unlearning pro-
cess. In fact, with the increasing number of federated iter-
ations, the global model’s knowledge generalization ability
improves, leading to a gradual reduction in the gap of Diff
values between layers. As illustrated in Fig. 2, the gap is
most pronounced when Epoch=1. Therefore, by comparing
the model after a single federated iteration, it is possible to
more precisely identify the critical layers.

15.0
125

50{ Al

0.0

6 10 20 30 40 50 60
Layer Index

(a) ResNet18

(b) Transformer

Figure 2. The average difference between local models and the
server model across different models.

5.3. Results Analysis

Unlearning performance. In the client unlearning sce-
nario, we use clients affected by Byzantine attacks as test
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Client Unlearning

‘ Class Unlearning ‘

Sample Unlearning

Retrain  Federaser E-F FUSED E-C ‘ Retrain FUSED ‘ Retrain FUSED
FashionMNIST-LeNet
RA(T) 0.99 0.99 0.99 0.99 0.09 0.99 0.99 0A(1) 0.99 1.00
FA(]) 0.00 0.00 0.00 0.00 0.11 0.00 0.00 PS(1) 0.75 1.00
ReA(]) 0.77 0.94 0.96 0.97 0.96 1.00 1.00 ReA 0.15 0.70
MIA(]) 0.85 0.47 0.70 0.68 0.70 0.27 0.99 MIA 0.53 0.94
Comp(l) | 210.15 178.66 298.28 158.96 26.31 213.60 81.94 Comp 873.04 872.65
Comm(].) 177K 177K 177K 11K 177K 177K 11K Comm 177K 11K
Cifar10-ResNet18
RA(T) 0.71 0.67 0.65 0.67 0.64 0.73 0.73 0A(1) 0.56 0.52
FA(]) 0.04 0.04 0.05 0.05 0.06 0.00 0.00 PS(T) 0.55 0.54
ReA(]) 0.49 0.48 0.41 0.42 0.56 1.00 1.00 ReA 1.00 1.00
MIA(]) 0.78 0.67 0.43 0.65 0.78 0.86 0.96 MIA 0.98 0.99
Comp(l) | 434.39 990.91 1211.74  262.20 23345 735.07 183.02 Comp 4619.82 1253.98
Comm(]) | 42.73M  42.73M  42773M  0.98M 42.73M | 42.73M  0.98M | Comm 42.73M  0.98M
Cifar10-Transformer
RA(T) 0.33 0.21 0.33 0.41 0.35 0.27 0.44 0A(1) 0.05 0.33
FA(]) 0.08 0.09 0.07 0.07 0.07 0.00 0.00 PS(1) 0.20 0.54
ReA(]) 0.40 0.25 0.40 0.41 0.40 1.00 0.80 ReA 0.03 0.50
MIA(]) 0.62 0.41 0.76 0.62 0.63 0.64 0.88 MIA 0.85 1.00
Comp(]) | 5388.83 1867.36 492945 502.60 3240.05 | 1207.56 218.30 Comp  628.44 342.14
Comm()) | 36.2IM  362IM 3621M 0.71IM 36.2IM | 36.21M 0.71IM Comm 3621M  0.71IM
Cifar100-ResNet18
RA(T) 0.39 0.19 0.25 0.36 0.35 0.34 0.30 0A(T) 0.57 0.79
FA()) 0.01 0.01 0.00 0.01 0.01 0.00 0.00 PS(1) 0.54 0.66
ReA(]) 0.18 0.13 0.17 0.14 0.20 1.00 1.00 ReA 0.25 0.00
MIA(]) 0.22 0.28 0.08 0.48 0.36 0.66 0.10 MIA 0.98 1.00
Comp(l) | 443.86 1000.75 1598.55 276.59 235.65 820.43  188.00 Comp 412199 1580.91
Comm(]) | 4291M  4291IM  4291M 098M 4291M | 4291M 098M | Comm 429IM  0.98M

Table 1. Main Results. “OA” represents the accuracy of class 0, while “PS” refers to the precision of the predicted class 0. The symbol 1
indicates higher values are better, while | indicates the opposite. “E-F” is the short for Exact-Fun, and “E-C” is EraseClient.

cases. The mode of attack is label flipping, where one
client’s label is maliciously manipulated, resulting in a de-
mand for unlearning. From Tab. 1, it can be observed that
among the three metrics that directly measure forgetting
effects—RA, FA, and ReA—only FUSED is nearly on par
with Rrtraining. This approach maintains a low accuracy
on unlearned data while achieving a high accuracy on oth-
ers, and even demonstrates overall superiority compared to
Rrtraining, particularly in the Transformer model. It can
be concluded that FUSED effectively unlearns the specified
client knowledge while minimizing the impact on the orig-
inal knowledge. This is attributable to freezing the param-
eters of the original model and only training the unlearn-
ing adapter, thereby avoiding direct modifications to the
old knowledge and effectively reducing interference with

the existing knowledge. Similarly, the same results are ob-
served in class and sample unlearning.

Knowledge interference. To investigate the impact of
unlearning on the overlapping knowledge across clients, we
use the Cifarl0 dataset, distributing 90% of the data la-
beled as 0 and all data labeled as 1 to a client that needs
to be forgotten. The remaining data, labeled from 2 to 9,
and 10% of the data labeled as 0, are randomly assigned
to other clients. After unlearning, we evaluate the accu-
racy of the knowledge unique to the unlearning client (data
labeled as 1), the accuracy of the overlapping knowledge
(data labeled as O from the remaining clients), and the ac-
curacy of the knowledge unique to the remaining clients
(data labeled from 2 to 9). The final results are shown in
Tab. 2. It can be observed that all methods completely for-
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get the knowledge unique to the forgetting client, while only
the FUSED method demonstrates improved performance on
overlapping knowledge compared to Retraining. Therefore,
FUSED can reduce knowledge interference.

Method Federaser Retrain E-F FUSED E-C
F-Acc 0.00 0.00 0.00 0.00 0.00
C-Acc 0.14 0.38 0.07 0.37 0.06
R-Acc 0.27 0.65 0.64 0.65 0.66

Table 2. “F-Acc” is the accuracy of the knowledge unique to the
unlearning client, “C-Acc” is for overlapping knowledge, and “R-
Acc” is for the knowledge unique to the remaining clients

Unlearning cost. In the unlearning process, resource
overhead is an inevitable problem. Tab. | primarily illus-
trates the consumption of computational and communica-
tion resources. Since the FUSED trains and transmits only
the sparse adapters, it consistently demonstrates a signifi-
cant advantage across nearly all unlearning scenarios and
datasets. Additionally, in terms of storage resources, both
Federaser and EraseClient require the retention of all client
models and the global model during each round, which
presents significant challenges regarding storage capacity.
This demand increases exponentially with the number of
clients and iterations, rendering it impractical in real-world
applications. In contrast, FUSED only requires the stor-
age of a complete global model and its adapters. More-
over, when compared to the retraining method, the retrain-
ing method achieves RA/FA values of 0.71/0.04 when data is
complete, and FUSED achieves RA/FA values of 0.67/0.05.
When we reduce the number of retraining data by half,
FUSED maintains RA/FA values of 0.65/0.03, indicating no
significant decline in unlearning performance. This sug-
gests that FUSED can achieve results comparable to retrain-
ing with less data, thereby conserving storage resources.

Privacy protection. When unlearned data is users’ pri-
vacy, even if the model shows great unlearning perfor-
mance, an attacker may still be able to discern which data
corresponds to unlearned private information and which
does not, particularly in the context of member inference
attacks. Therefore, it is crucial to evaluate the privacy leak-
age rate of the model after unlearning. The MIA values for
FUSED are generally comparable to those of the Retraining
method, and in most instances, they remain at a relatively
low level. This indicates that FUSED’s capability to miti-
gate privacy leakage is on par with that of other methods.

Ablation study. To illustrate the necessity of CLI, we
conduct an ablation study using the Cifarl0 dataset, with
the experimental results presented in Fig. 3. In Fig. 3, “W/O
CLI” denotes the effect of FUSED achieved by randomly se-
lected layers. It is evident that, with the implementation of
CLI, the accuracy of remaining knowledge is higher in both

client unlearning and class unlearning scenarios. Although
the disparity is smaller in sample unlearning, it still main-
tains a comparable level. This indicates that CLI can more
accurately identify the model layers that are more sensitive
to knowledge, thereby enhancing the unlearning effect.

W/O CLI

[ZZ2 Remaining Data Acc
I Unlearning Data Acc

CLI 7

Client Unlearning

Accuracy

W/O CLI 7 [Z1 Remaining Data Acc
@ Unlearning Data Acc
CLI 7
Class Unlearning Accuracy
W/O CLI A‘i 71 Acc_zero
X3 Precision
CLI 1 ]
0.0 0.2 0.4 0.6 0.8 1.0
Sample Unlearning Accuracy

Figure 3. Ablation study of CLI.

6. Conclusion and Discussion

Conclusion. This paper focuses on the unlearning prob-
lem in FL. To address the challenges of indiscriminate un-
learning, irreversible unlearning, and significant unlearning
costs, we propose a reversible federated unlearning method
via selective sparse adapters (FUSED). Firstly, by compar-
ing the client model with the server model, we identify crit-
ical layers to unlearn. Then, independent sparse unlearning
adapters are constructed for each unlearning layer. After
that, only the sparse adapters are retrained, achieving effi-
cient resource utilization. In this way, FUSED greatly re-
duces knowledge interference. Furthermore, independent
adapters are easy to remove to facilitate memory recov-
ery. Finally, we validate FUSED in client, sample, and class
unlearning scenarios. The results show that FUSED’s un-
learning effectiveness matches that of Retraining, surpass-
ing other baselines while significantly reducing costs.
Discussion. The proposed adapters can also serve as
knowledge editors, adjusting the model’s knowledge on dif-
ferent occasions. For instance, they can help unlearn pri-
vate information and overcome catastrophic forgetting si-
multaneously. Moreover, when the knowledge editing re-
quirements vary among clients, combinations of adapters
can enhance global generalization. However, there are some
limitations of FUSED we can not overlook, for example, it
still requires a great number of remaining data to train the
adapters. Some techniques like data compression are ex-
pected to solve this problem.
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