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Abstract

Factual faithfulness is a crucial requirement001
in information-seeking dialogue: the system002
should respond to the user queries so that the003
responses are meaningful and aligned with the004
knowledge provided to the system. However,005
most modern large language models (LLMs)006
suffer from hallucinations, that is, they gener-007
ate responses not supported by or even contra-008
dicting the knowledge source. To mitigate the009
issue and increase faithfulness of information-010
seeking dialogue systems supported by the011
LLMs, we introduce BEINFO, a simple yet ef-012
fective method that applies ‘behavioural tun-013
ing’ on the LLMs to aid information-seeking014
dialogue. Relying on three standard informa-015
tion seeking dialogue datasets, we show that016
models tuned with BEINFO become consider-017
ably more faithful to the knowledge source both018
for datasets and domains seen during BEINFO-019
tuning, as well as on unseen domains, when020
applied in a zero-shot manner. In addition,021
we present a ‘real-life’ case study on conversa-022
tions with real users, showcasing that the mod-023
els with 3B parameters (e.g., Flan-T5) tuned024
with BEINFO demonstrate strong performance025
on data from real ‘production’ conversations:026
when tuned on a limited amount of such real-027
istic in-domain dialogues, they surpass much028
larger LLMs used ‘off-the-shelf’, both on auto-029
matic and human evaluation metrics.030

1 Introduction031

Pretrained large language models (LLMs), being032

able to generate natural and grammatical text and033

respond coherently to user queries, are the main-034

stay of modern NLP (Naveed et al., 2023). They035

have demonstrated their capabilities in a plethora036

of tasks where the general world knowledge, which037

can be learnt via pretraining directly from the data,038

is required (Touvron et al., 2023; Hoffmann et al.,039

2022). However, reliance only on the content from040

the pretraining data also means that the model’s041

Figure 1: An example of an information-seeking dia-
logue based on the DoQA dataset (Campos et al., 2020).
Potential responses R1, R2, R3 at the bottom illustrate
different issues with two crucial aspects of factual faith-
fulness: selectivity and response adequacy.

responses might be generic or not be up to date, 042

especially for queries responses to which change 043

across time such as Who is the current prime min- 044

ister of the United Kingdom? An even more promi- 045

nent issue is hallucination (Zhang et al., 2023), a 046

phenomenon often observed even with the most 047

powerful LLMs: the models are prone to output in- 048

coherent, irrelevant and/or even factually incorrect 049

or unsupported statements (Naveed et al., 2023). 050

A widely used method to ground and control 051

the content of the output of an LLM is retrieval- 052

augmented generation (RAG; Lewis et al., 2020), 053

where the input to the model is complemented with 054

a retrieved external knowledge source relevant to 055

the user’s query. However, even with the use of 056

RAG, the model’s output can be unpredictable and 057

not fully controllable: they still sometimes do not 058

adhere to the knowledge source and hallucinate 059

(Shuster et al., 2021), which can decrease their 060

applicability in user-facing scenarios, as well as 061

raise concerns of their safety (Daheim et al., 2023). 062

The problem of adherence to the knowledge 063

sources is especially important in the context of 064
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information-seeking dialogue (Saeidi et al., 2018).065

The core of this task is to maintain a conversation066

with the user and respond to their queries based on067

the provided knowledge source. Figure 1 presents068

an example of information-seeking dialogue be-069

tween the user and the system and potential re-070

sponses of the system. Orthogonally to improving071

retrieval systems themselves (Wang et al., 2023a;072

Mo et al., 2023), prior work has attempted to com-073

bat hallucinations with task arithmetic (Daheim074

et al., 2023), conditioning generation on special075

control tokens (Rashkin et al., 2021), and by in-076

corporating a token-level critic which judges the077

faithfulness of the generated response (Dziri et al.,078

2021). However, the proposed approaches requires079

either training an additional model or using com-080

plex inference processes such as context-aware de-081

coding (Shi et al., 2023).082

In this work, we propose BEINFO, a simple083

yet effective method that applies ‘behavioural fine-084

tuning’ of LLMs to increase faithfulness of the gen-085

erated responses for information-seeking dialogue086

supported by the LLMs. The model is tuned on087

a reasonably sized collection of publicly available088

dialogue data with the true knowledge source(s)089

extended with randomly sampled facts from a large090

knowledge base. Intuitively, this should teach the091

model to become more selective in the information092

it uses to generate the response and ‘prepare’ its ex-093

pected behaviour (hence the term ‘behavioural tun-094

ing’) for the intended task of knowledge-grounded095

dialogue. The tuned model can either be used ‘as096

is’ or as a starting point to fine-tune it further to a097

specific domain.098

First, we assess the effectiveness of BEINFO099

on three standard datasets for information-seeking100

dialogue: FaithDial, TopiOCQA and DoQA. Our101

results demonstrate that BEINFO leads to consis-102

tent improvements in factual faithfulness across103

several standard evaluation metrics, also with on104

par or larger lexical overlap between the generated105

and golden responses. The improvements are es-106

pecially pronounced when models tuned with BE-107

INFO are applied in a zero-shot manner to unseen108

datasets and domains, indicating the usefulness of109

behavioural tuning for the task. We then present a110

case study focused on conversations with real users:111

the main result demonstrates that combining BE-112

INFO with a small number of in-domain dialogues113

can substantially increase dialogue factuality even114

in specialized dialogue domains. The code for BE-115

INFO is available online at: [URL-ANONYMOUS].116

2 Methodology 117

Task Definition. The aim of information-seeking 118

dialogue is to provide the user with information 119

they need based on one or more knowledge sources, 120

which are typically retrieved from a large knowl- 121

edge base. More formally, given the knowledge 122

source K, the dialogue history H and the user’s 123

query u, the system should output the response r 124

which is factually faithful to K. Here, we follow 125

Rashkin et al. (2021) and Dziri et al. (2022a)’s di- 126

rect definition of faithfulness: the response should 127

not contain any information which either contra- 128

dicts K or is not supported by K. 129

Behavioural Tuning for Faithfulness. An effec- 130

tive model for faithful information-seeking dia- 131

logue needs to perform two actions correctly: 1) 132

select the correct part of information provided in K 133

(termed selectivity) to base the generated response 134

on and 2) provide the response, with the require- 135

ment to (i) inform the user when K contains no 136

information relevant to u, or (ii) ask for clarifica- 137

tion (termed (response) adequacy);1 see Figure 1 138

again. BEINFO aims to improve on both desiderata 139

via behavioural fine-tuning (Ruder, 2021) of any 140

instruction-tuned LLM. 141

To instill the capability for information-seeking 142

dialogue into the model, we perform behavioural 143

tuning on the combination of (i) conversational 144

QA and (ii) information-seeking dialogue datasets. 145

In both tasks, the response has to be generated 146

based on some knowledge source K, making them 147

suitable for faithful response generation. Further, 148

beyond tuning on related tasks, we propose to aug- 149

ment the datasets to steer the model towards the 150

selectivity and adequacy behaviour, as follows. 151

For selectivity, ground truth K provided in the 152

dataset is extended with additional knowledge 153

sources K′ which are irrelevant to user query u, 154

serving as negative examples or distractors. In- 155

tuitively, distractors mimic the presence of infor- 156

mation irrelevant to u in K′, this way promoting 157

the model’s selectivity. We augment ground truth 158

knowledge source K with n distractors; they are 159

randomly sampled from the knowledge base of the 160

1Put simply, in our setup response adequacy discerns be-
tween 1) the case when the model does have the correct infor-
mation in the knowledge source and should provide it versus
2) the case when the model is certain that it cannot provide a
correct answer to the user query or it does not even understand
the query and requires further clarification to be able to react
in the next turn. There might be other, finer-grained options of
response adequacy beyond the two simple cases investigated
here, but we leave those investigations to future research.
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corresponding dataset2.161

For response adequacy, we augment the fine-162

tuning datasets with dialogues without any relevant163

K provided, making them unanswerable for the164

system. To construct such dialogs, for a dialogue165

history H and a corresponding user query u we166

randomly sample unrelated knowledge sources K′.167

During fine-tuning, the response r is substituted168

with a special response signifying that the combi-169

nation of H and u cannot be answered based on170

provided K′. In our experiments, we augment the171

original dataset with 10% unanswerable dialogues.172

Further Task-Specific Fine-Tuning. The output173

of the ‘general’ behavioural fine-tuning step is a174

‘behaviour-specialised’ LLM for factually faithful175

information seeking dialogue. It can be used di-176

rectly ‘as is‘, or as a starting point for further task-177

specific tuning, as illustrated in Figure 2.178

3 Experimental Setup179

Training Setup. In order to leverage inductive180

biases of instruction-tuned models, the input for181

BEINFO includes the following: (i) instructions to182

respond as factually accurately as possible, (ii) aug-183

mented knowledge source which includes: ground184

truth K and n = 4 distractors K′ for ‘answerable’185

dialogues, and 5 randomly sampled K′-s for unan-186

swerable dialogues and (iii) dialogue history which187

combines all the previous turns (the set H) and the188

current user query u. An example input and instruc-189

tion text are shown in Appendix A. The models are190

then trained in a standard sequence-to-sequence191

fashion with cross-entropy loss. The output is192

either ground truth responses for answerable di-193

alogues, where knowledge source K contains the194

information to address user’s query, or a predefined195

response ‘Could you please clarify or rephrase the196

query?’ if the dialogue is unanswerable. Training197

the models using BEINFO proceeds at turn level:198

dialogue history at every turn is used as input.199

Datasets. To perform behavioural fine-tuning, we200

use a standard dataset for information seeking dia-201

logue, FaithDial (Dziri et al., 2022a), and an estab-202

lished conversational QA dataset, TopiOCQA (Ad-203

lakha et al., 2022). Generalisation capabilities of204

the models after the BEINFO tuning are evaluated205

on another domain and dataset (i.e., this could be206

seen as ‘zero-shot’ from the domain adaptation207

perspective). For this, unless explicitly stated oth-208

2We use random sampling due to its simplicity and leave
the strategies based on semantic similarity as future work.

FaithDial TopiOCQA DoQA

Domains
Open

Wikipedia-based
Open

Wikipedia-based

3
(Cooking, Travel,

Music)
# dialogues 4,094 / 764 / 791 3,509 / 205 / 206 1,037 / 200 / 1,200
# turns 36,809 / 6,851 / 7,101 45,450 / 2,514 / 2,502 4,612 / 911 / 5,394
Avg. turns 9 13 4.48
Avg. length
of questions 17.25 6.92 12.99

Avg. length
of responses 20.29 11.38 10.43

Table 1: Overall statistics of the used dialogue datasets.
The number of conversations and turns are provided for
train / dev / test splits of the datasets.

Input LLM

   General BeInfo

Task BeInfo

Final Task

Zero-shot

Task-only

General-only

Full BeInfo

Figure 2: An overview of different fine-tuning and infer-
ence setups for LLMs with and without BEINFO (§3).

erwise, we rely on a multi-domain conversational 209

QA dataset, DoQA (Campos et al., 2020). The key 210

statistics of the datasets are in Table 1, with further 211

details and data analyses in Appendix B. 212

Models. Prior work (Dziri et al., 2022a) has demon- 213

strated that instruction-tuned models such as the 214

Flan series (Chung et al., 2022) are a very strong 215

baseline for factuality in information-seeking di- 216

alogue. Thus, we use them as a base for the pro- 217

posed method.3 In the experiments, we use Flan-T5 218

(Chung et al., 2022) (BASE, LARGE and XL) and 219

Tk-Instruct-3B (Wang et al., 2022). All the back- 220

bone models were pretrained on a large number 221

of tasks with instructions, which yields faster spe- 222

cialisation of the models to information-seeking 223

dialogue, especially when, as in our setup, the in- 224

put/prompt includes a short description of the task. 225

Fine-Tuning and Inference Setups. The LLMs 226

can be used directly in the final task in a fully zero- 227

shot manner or via in-context learning as ‘black 228

boxes’: this is a typical usage of very large models 229

in dialogue tasks. We can also conduct BEINFO 230

3We again note that BEINFO can be applied on top of any
generative model.
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tuning of ‘smaller LLMs’ via different regimes:231

(i) fine-tuning directly on the task data but with232

augmented knowledge sources (if available) (i.e.,233

task-only BEINFO); (ii) fine-tuning only on the234

available data from other dialogue datasets and235

porting the tuned model to the task in a zero-shot236

fashion (i.e., general-only BEINFO- an example is237

tuning on FaithDial and TopiOCQA and using the238

model for DoQA, or vice versa); (iii) finally, we239

can run a stage of general BEINFO followed by in-240

task BEINFO (termed full BEINFO). An overview241

of the different setups is provided in Figure 2.242

Evaluation Metrics. We rely on automated met-243

rics to measure lexical similarity of the generated244

responses and ground truth responses: BLEU (Pap-245

ineni et al., 2002) and ROUGE (Lin, 2004). To246

measure semantic similarity between generated247

and gold responses, we use BERTScore (Zhang248

et al., 2019).4 To evaluate faithfulness, we use249

BERTScore and token-level precision between the250

generated response and the knowledge source K.251

We denote BERTScore between ground truth and252

generated responses as “BERTS” and one between253

the knowledge source K and generated responses254

as “K-BERTS”. In both cases we use BERTScore-255

F1. Token-level precision between the generated256

response and knowledge source K (K-Precision;257

Adlakha et al., 2023) measures the proportion of to-258

kens in generated response which occur in K. Prior259

work (Adlakha et al., 2023) demonstrates that K-260

Precision has the highest correlation with human261

(as well as GPT-4-elicited) faithfulness judgements262

among different automated metrics.263

Hyperparameters and Training Details. BEINFO264

was implemented using HuggingFace Transformers265

library (Wolf et al., 2020). The models were trained266

with AdamW (Loshchilov and Hutter, 2019). With267

BEINFO, we tune for 5 epochs, the learning rate is268

5e-5; when tuning the model to a specific dataset,269

we run it for 10 epochs with the learning rate of270

5e-6. We use the warm-up rate of 0.1 and linear271

decay, with the default weight decay rate of 0.01.272

Beam search is run with the beam size of 10.273

4 Results and Discussion274

Faithfulness on Unseen Data. One of the main275

aims of behavioural fine-tuning with BEINFO is276

to increase the factual faithfulness of responses in277

zero-shot domain transfer, on unseen data in any do-278

4Similarly to Daheim et al. (2023), we use deberta-large-
mnli as an underlying model for computing the score.

Model BLEU ROUGE BERTS K-BERTS K-Precision

Flan-T5BASE 22.89 34.46 61.60 67.75 90
+BEINFO 22.76 34.04 61.71 77.55 100

Flan-T5LARGE 26.16 39.57 64.61 71.38 93.86
+BEINFO 26.34 38.55 63.19 75.55 100

Flan-T5XL 28.66 41.99 65.89 67.21 94.12
+BEINFO 26.65 39.39 64.60 80.19 100

Table 2: Results on DoQA without any in-task BEINFO
tuning. The models are tuned on a combination of Faith-
Dial and TopiOCQA. The results are averaged across
three domains in DoQA – Cooking, Travel and Movies.
Full results are presented in Appendix C.

main. Therefore, we start by presenting the results 279

of the variant tuned with BEINFO on FaithDial plus 280

TopiOCQA, where inference is run on the dataset 281

unseen during BEINFO tuning: DoQA (i.e., general 282

BEINFO from Figure 2). The results are presented 283

in Table 2. They confirm that BEINFO substan- 284

tially improves faithfulness while either improving 285

or only minimally affecting the similarity between 286

generated responses and the gold response. Im- 287

portantly, the improvements hold across different 288

model sizes: Flan-T5 BASE, LARGE and XL with 289

250M, 780M and 3B parameters, respectively. 290

Using a Smaller Dataset for BEINFO Tuning. 291

The previous results from Table 2 show BEINFO’s 292

effectiveness when tuned on two reasonably sized 293

datasets, FaithDial with 36,809 turns, and Topi- 294

OCQA with 45,450 turns. Now, we test the oppo- 295

site direction: fine-tuning BEINFO on a smaller- 296

scale dataset like DoQA (4,612 turns) and evaluat- 297

ing zero-shot on FaithDial. Besides further testing 298

the versatility of the approach, we also probe sam- 299

ple efficiency of the approach and its adaptability 300

to smaller datasets and computational budgets. 301

Results in Table 3 suggest that tuning the models 302

with BEINFO even on smaller datasets without any 303

subsequent in-task tuning consistently improves the 304

factuality of generated responses. Especially large 305

gains were observed for larger models, both for 306

faithfulness and semantic similarity between the 307

generated responses and the ground truth, indicat- 308

ing the potential for sample efficiency of BEINFO. 309

Similar trends were observed when evaluating on 310

TopOCQA instead of FaithDial; see Appendix D. 311

Different Instruction-Tuned Models. Previous 312

results have already verified that BEINFO can be ap- 313

plied to Flan models of different sizes, and we now 314

evaluate its impact on another instruction-based 315

model: Tk-Instruct-3B. We fine-tune the models 316

again on FaithDial and TopiOCQA and evaluate 317

their performance on DoQA’s Travel domain test 318
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Model BLEU ROUGE BERTS K-BERTS K-Precision

Flan-T5BASE 4.15 19.5 53.78 42.17 0
+BEINFO 5.39 21.04 54.68 70.03 27.78

Flan-T5LARGE 5.01 20.02 54.56 61.77 0
+BEINFO 9.27 29.29 61.75 86.58 6.67

Flan-T5XL 5.26 22.21 56.13 65.52 6.67
+BEINFO 10.2 30.76 62.78 88.50 100

Table 3: Zero-shot results on FaithDial. The models are
tuned on DoQA.

Model BLEU ROUGE BERTS K-BERTS K-Precision

Flan-T5XL 25.88 41.68 66.91 66.42 100
+BEINFO 23.28 36.22 63.02 81.77 100

Tk-Instruct-3B 20.23 31.60 58.47 69.45 100
+BEINFO 29.19 42.56 66.24 70.58 97.8

Table 4: Zero-shot results on DoQA Travel domain. The
models are tuned on FaithDial + TopiOCQA.

set. While the absolute scores, as expected, do dif-319

fer between different underlying models, the results320

in Table 4 indicate the positive effect of BEINFO321

also on Tk-Instruct-3B.322

BEINFO with Task-Specific Fine-Tuning. We323

have demonstrated that the models tuned with BE-324

INFO largely improve factual faithfulness on un-325

seen datasets and domains (i.e., the general BE-326

INFO setup). Here, we study whether these models327

can serve as an effective starting point for contin-328

ued task-specific fine-tuning. To this end, we first329

tune the models with BEINFO on the combination330

of FaithDial and TopiOCQA as before, and then331

continue fine-tuning/specialising the model on a332

single dataset (e.g., FaithDial or TopiOCQA): the333

full setup from Figure 2.5334

Figure 3 demonstrates that already task-only BE-335

INFO yields strong performance, while models with336

BEINFO perform on par or better on average than337

the models which were tuned to a specific dataset338

both on semantic similarity of generated responses339

and factual faithfulness. While prior work (Daheim340

et al., 2023) typically optimised one aspect (e.g.,341

semantic similarity) at the expense of the other342

(faithfulness), and vice versa, here we show that343

through the use of knowledge distractors BEINFO344

achieves competitive performance on both aspects345

and retains the cross-dataset generalisation ability.346

BEINFO versus Catastrophic Forgetting. Fur-347

ther, one issue which might arise from further spe-348

cialising a model to a given task/dataset is a well-349

known phenomenon of catastrophic forgetting: pre-350

trained language models are prone to forgetting351

5We present the results only with Flan-T5BASE as pre-
liminary experiments with larger model sizes demonstrated
similar relative trends.

Figure 3: Results of task-specific tuning on FaithDial
(left) and TopiOCQA (right). ‘Task-only’ denotes Flan-
T5 tuned directly on FaithDial or TopiOCQA, again with
knowledge distractors. ‘Full’ denotes the model first
tuned with BEINFO on both datasets and then further
tuned on each of the datasets; see Figure 2.

Model BLEU ROUGE BERTS K-BERTS K-Precision

Task-only: FaithDial 27.29 41.71 75.31 64.80 73.38
General-only 38.75 69.57 80.40 72.24 81.24
Full: FaithDial 33.87 55.85 78.46 74.18 79.63
Task-only: TopiOCQA 36.24 68.64 80.94 73.38 83.63

Table 5: Results on TopiOCQA when the BEINFO
model is further fine-tuned on FaithDial after the orig-
inal FaithDial + TopiOCQA fine-tuning. ‘Task-only:
TopiOCQA’ denotes direct tuning on TopiOCQA, which
serves as an upper bound in this experiment.

previously learnt knowledge or skills when tuned 352

on new data (De Cao et al., 2021; Yuan et al., 2023). 353

To evaluate whether the models would retain their 354

ability to respond faithfully to examples consid- 355

erably different from the ones seen during fine- 356

tuning, we evaluate the models tuned on FaithDial 357

on TopiOCQA.6 The scores in Table 5 demonstrate 358

that even after continued fine-tuning on FaithDial 359

the model retains high faithfulness scores on Top- 360

iOCQA (cf. K-BERTS and K-Precision). At the 361

same time, degradation in scores for similarity to 362

ground truth responses shows that further tuning 363

largely influences the style/form of the responses. 364

The average response length in FaithDial in consid- 365

erably larger than that in TopiOCQA (see Appendix 366

B), meaning that further tuning on FaithDial leads 367

the model to generate longer responses not match- 368

ing the gold responses in TopiOCQA. In other 369

words, these results show that further fine-tuning 370

might influence the surface form of the responses 371

but not the desired skill to respond faithfully gained 372

with BEINFO. In practice, a general model tuned 373

with BEINFO on a wide range of tasks/domains and 374

then specialised to one of them would still retain its 375

ability to respond faithfully for any of the domains 376

seen in the general ‘behavioural tuning’ step. 377

6We focus on TopiOCQA as the true responses in the
dataset are more grounded in the knowledge source K (see
Appendix B).
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5 Evaluating BEINFO on Real378

Conversations379

Experimental Setup. To probe the potential of380

BEINFO for boosting real user-facing production381

systems, we rely on a small internal dataset of382

200 fully anonymised dialogs with real users in383

the hotel reservation domain (termed HOTEL-200384

henceforth); the dialogues concern hotel bookings385

and FAQ-s about its various facilities. It is cru-386

cial to evaluate the models on examples also col-387

lected from real user-system communication, as388

the language use is considerably different to some389

established datasets such as DoQA or FaithDial390

compiled via crowdsourcing work. For instance,391

the average length of the user query in HOTEL-200392

is only 6.35 tokens, while it is 17.25 in FaithDial393

or 13 in DoQA (cf., Table 1).394

As the data comes from real conversations, there395

are no gold responses which could be used for auto-396

mated evaluation. Thus, we resort to evaluation of397

correctness/factual faithfulness with an LLM: here,398

we use GPT4 (termed GPT4-Eval henceforth) as its399

judgements were shown to be most correlated with400

human judgements (Adlakha et al., 2023).7 For401

GPT4-Eval we prompt GPT4 to act as the evalua-402

tor providing it with natural language instructions,403

knowledge source K, conversation history H with404

user query u and the system-generated response.405

In the instructions we request the model to rate406

generated responses on a 7-point Likert-scale for407

faithfulness, available in Appendix E.408

We compare the following models and their con-409

figurations: (i) GPT4 itself as the model responding410

to user query u, (ii) Falcon-40B (Almazrouei et al.,411

2023) as a strong open-source LLM,8 (iii) Flan-412

T5XL tuned with BEINFO, under the three differ-413

ent regimes illustrated before in Figure 2 (general-414

only, task-only, full). For the general-only and the415

first stage of the full BEINFO, we again rely on the416

combination of FaithDial and TopiOCQA datasets.417

To obtain data for the task-specific tuning stage,418

we collect 2,000 examples from the same conversa-419

tional system, then generate ‘silver’ responses via420

GPT4 and treat the silver responses as true outputs421

for task-specific fine-tuning.9422

7As running evaluation with large models such as GPT4
behind proprietary APIs incurs large costs (Adlakha et al.,
2023), we only evaluate the outputs for a smaller dataset
where other means of evaluation cannot be used.

8Falcon-40B was an open-source large language model
with state-of-the-art results at the time of the experimentation.

9Note that here we use the GPT4 model for three different

GPT-4 Falcon-40B XL-original XL+BEINFO (g) XL+BEINFO (t) XL+BEINFO (f)

4.63 3.60 3.55 3.98 4.46 4.81

Table 6: Averaged GPT4-Eval scores (higher is better)
on the HOTEL-200 dataset. XL denotes the Flan-T5XL
model taken-off-the-shelf (XL-original) or fine-tuned
via three different regimes of BEINFO (t=task-only;
g=general-only; f=full).

Results and Discussion. The main results are re- 423

ported in Table 6. While the zero-shot BEINFO 424

approach with Flan-T5XL achieves a reasonably 425

high average faithfulness score in absolute terms, it 426

is still far from that of GPT4, which serves as an up- 427

per bound zero-shot system. Most importantly, the 428

progress in scores reveals the importance of various 429

BEINFO fine-tuning stages. Even the general-only 430

fine-tuning stage without seeing a single in-domain 431

training example yields an average score which is 432

substantially higher than that of the original Flan- 433

T5XL as well as higher than the score obtained by 434

the 40B Falcon model. Further, the scores indicate 435

the importance of being able to fine-tune smaller 436

models with in-domain data: the 3B model tuned 437

with the full BEINFO even outperforms GPT4 on 438

GPT4-Eval, and it also obtains strong performance 439

with task-only BEINFO. 440

These results further support our hypothesis that 441

BEINFO actually ‘behaviourally prepares’ the mod- 442

els to respond to user’s queries in a factually faith- 443

ful manner and tuning on further task-specific data 444

only amplifies its impact as it gets further adapted 445

to the domain. Put simply, behavioural fine-tuning 446

via BEINFO performs structural (or behavioural) 447

adaptation, while further task-specific fine-tuning 448

combines the behavioural adaptation with (seman- 449

tic) domain adaptation. 450

Ablation: Distributions of Scores. We further 451

study the actual distributions of GPT4-Eval scores 452

for the four models variants of Flan-T5XL and 453

compare it against the distribution obtained by GPT- 454

4. The distributions are shown in Figure 4. As only 455

a small fraction of responses is labelled with inter- 456

mediate scores (1,2,3,5), the core differences lie in 457

relative distribution of perfect, poor and ‘not great, 458

not terrible’ responses (scores 6,0 and 4, respec- 459

tively).10 The model tuned with task-only BEINFO 460

rarely provides wrong facts but mostly responds 461

purposes: (i) as an evaluator; (ii) as an actual baseline system;
(iii) as a ‘silver data generator’.

10Score 4 usually corresponds to the system responding
with a generic clarification question or notifying the user that
the information is not available.
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Figure 4: Distribution of GPT4-Eval scores of 4 variants based on Flan-T5XL and GPT-4. See Table 12 in
Appendix E for the interpretation of the individual scores.

with not great, not terrible responses which do not462

mislead the user but might not be helpful. On the463

other hand, the model tuned with the general-only464

BEINFO and GPT-4 both yield responses that typ-465

ically fall into the extreme categories. In other466

words, the responses are either perfect (score 6) or467

will provide the user with wrong information (score468

0), which is not desirable for a user-facing system.469

The model tuned with the full BEINFO combines470

the benefits of behavioural tuning with the use of in-471

domain data: the model produces the least factually472

unfaithful responses (score 0) while maintaining473

the ability to respond with information relevant474

to the user’s query (a large number of responses475

with scores 6). In sum, ‘pre-tuning’ the model with476

the general-only BEINFO stages raises faithfulness477

of the model by extracting relevant information478

from the knowledge source K while further tuning479

on task-specific data further helps avoid providing480

misleading or irrelevant information to the user.481

Faithfulness versus Abstractiveness. Increasing482

faithfulness of a model to the underlying knowl-483

edge source K can lead the model to respond with484

large extracted spans of text from K. Ideally, the re-485

sponses should be abstractive but factually faithful:486

in other words, they should transmit the informa-487

tion provided in the knowledge source K but use488

different means of expression of it. As in prior489

work (Dziri et al., 2022a; Daheim et al., 2023), we490

use the Density metric proposed by Grusky et al.491

(2018) to measure abstractiveness. This measures492

average length of spans copied from the knowledge493

source. We focus on K-BERTScore to measure494

faithfulness in this experiment: the average length495

of the knowledge source K (≈120 words on aver-496

age) is relatively large with respect to the length497

of generated responses (≈ 18–25 words) making498

K-BERTScore suitable for this case.499

Figure 5 illustrates the trade-off between faith-500

fulness and abstractiveness for Flan-T5XL under501

different fine-tuning setups on the HOTEL-200502

dataset. The results demonstrate that general-only503

Figure 5: Density and K-BERTScore on HOTEL-200
illustrating the trade-off between faithfulness (y-axis)
and abstractiveness (x-axis) for Flan-T5XL for different
setups: (i) XL-original: ‘off-the-shelf’ Flan-T5XL; (ii)
BEINFO general-only: Flan-T5XL tuned with BEINFO
on FaithDial and TopiOCQA without any in-task data;
iii) BEINFO task-only: Flan-T5XL finetuned only on
task-specific data; iv) BEINFO full. Numeric results are
provided in Appendix F.

fine-tuning with BEINFO improves the model’s fac- 504

tuality but increases the extractiveness of the re- 505

sponses. Tuning on task-specific data helps to raise 506

the abstractiveness of the responses. Further anal- 507

yses and comparisons (cf. results in Appendix F) 508

demonstrate that Flan-T5XL tuned with the full 509

BEINFO is on par with GPT-4 and better than a 510

considerably larger Falcon-40B model. 511

Human Evaluation. In addition to automatic met- 512

rics, we also conduct human evaluation on HOTEL- 513

200 with two annotators. They were tasked to rate 514

each response on factuality using the same Likert- 515

scale as used for GPT4-Eval (see Appendix E). 516

Three models were assessed: XL+BEINFO-general, 517

XL+BEINFO-task-specific and XL+BEINFO-full. 518

Average human factuality scores were 3.64, 4.62 519

and 4.95, respectively. This further proves the ef- 520

fectiveness of behavioural tuning for improved fac- 521

tuality. To further assess relevance of automatic 522

GPT4-Eval, we also compute Pearson’s correla- 523

tion coefficient ρ between human judgements and 524

GPT4-Eval scores. This results in strong positive 525

correlation with ρ = 0.52, indicating that GPT4- 526

7



Eval can be used as a reasonable automatic proxy.527

6 Related Work528

Mitigating Hallucinations in Information-529

Seeking Dialogue has achieved increased interest530

recently with the omnipresence of large language531

models (Wang et al., 2023b; Chuang et al., 2023;532

Daheim et al., 2022, 2023; Zhang et al., 2023).533

Previous methods can be largely divided into those534

which increase factuality of pretrained models via535

further training or modification of the generation536

procedure. The former includes, e.g., tuning the537

models with contrastive learning (Sun et al., 2023)538

or a special focus learning loss which reduces539

hallucinations on token level (Deng et al., 2023).540

The latter includes, e.g., conditioning generation541

process on special control tokens (Rashkin et al.,542

2021), task arithmetic (Daheim et al., 2023)543

or training a critic network which can detect544

problematic tokens and replace them (Dziri et al.,545

2021). Other approaches have been developed546

to specifically improve faithfulness with respect547

to retrieved knowledge source in decoding. One548

proposed option is to do context-aware decoding549

(CAD; Shi et al., 2023) where generative proba-550

bilities are contrasted between those based only551

on user query and those based on the user query552

and the knowledge source. The aim is to force553

LLMs to rely more on the knowledge source than554

the model’s internal knowledge from pretraining.555

In contrast to CAD, Chuang et al. (2023) propose556

to contrast generation probabilities from different557

layers of LLMs to promote factual knowledge in558

the resulting output probabilities.559

Improving Faithfulness via Supervised Tuning.560

Task-specific supervised fine-tuning could be seen561

as an option to improve faithfulness of the model’s562

responses (Zhang et al., 2023). Prior work (Cao563

et al., 2023; Chen et al., 2023) has demonstrated564

that fine-tuning on higher-quality data improves the565

model’s factuality on benchmarks such as Truth-566

fulQA (Lin et al., 2022). In contrast, supervised567

fine-tuning on the data which includes numerous ir-568

relevant or factually inconsistent responses can lead569

the model to amplifying the noise in the training570

data. A recent analysis from Dziri et al. (2022b) has571

shown that over 60% of responses in three standard572

datasets for information-seeking dialogue (WoW,573

Dinan et al., 2018; CMU-DoG, Zhou et al., 2018;574

and TopicalCHAT, Gopalakrishnan et al., 2019)575

contain hallucinations, making them unsuitable for576

supervised fine-tuning aimed at improving factu- 577

ality. To resolve this, Dziri et al. (2022a) released 578

a corrected version of WoW where the responses 579

were fixed to be factually consistent with the knowl- 580

edge source. As behavioural fine-tuning heavily 581

relies on the quality of the underlying data, we 582

have carefully selected and resorted to FaithDial 583

and TopiOCQA in the first stage of BEINFO with 584

highest factual faithfulness of their ground truth 585

responses (see Appendix B for further details). 586

7 Conclusion and Future Work 587

We presented BEINFO, a simple yet effective 588

method that applies behavioural fine-tuning of large 589

language models underlying information-seeking 590

dialogue systems, with the goal of improving factu- 591

ality of system responses. Instruction-tuned models 592

are fine-tuned on a collection of publicly available 593

dialogue data for two related tasks, conversational 594

question answering and information-seeking dia- 595

logue, where the model must use the correct knowl- 596

edge source among several ‘knowledge distractors’ 597

and provide a factually correct and adequate re- 598

sponse. The main results indicated the effective- 599

ness of BEINFO both in in- and cross-dataset setups. 600

In addition, we demonstrated that further tuning on 601

task-specific data might yield further gains in terms 602

of faithfulness as well as reducing extractiveness, 603

also in experiments with real conversations from a 604

production-ready dialogue system. 605

This work leads up to several potential direc- 606

tions of future work. Firstly, BEINFO is orthogonal 607

to other existing approaches to improving faithful- 608

ness. For instance, a combination of CAD (Shi 609

et al., 2023) and BEINFO could further improve 610

factuality of responses. Secondly, BEINFO was 611

evaluated on information-seeking dialogue. An- 612

other interesting direction could be to applying it to 613

other language generation tasks where faithfulness 614

to the knowledge sources is crucial, such as sum- 615

marisation. Furthermore, the effectiveness of the 616

approach can be also tested on other instruction- 617

tuned models (e.g., T0, Sanh et al., 2021) and mod- 618

els of larger sizes, e.g., Flan-UL2 and beyond.11 619

The code and models will be made available 620

online at [URL], allowing the research commu- 621

nity to build stronger models for factually faithful 622

information-seeking dialogue. 623

11Due to a large number of experiments coupled with com-
putational constraints and feasibility, we focus on models that
do not go beyond 3B parameters.
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Limitations624

The experiments could be further extended by alter-625

ing how the knowledge distractors K′ are sourced.626

Firstly, the impact of the number n of knowledge627

distractors K′ on faithfulness performance should628

be further studied. Also, another extension on this629

front concerns different heuristics of how K′ is630

sampled. Namely, in our experiments they were631

sampled at random, while getting K′ which are632

semantically similar or distant from the true knowl-633

edge source K or user query u might further impact634

performance.635

In the experiments we focus on three widely used636

datasets for information seeking dialogue and two637

instruction-tuned models. BEINFO can be further638

extended to other datasets such as CoQA (Reddy639

et al., 2019), MultiDoc2Dial (Feng et al., 2021) or640

the DSTC9 (Kim et al., 2020) extension of Mul-641

tiWOZ 2.1 (Eric et al., 2020). The evaluation on642

production-ready dialogues, due to associated costs643

of evaluation, is conducted on 200 dialogues, and644

we plan to run a larger-scale analysis, also spanning645

other dialogue domains, in future work.646

We also tested whether BEINFO can be used with647

parameter-efficient finetuning (PEFT) to reduce its648

computational cost. Our preliminary experiments649

proved that BEINFO can be effectively combined650

with PEFT. However, as PEFT techniques are out651

of the scope of the paper and their use is orthogonal652

to the main experiments reported in this work, we653

leave out the preliminary results and focus on full654

fine-tuning as our main setup.655

Given that BEINFO uses instruction-tuned mod-656

els and ‘behaviourally’ tunes them with a prede-657

fined instruction, additional experimentation could658

be conducted on how the wording of the instruc-659

tion influences the performance and whether one660

can induce higher factuality by just changing the661

instruction text.662

Finally, the work on improving knowledge re-663

trieval systems as done e.g. by Mo et al. (2023) is664

out of scope of this work, and we focus on reduc-665

ing hallucinations of LLMs in information-seeking666

dialogue directly, without the intervention to the667

knowledge retrieval component.668
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nen, and Zaiqiao Meng. 2023. Can pretrained lan- 940
guage models (yet) reason deductively? In Proceed- 941
ings of the 17th Conference of the European Chap- 942
ter of the Association for Computational Linguistics, 943
pages 1447–1462, Dubrovnik, Croatia. Association 944
for Computational Linguistics. 945

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q 946
Weinberger, and Yoav Artzi. 2019. Bertscore: Eval- 947
uating text generation with bert. arXiv preprint 948
arXiv:1904.09675. 949

Yue Zhang, Yafu Li, Leyang Cui, Deng Cai, Lemao Liu, 950
Tingchen Fu, Xinting Huang, Enbo Zhao, Yu Zhang, 951
Yulong Chen, et al. 2023. Siren’s song in the ai ocean: 952
A survey on hallucination in large language models. 953
arXiv preprint arXiv:2309.01219. 954

11

https://doi.org/10.18653/v1/2021.acl-long.58
https://doi.org/10.18653/v1/2021.acl-long.58
https://doi.org/10.18653/v1/2021.acl-long.58
https://doi.org/10.18653/v1/2021.acl-long.58
https://doi.org/10.18653/v1/2021.acl-long.58
https://doi.org/10.1162/tacl_a_00266
https://doi.org/10.1162/tacl_a_00266
https://doi.org/10.1162/tacl_a_00266
http://ruder.io/recent-advances-lm-fine-tuning
http://ruder.io/recent-advances-lm-fine-tuning
http://ruder.io/recent-advances-lm-fine-tuning
https://doi.org/10.18653/v1/D18-1233
https://doi.org/10.18653/v1/D18-1233
https://doi.org/10.18653/v1/D18-1233
https://doi.org/10.18653/v1/D18-1233
https://doi.org/10.18653/v1/D18-1233
https://doi.org/10.18653/v1/2021.findings-emnlp.320
https://doi.org/10.18653/v1/2021.findings-emnlp.320
https://doi.org/10.18653/v1/2021.findings-emnlp.320
https://doi.org/10.18653/v1/2023.acl-long.754
https://doi.org/10.18653/v1/2023.acl-long.754
https://doi.org/10.18653/v1/2023.acl-long.754
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2023.eacl-main.106
https://doi.org/10.18653/v1/2023.eacl-main.106
https://doi.org/10.18653/v1/2023.eacl-main.106


Kangyan Zhou, Shrimai Prabhumoye, and Alan W955
Black. 2018. A dataset for document grounded con-956
versations. In Proceedings of the 2018 Conference957
on Empirical Methods in Natural Language Process-958
ing, pages 708–713, Brussels, Belgium. Association959
for Computational Linguistics.960

12

https://doi.org/10.18653/v1/D18-1076
https://doi.org/10.18653/v1/D18-1076
https://doi.org/10.18653/v1/D18-1076


Please answer the following user query given
the information and the conversation.

INFORMATION:
I trim the stem and remove the outer leaves till 
they snap to get to the fresh inner core and steam 
them the night or morning before grilling so they 
are cold and moist. I prefer steaming because I 
want all of the nutrients to remain in the 
artichoke. I cut them in half for the grill, remove 
the choke and brush them with grapeseed oil where 
they come into contact with the grill. First, 
facing down grill them till they feel hot on top 
then; flip them over to keep the yummy inner side 
tender. fill the cavity with garlic butter and... 
lemon if you wish. I prefer the brown color to the 
lemon flavor.

User: How do I best grill an artichoke?
Agent: Cut them in half for the grill, remove the 
choke and brush them with grapeseed oil where they 
come into contact with the grill.
User: Are there other ways to cook it?
Agent: 

Figure 6: Example with the prompt used in BEINFO.

A Example of Input961

An example with instructions used in BEINFO is962

shown in Figure 6. The used prompt is similar to963

the one which proved successful for conversational964

question-answering in Adlakha et al. (2023).965

B Additional Dataset Statistics and966

Characteristics967

We present overall statistics of the datasets used for968

BEINFO and evaluation in Table 1.969

Additionally, we analyse the characteristics of970

factual faithfulness of the true responses with re-971

spect to the knowledge source. The results in Table972

7 demonstrate that the responses in FaithDial (Dziri973

et al., 2022a) are semantically most similar to their974

knowledge source, which is in line with the dataset975

collection procedure aimed to make the dataset976

more factual than the original responses. Similar-977

ity of contextual semantic token representations978

(BERTS-F1) is reversely correlated to lexical over-979

lap between the response and knowledge source.980

As BEINFO is aimed at improving the model’s981

general factual faithfulness, the results suggest that982

FaithDial (Dziri et al., 2022a) and TopiOCQA (Ad-983

lakha et al., 2022) are best used for behavioural984

tuning and DoQA for testing the out-of-distribution985

capabilities of the model. The former two have a986

large semantic but not literal overlap between the987

knowledge source and the corresponding golden988

response, meaning that the behavioural tuning will989

not lead to model learning to ‘copy-paste’ from the990

knowledge source to the response.991

FaithDial TopiOCQA DoQA

(y, K) K-BERTS-F1 67.31 62.91 52.48
K-Precision 46.23 80.67 97.73

y Avg. length 17.17 10.89 13.29

Table 7: BERTScore-F1 and K-Precision between the
ground truth knowledge source K and gold response y.
Average length is calculated as an arithmetic mean of
number of whitespaced words in a response.

C Per-Domain Performance on DoQA 992

Tables 8 – 10 present per-domain results of BEINFO 993

(general-only) on DoQA. 994

Model BLEU ROUGE BERTS K-BERTS K-Precision

Flan-T5BASE 23.77 34.19 61.54 67.80 100.0
+BEINFO 23.96 34.65 61.74 79.54 100.0

Flan-T5LARGE 27.35 39.79 64.83 71.78 100.0
+BEINFO 28.17 40.57 64.07 77.77 100.0

Flan-T5XLARGE 32.16 42.99 65.93 68.19 100.0
+BEINFO 28.76 42.68 65.97 81.65 100.0

Table 8: Zero-shot results on DoQA Cooking.

Model BLEU ROUGE BERTS K-BERTS K-Precision

Flan-T5BASE 21.37 34.23 60.99 70.69 69.70
+BEINFO 21.93 34.51 61.52 73.99 100.0

Flan-T5LARGE 23.64 37.34 62.99 72.47 81.58
+BEINFO 25.57 38.99 63.22 71.52 100.0

Flan-T5XLARGE 27.94 41.30 64.83 67.01 82.35
+BEINFO 27.90 39.27 64.81 77.14 100.0

Table 9: Zero-shot results on DoQA Movies.

Model BLEU ROUGE BERTS K-BERTS K-Precision

Flan-T5BASE 23.52 34.96 62.27 64.76 100.0
+BEINFO 22.40 32.95 61.88 79.12 100.0

Flan-T5LARGE 27.50 41.59 66.02 69.90 100.0
+BEINFO 25.27 36.10 62.29 77.35 100.0

Flan-T5XLARGE 25.88 41.68 66.91 66.42 100.0
+BEINFO 23.28 36.22 63.02 81.77 100.0

Table 10: Zero-shot results on DoQA Travel.

D Zero-Shot Results on TopiOCQA 995

The results on TopiOCQA when the smaller dataset 996

DoQA is used for BEINFO fine-tuning are pre- 997

sented in Table 11. 998

Model BLEU ROUGE BERTS K-BERTS K-Precision

Flan-T5BASE 19.10 43.44 63.72 68.17 100.0
+BEINFO 16.08 31.41 58.87 68.85 100.0

Flan-T5LARGE 23.26 42.0 63.64 75.83 100.0
+BEINFO 24.47 37.16 62.31 76.33 100.0

Flan-T5XL 22.41 42.52 63.79 77.43 100.0
+BEINFO 27.13 40.59 62.58 76.89 100.0

Table 11: Zero-shot results on TopiOCQA when DoQA
is used for BEINFO fine-tuning.
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6 Only information asked for (perfect)

5 Information asked for, but also provided additional
information that is relevant to the supporting facts (good)

4 Follow-up or generic question (No specific information is asked
for), agent asked for clarification (not great not terrible)

3 Information asked for, but also provided additional information
that is irrelevant to the supporting facts (not bad)

2 Transfer the customer to the correct customer service department (ok)

1 No information asked for, but provided additional information
that is either relevant or irrelevant to the supporting facts (bad)

0 Information provided is not coming from the supporting facts
(terrible), or transfer customers to the wrong queue (poor)

Table 12: Likert-scale for evaluating faithfulness auto-
matically via GPT4.

E Evaluating Faithfulness with999

GPT4-Eval1000

The 7-point Likert scale used to evaluate faithful-1001

ness via GPT4 (i.e., the GPT4-Eval evaluation met-1002

ric) is provided in Table 12.1003

F Results for Faithfulness vs.1004

Abstractiveness1005

The results for factual faithfulness and abstractive-1006

ness on real conversations for Flan-T5XL tuned1007

with BEINFO and larger language models are1008

shown in Figure 7. Results demonstrate that BE-1009

INFO approximates a much smaller model to the1010

performance of GPT-4 while overcoming the per-1011

formance of a much larger open-source model,1012

Falcon-40B. The exact numbers are shown in Table1013

13.1014

Model Density (↓) Coverage (↓) K-BERTScore (↑)

Flan-T5-XL 4.03 0.47 83.51
BEINFO (t) 2.35 49.18 84.64
BEINFO (g) 12.10 0.73 88.33
BEINFO (f) 2.32 0.60 86.30
Falcon-40B 5.72 0.46 84.25
GPT-4 2.01 0.64 87.49

Table 13: Results for faithfulness and abstractiveness
on real user conversations. We use: a) K-BERTScore
to measure faithfulness of the model to the knowledge
source K; b) Density and Coverage (Grusky et al., 2018)
to measure abstractiveness of the responses. (t)=task-
tuned; (g)=general-only; (f)=full.

Figure 7: Density and K-BERTScore illustrating the
trade-off between faithfulness (y-axis) and abstractive-
ness (x-axis).
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