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Abstract

Remote sensing (RS) imagery, which requires specialized satellites to collect and
is difficult to annotate, suffers from data scarcity and class imbalance in certain
spectrums. Due to their data scarcity, training large-scale RS models from scratch
is unrealistic, and the alternative is to transfer pre-trained models by fine-tuning or a
more data-efficient method LoRA [22]. Due to class imbalance, transferred models
exhibit strong bias, where features of the major class dominate over those of the
minor class. In this paper, we propose debLoRA—a generic training approach that
works with any LoRA variants to yield debiased features. It is an unsupervised
learning approach that can diversify minor class features based on the shared
attributes with major classes, where the attributes are obtained by a simple step
of clustering. To evaluate it, we conduct extensive experiments in two transfer
learning scenarios in the RS domain: from natural to optical RS images, and from
optical RS to multi-spectrum RS images. We perform object classification and
oriented object detection tasks on the optical RS dataset DOTA and the SAR dataset
FUSRS. Results show that our debLoRA consistently surpasses prior arts across
these RS adaptation settings, yielding up to 3.3 and 4.7 percentage points gains
on the tail classes for natural — optical RS and optical RS — multi-spectrum
RS adaptations, respectively, while preserving the performance on head classes,
substantiating its efficacy and adaptability [1_1

1 Introduction

Remote sensing (RS) is crucial in various applications such as environmental monitoring, resource
management, and disaster response [[71,136]. RS data is collected by various sensors and has multiple
spectrums, including optical RS imagery (dubbed as ORS, 400-700nm) [32], multi-spectral RS
imagery (MSRS, 400-2500nm) [8]], and synthetic aperture radar imagery (SAR, 1mm-1m) [48| [13].
These spectrums differ significantly in imaging mechanisms, leading to distinct data characteristics
and processing pipelines [[/0]]. Given this diversity, learning robust and generic representation models
for such data is desirable to reduce processing costs and complexities.

Recently, in natural image domains, large-scale pre-trained visual foundation models (e.g., CLIP [45],
Stable Diffusion [47], and DINO [4]) have shown great advances in robustness and generalization
ability. The zero-shot features extracted from the models show impressive performance in downstream
tasks such as object classification, detection and semantic segmentation [[66], even outperforming
the supervised models trained on the specific datasets of those tasks. However, in the RS domain,
training such foundation models from scratch remains challenging. Even though some trials have
been made in past years [8} [16], their works have clear limitations. First, they require large-scale RS
data for effective training, which are available for only ORS but not other spectrums such as SAR
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and MSRS [43][10} [17]. Collecting and annotating images in “other” spectrums is difficult due to
many factors such as military restrictions, sensor availability, and high acquisition costs, so the data
scarcity is unlikely to be alleviated in the near future [70]. Second, their works are constrained in
small- or medium-scale models, i.e., they use ViT-L (300M) in [8] and Swin-L (197M) in [16], while
the foundation models in the natural image domain are much larger (e.g., Latent Diffusion has 860M,
and OpenCLIP-H/14 has 986M). Third, their training-from-scratch approaches are computationally
inefficient, requiring a huge amount of GPU memory (VRAM). For instance, [[16]] reported the need
of 80 * A100 GPU with 80GB VRAM each, totaling 6.4TB.

Instead of learning a foundation model from scratch, we propose to transfer existing foundation
models to RS domains. This approach is both data-efficient and computation-efficient. We answer
two questions: 1) Which foundation models to transfer? 2) Which transfer learning methods to use?

For the first question, we consider foundation
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Figure 1: Long-tailed Problems. This figure shows
1) ORS datasets (take DOTA [59] as an example)
have the long-tailed distribution issue. 2) Model
adaptation methods suffer from weak performance
in tail classes.

contours, which are intrinsic to both natural
and RS images. The success of ORS—other
RS is due to the shared spatial structures, e.g.,
urban areas, buildings, and object outlines, in
different RS spectrums.

For the second question, we found that data-efficient transfer learning methods on foundation models
exhibit a strong bias towards major classes. As shown in Fig.[I] both Fine-Tune and LoRA have
significantly lower F1 scores for tail classes. This is because their learned feature space is biased
towards the discriminative features of head classes while neglecting the tail [62]. Taking the head
class ship (which takes 28.35%) and tail class helicopter (0.64%) as examples on the DOTA
dataset [59]. Fig. a) shows biased LoRA features of “oval tail” in the ship sample n and “rotor
tail” in the helicopter sample m. We say biased because the LoRA fails to understand the “oval
tail with a rotor” in another helicopter sample ' and embeds m’ wrongly as a ship sample in
the feature space. Please note that the real feature distribution is shown in Figure [3|to support the
illustration of Figure [2| This long-tail issue is particularly severe for transfer learning in the RS
domain due to two reasons. First, RS datasets suffer from more severe data imbalance than natural
image datasets. For instance, the imbalance ratioﬁf of RS datasets DOTA and ShipRSImageNet
reach 86 and 112, respectively, while CIFAR100-LT [2], a natural image dataset with a similar data
scale, has a ratio of only 50. This is because annotating under-represented tail class samples in RS,
e.g., identifying a rare naval vessel, such as the “Nimitz”, from SAR image, requires a high level of
domain expertise. Second, the data scarcity in RS domains determines that RS adaptation methods
must be data-efficient, such as LoORA. However, as shown in Table using fewer parameters in LoORA
(being more data-efficient) exacerbates long-tail issues. The reason is that this restricts the model
capacity and forces the model to prioritize a limited number of features—usually from head classes.

% The imbalance ratio is measured by n1 /ns, where 1 and k are the largest and smallest categories. It reflects
the severity of data imbalance [69].
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Figure 2: Two key steps of debLoRA: feature clustering and calibration. (a) The baseline LoRA
feature space is biased towards head classes. Red crosses X represent head class samples, and blue
triangles A represent tail class samples. The blue star  indicates the center of tail class samples.
Dashed blue triangles . show the validation samples of the tail class wrongly embedded in the head
class region, indicating the model bias towards head classes. (b) We cluster all features (clusters
denoted by gray dotted boundaries) regardless of class labels. A, B and C are cluster centers used to
generate a de-biased center D, as in Eq. 2. (c) We calibrate the tail class features by “moving” them
closer to D, as in Eq. 3. After these steps, we train the debLoRA module on the calibrated features
of tail classes (together with the original head class features).

To mitigate this bias without needing more data or labels in tail classes, we propose an unsupervised
learning approach, debiased LoRA, dubbed deblLoRA. debLoRA is based on the features extracted
from LoRA (or a LoRA variant) and is generic to LoRA variants. To be concise, we use LoRA in the
following to represent itself and its variants. Given the LoRA features, debLLoRA has three steps:
clustering, calibration, and training. First, it clusters all the features regardless of class labels by
K-means. Each obtained cluster center represents an attribute from one or shared by multiple classes.
Second, these cluster centers are used to calibrate the LoRA features of tail classes and enhance
the territory of tail classes in the feature space. We illustrate these two steps in Figure[2] Last, the
calibrated features are used as the learning objectives to train a debLoRA module with a similar
network architecture to LoORA. The learned debLoRA is thus a de-biased feature extractor.

We observe that after K-means clustering, each cluster center captures a general visual attribute
shared across different classes. For instance, in Figure [2[b), cluster A corresponds to the general
vehicle attribute “streamlined tail”, which includes both head class sample n and tail class sample m.
Such clusters can thus yield a balanced representation base, making the tail more robust by integrating
common attributes with the head.

One may ask “what if some attributes are dominated by the attribute features of head classes?” We
address this question by proposing a weighting scheme, in the step of calibration. In specific, for each
tail class sample (e.g., m in Fig.[2[c)), we calibrate it by forcing its feature closer to the de-biased
center (D)—the weighted average of all cluster centers. The weights are determined by the number
of samples in each cluster, ensuring that this center is not dominated by clusters with mostly head
class samples. This calibration process results in de-biased representations that capture a more
comprehensive range of visual attributes shared across classes, leading to improved features of tail
classes (e.g., m’). Lastly, we re-train a LoORA module to map biased representations towards these
debiased centers. Please find more details of justifications in Sec. 4.4 Our method significantly
improves the features of tail classes. Moreover, it is efficient as it learns only a lightweight low-rank
module while keeping the original foundation model frozen.

Our contributions can be concluded three-fold: 1) We demonstrate the effectiveness of adapting
foundation models for data-scarce RS domains. 2) We propose Incremental LoRA, a novel method
that de-biases category-specific representations for long-tailed RS adaptation. 3) We conduct extensive
experiments to validate our approach on multiple RS adaptation settings and downstream tasks.

2 Related Works

Representation Learning for RS Images. Self-supervised representation learning in RS image
domains mainly includes contrastive- and generative-based methods. Contrastive-based methods,
such as Tile2vec [27], Seasonal contrast [37] and SauMoCo [30], heavily rely on rich temporal
data or high-resolution samples, which are often unavailable for data-scarce RS spectrums [56].
Generative-based methods, such as RR-SSL [67] and SGSAGANSs [15], reconstruct inputs to
capture the global data distribution and learn fine-grained patterns. However, they require large-scale
data to form robust latent space [14]. Recently, foundation models in the RS domain, such as



SatMAE [8]], Spectral GPT [20], and SkySense [[16], have shown superior performance for ORS tasks.
Spectral GPT [20] tackles spectrum diversity by pre-training separate tokenizers for each spectrum,
which still needs large amounts of data. Another problem is that existing RS foundation models are
much smaller than those in the natural image domain (e.g., SatMAE-L [8] has 300M parameters
v.s. 986M of OpenCLIP-H/14 [5]). Instead of self-supervised training RS models from scratch, we
propose to adapt existing foundation models to RS tasks. Our approach: 1) reduces computational
cost significantly, 2) can be easily adapted to various data-scarce RS spectrums, and 3) benefits from
powerful representations from natural vision foundation models.

Long-tailed Data Distribution and its Bias Problem. Long-tailed data distribution, where a few
head classes cover most of the samples, is prevalent in both natural and RS image domains [55. 69].
This imbalance leads to biased feature representations, where the model focuses on discriminative
features for head classes while neglecting subtle but crucial features for tail classes [69} 28]. Zhang
et al. [69] observed that such a feature space is usually broader for head classes than tail classes, and
the decision boundary tends to be biased towards head classes, i.e., many false positive predictions
for head classes. Existing solutions include sample-level, meta-learning, and representation-level
approaches [69]: Sample-level methods, such as re-sampling [49] and data augmentation [7]], aim
to directly balance the sample distribution. However, they require sample annotations [2} 49] or
rely on data diversity [7], both of which are unrealistic in the data-scarce RS spectrums such as
SAR [13] and MSRS [8]. Meta-learning methods [26, |57]] formulate the problem as “learning to
learn” and adapt the model to a balanced meta-test set. They depend on the data diversity of the
training sets and the availability of balanced validation sets, and therefore, are less applicable for
data-scarce RS domains. The representation-level methods enhance the learned representation space,
including metric learning losses [23]], margin-based losses [2], and feature transfer from head to tail
classes [33l163]]. However, they are designed for supervised single-domain settings and do not address
the challenges of model adaptation to RS: 1) handling multiple downstream tasks (e.g., small object
detection, scene segmentation, change detection), and 2) multiple spectrums (such as ORS and SAR).
In contrast, we propose an unsupervised adaptation method to tackle these challenges in this paper.

Transfer Learning in Remote Sensing. Transfer learning in remote sensing primarily focuses
on adaptation within the optical imagery domain. They can be categorized into supervised and
unsupervised methods. Supervised methods [[12, 135} 146,44, |39] align distributions using target labels.
However, they require task-specific annotations, which are scarce in SAR and multispectral domains
and limit the applicability of the obtained models to multiple downstream tasks. Unsupervised
DA (UDA) methods aim to learn domain-invariant features without requiring labeled data in the
target domain, including transfer component analysis [42, 40], manifold alignment [53} 160, 61]], and
adversarial learning [1,[11,51]. However, they are designed for single-source, single-target adaptation
within the same spectrum [41}38]]. Besides, the manifold alignment and adversarial methods require
significant computational resources, often involving the training of several copies of the source model,
while component analysis methods involve complex pipelines. These factors make them unsuitable
for foundation models, which are already computationally intensive. In contrast, our method tackles
multi-spectrum adaptation without requiring extra labels. It is also computationally efficient.

3 LoRA and cLoRA

Our debLoRA is based on the LoRA [22]] or its variants [[64]], but is orthogonal and generic to them.

LoRA. LoRA was initially proposed to adapt a pre-trained large-scale language model to downstream
tasks. It assumes adapted parameters are sparse during model training when the data is limited. It
introduces a low-rank factorization of the difference between original and adapted parameters, i.e.,
A0 := B-A. Here, 6 € R?¥** represents the parameters of pre-trained model, and B € R?*" and
A € R™** denote low-rank factors, with r < min(d, k). The updated parameters g are thus given by
= 0+Af = 6+B-A. During inference, the obtained LoRA modules could be combined through a
weighted sum, 0=0+ > ; w;AB;, where w; denotes combination weights.

cLoRA. To tackle the long-tailed issue of LoRA, we also explore its variant cLoRA [64]. The key
idea of cLoRA is to learn a separate LoRA module for each class, denoted as Af,. for class ¢, to ensure
that the learned representations of one class do not interfere with those of other classes. Formally,
the adapted parameters for class c are given by 0. = 0 + Af, = 0 + B, - A., where B, € R4*" and
A, € R are the low-rank factors specific to class ¢. During training, each cLoRA module Af,.
is optimized using only the data from class ¢, allowing it to capture class-specific features. During



inference, as there is no class label available, we use all the cLoRA modules to extract features for the
input. Specifically, for an input z, we obtain the features z, = 0, (x) using each cLoRA module 0.
The final feature representation is then obtained by concatenating the features from all the cLoRA:
z = [21; 225 . . . ; 2¢], Where C is the total number of classes.

4 De-biased LoRA (debLoRA)

The algorithm of debLLoRA consists of two steps: generating debiased features, and then using them
to train a debLoRA module. In the first step, we perform unsupervised clustering on biased feature
space Z (i.e., composed by orlgmal LoRA features biased to head classes) to obtain debiased features
Z. In the second step, we use Z as the learning target to train a debLoRA module. The debLoRA
learns the mapping between biased and de-biased features. We justify the feasibility of learning such
a mapping in Section [4.4]

4.1 Problem Formulation

Given a pre-trained feature extractor f : X — Z and a long-tailed RS dataset D = (x,y), where
x € X is an RS image, y € ) is its annotation and Z is the biased feature spaceﬂ our goal is to
adapt f to the target dataset D while yielding a de-biased feature space Z,ie., adapted encoder is
f : X — Z. The de-biased feature representation Z should improve downstream task performance
on tail classes without sacrificing the performance on head classes.

4.2 Stage 1: Representation De-biasing

Feature Clustering. Given a pre-trained encoder fy : X — Z that maps input images to a biased
representation space, where fy is parameterized by 6, we first extract features for each sample in the
dataset: z; = fo(x;), 7 € N. We then apply K-means clustering on {z;} to obtain K clusters. To
mitigate imbalanced clusters, we impose a constraint that each cluster should contain at least Klp
samples, where p is a pre-defined constant. The clustering objective is:

N N
. . 2
E i — ukll?, st Vk, ng > ) 1
min 2 mk}nHz, Ll ng 2 K » (D

where p, and ny, denote the center and size of the k-th cluster, respectively.

De-biased Cluster Centers. For each tail class ¢, we calculate its de-biased representation center
[ by weighted averaging all the cluster centers:
n
= Zwk - W, where wy = =k 2)
k Ne

Here nj denotes the number of samples from class c in the k-th cluster, and n.. is the total number of
samples in class c. The weight wy, is proportional to the fraction of class ¢ samples in the k-th cluster.
This ensures that the de-biased center [ is not dominated by head classes.

4.3 Stage 2: De-Biased Low Rank Adaptation (debLoRA)

Tail Class Calibration. For each tail class sample x with representation z, we calibrate z by
moving it closer to the de-biased center ji:

=az+(1- o), 3)
where o € [0, 1] is a hyper-parameter controlling the degree of calibration. We empirically set
a based on the imbalance ratio «y of each tail class: o« = min(1, 1,70). For tail classes with larger
imbalance ratio, a higher a encourages the calibrated representation Z to be closer to the de-biased
center i, as the original representation z is less reliable due to its learning from limited samples.
While for classes with smaller v, a lower « is used to retain the discriminative information of z. For
instance, the DOTA dataset’s tail class helicopter has high v = 45.45, so its « reaches 0.22.

3 We define feature space Z as biased if Vol(Z5,) > Vol(Z;), and 3z, € Z; : P(z: € Z1) > P(z € Z,),
where Z}, and Z; denotes the feature spaces of head and tail classes respectively, Vol(-) denotes feature space
volume, and P(-) denotes the probability predicted by the model.
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Figure 3: t-SNE visualization of validation samples and clusters. The first column shows the
distribution of helicopter (tail) and ship (head) validation samples. Subfigures (c)-(g) are the
clusters and their centers when K=5 in K-means. In (h), the dotted lines and stars indicate that we
compute a de-biased center for the tail class (helicopter) by weighted averaging the five cluster
centers, and the blue star is the original biased center of helicopter training samples.

Learning debLoRA. With the pre-trained encoder fy frozen, we learn a LoRA module g4 : Z — z
parameterized by ¢ to map the biased representations to the calibrated ones. The training objective is:

1 ~
"Dy > llgs(fola)) — 2%, @
¢ €Dy

where D, is the set of tail class samples. During inference, we apply the learned LoRA module to
extract the de-biased representations z = g4 (fo(z)) for an input image x. The complete algorithm of
debLoRA is summarized in Algorithm [T}
Algorithm 1 debLoRA
Require: Long-tailed training set D = {(x,y)}, pre-trained encoder fp : X — Z, number of
clusters K, balance factor p
Ensure: A LoRA module g, that de-biases fy
1: Extract biased representations z = fy(x) for each sample x € D using pre-trained fy
2: Perform constrained K -means clustermg on{z} (equatlon to obtain cluster centers {x } 2,
where each cluster has at least 7 samples

3: for each tail class c do
4: Calculate its de-biased representation center [i. by weighted averaging all cluster centers
{}< | (equation2)
5: for each sample x € D, do
6: Extract biased representation z = fy(x)
7: Calibrate z to Z by moving it closer to fi. with factor o« = 10/~ (equation
8: end for
9: end for .
10: Learn a LoRA module g4 : Z — Z to map biased representations to calibrated ones
11: return g,

4.4 Justification

We discuss the biased representation space of LoRA, and then justify the effectiveness of our three
critical operations in debLLoRA: clustering, weighting, and calibration. We show the real sample
distribution in Figure[3|and an illustrative example in Figure 2]

LoRA is Biased. The feature space learned by LoRA is biased towards head classes [62]], evidenced
by two observations. 1) The head class representations over-expand their territory into the tail class
space. As shown in Figure[3] most of the ship (head) validation samples are distributed within its
own representation space, while many helicopter (tail) validation samples are wrongly distributed



in the ship’s space. 2) The center of the entire space is biased towards head class, as the ship
training samples significantly overlap with the helicopter training samples. This bias occurs
because, during training, the encoder is exposed to significantly more diverse samples of head class.

Clustering. By feature clustering, we obtain a set of cluster centers that benefit the tail classes in
two ways. 1) Improved robustness. The obtained cluster centers, shown as red stars in Figure [3(c)-(g),
represent visual prototypes[3], i.e., general visual attributes common to both head and tail classes,
such as “streamlined tail” or “with wooden deck”. These cluster centers are more robust than the
original tail class representations because they leverage the diversity of head class samples. 2)
Reduced imbalance. Certain clusters exhibit reduced long-tail issues. The clusters in Figure d)-(f)
contain more samples from helicopter than ship. This is because the clusters are formed based
on intrinsic visual similarities among images, regardless of their imbalanced class labels. Using these
cluster centers avoids the risk of tail class attributes (e.g., “rotor tail” and its variants in helicopter)
being overwhelmed by head class attributes (e.g., “oval tail” and its variants in ship).

Weighting and Calibration. One might ask, “Are the data imbalances within each cluster or among
different clusters still issues?” E.g., the 5-th cluster in Figure [3]contains only ship samples and seems
irrelevant to helicopter. To answer this, we perform the weighted averaging over cluster centers,
and the calibration over tail class samples: 1) Weighted averaging. When calculating the de-biased
representation center for each tail class (equation [2), we assign higher weights to clusters containing
a larger fraction of that particular tail class. The de-biased center (red star in Figure [3[(h)) better
captures the true distribution of the validation samples of helicopter, compared to the original
biased center (blue star in Figure 3[h)). 2) Calibration. We calibrate the representation of each
tail class sample by moving it closer to the class’s de-biased center (equation [3). The calibration
factor «v is inversely proportional to the imbalance ratio of the tail class. This design ensures severely
underrepresented tail classes like helicopter receive stronger calibration.

5 Experiments and Analyses

We evaluate our debLoRA on two settings: 1) adapting natural image foundation models to RS, and
2) adapting ORS foundation models to SAR. For the first setting, we conduct experiments on two
representative RS tasks: object classification and oriented object detection. For the second setting,
we conduct experiments on a representative SAR task—fine-grained ship classification.

Natural — RS adaptation. 1) Foundation model. We use two state-of-the-art foundation models:
Stable Diffusion v1.5 (SD) [47] and OpenCLIP [25]]. Both models have shown impressive general-
ization ability on various tasks when adapted to domains like medical images [S8]. However, their
transferability from natural images to the RS domain remains under-explored. 2) RS dataset. We
use the DOTA dataset [10], a large-scale benchmark for RS object recognition. DOTA contains
188,282 instances from 15 categories, covering various scales, orientations, and shapes. We define
the long-tail split as follows: 6 classes with <1% instances as tail, 3 classes with 1%-5% instances
as middle, and the remaining 6 classes (each with >5% instances) as head. This split exhibits a
clear long-tail distribution, evidenced by the performance gap between head and tail classes for the
baseline methods (see Table[[Jrow 1). 3) Tasks. For the classification task, we obtain features from
the adapted foundation models and train a linear classifier. We report the macro F1-score that fairly
evaluate the performance across all classes. For detection, we train a FCOS detector head [52]] on
obtained representations and evaluate using the mAP.

ORS — SAR adaptation. 1) Foundation model. We use SatMAE-L [8], the state-of-the-art
open-sourced foundation model for RS. SatMAE-L is pre-trained on large ORS datasets using self-
supervised learning. It has 307M parameters and requires 6,144 GPU hours to train from scratch.
2) SAR dataset. We evaluate our method on the fine-grained ship classification task of SAR. Existing
SAR ship datasets have insufficient samples to evaluate the model performance reliably, e.g., only
2 samples in test set for tail class “WingInGrnd” on the FUSAR-Ship dataset. We thus create a
new dataset by combining two high-resolution (<10m/pixel) SAR datasets: FUSAR-Ship [21] and
SRSDD [31]]. Details of this combined dataset are provided in the Appendix. 3) Ship classification
task. We follow the same setup as in the natural — RS setting for this SAR task.

Implementation Details. 1) Fine-tuning baseline. We fine-tune the foundation models until the
training loss stabilizes. During inference, we use null prompts as no ground truth is available. For
SD, we extract features from the U-Net after applying one denoising step [50]. For OpenCLIP, we
extract features from its visual encoder’s final layer before the projection head. 2) LoRA and variants.



We apply LoRA modules to all linear layers in the foundation models. We use a rank of 8 for LoRA,
as it suffers from the most severe long-tail issues. We also validate our method with higher ranks
(e.g., 64) in Table@ During inference, we extract features from the U-Net encoder output followed
by global average pooling (GAP). For cLoRA, we concatenate the category-specific features after
GAP. 3) debLoRA. The debLLoRA involves two hyperparameters: the calibration factor o, and the
number of clusters K. We set « as inversely proportional to the imbalance ratio of the tail class, as
described in Section[4.4] We empirically set K=32 (ablation study on K are provided in Appendix).

Evaluation Metrics. 1) Classification. We use linear probing (i.e., train a linear classifier on the top
of frozen features) to evaluate the learned representations [[19,[18]). It is simple and avoids introducing
additional learning operations. We apply GAP and ReL.U on the extracted features before linear
probing. We report the macro F1-score, which assigns equal importance to all classes—more suitable
for evaluating imbalanced datasets. We report scores for head, middle, and tail classes separately,
as well as the overall score averaged across all categories. 2) Detection. We use the lightweight
FCOS [52], an anchor-free detector head, to avoid potential interference from pre-defined anchors.
We extract high-resolution feature maps from the SD U-Net output. During feature clustering and
re-training, we use per-instance features for each category. During inference, we extract features
from the entire image and feed them to the detector head. We report the mAP metric.

Ablation study. In Table[I] rows 1 and 2 show Table 1: Ablation study of debLoRA. We apply
the results of using zero-shot features of SD or  our debLoRA based on LoRA and cLoRA. Results
fine-tuned SD features on DOTA to train RS ob- are reported for the adaptation from SD — DOTA
jectrecognizers. Recognizers’ performances are  recognizer. Params (M) refers to the number of
strongly biased to head classes—around 12 per- updated parameters during the adaptation. Our
centage points drop for tail classes. From rows  results are marked in gray .

3 and 5, we can see such issues get resolved a

Macro F1 Score (%)

bit when using LoRA methods. Rows 4 and 6 ~ Methed ‘ . Params (M)
. . Head Middle Tail Overall
show that debLoRA significantly outperforms
: : Zero-Shot 992 973 878 943 —
Lo§§7methods on tail clilssess—l?g 41% PoINtS e Tune 9.1 967 868 93.7 860
and 2.7 points, respectively. Specifically, com- —-r o1 913 93 912 0.08
pared to cLoRA, debLoRA does not even sacri- w/debLoRA 993 975 935  96.6 0.08
fice the performance for head classes. To quan- “{ora 94 972 918 959 0.08
titatively validate its working mechanism, we w/debLoRA  99.1 ~ 98.7 945  97.1 0.08

analyzed feature discrimination. Results show

that debLLoRA enlarges inter-class distances and reduces intra-class distances for tail classes (see
Appendix). In addition, debLoRA needs just the same amount of parameters as LoRA (0.08M),
which is appealing for computation.

LoRA Ranks. We investigate the impact of Table 2: Compare LoRA ranks. The table com-
different LoRA ranks on the long—tailed classifi- pares different ranks of the LoRA module. Our
cation performance in Table[2] We have twokey results are marked in gray .

observations. 1) As the LoRA rank decreases,
the performance on tail classes drops more sig-  Method
nificantly than on head classes. For example,

Macro F1 Score (%) Params
Head Middle Tail Overall M

when the rank is reduced from 64 to 8, the F1- Rank8 994 972 918  96.1 0.08
score of tail classes decreases by 2.2 percentage "/ dePLoRA  99.1 = 98.7 945 97.1 ~ 0.08

X . ; Rank 16 990 959 924 958  0.16
points, while that of head classes even increases  Rank 32 994 969 930 964 032
by 0.3 percentage. This supports our hypothesis ~ Rank 64 99.1 969 940  96.7 0.64

that the limited parameter capacity of low-rank __W/debLoRA 991 987 962 980  0.64

LoRA forces it to prioritize learning the head

classes, exacerbating the long-tail problem. 2) debLoRA consistently improves the performance on
middle and tail classes across different LoRA ranks. Notably, with rank 64, debLoRA achieves a 2.2
percentage points improvement on tail classes while maintaining the performance on head classes.

Compare with SOTA. 1) Object Classification. Table[3|compares our debLoRA with state-of-the-art
methods under three adaptation tasks. We draw four key observations from the table. 1) debLoRA
consistently outperforms LoRA on tail classes across all adaptation tasks, with the largest gain of 4.7
percentage points for ORS — SAR (i.e., SatMAE — FUSRS). This shows the consistent efficiency of
our approach in tackling the long-tail problem of RS domains. 2) Compared to SD — DOTA setting,
cLoRA performs exceptionally well under OpenCLIP — DOTA setting, slightly surpassing LoRA.
We hypothesize that OpenCLIP’s feature space aligns particularly well with cLoRA’s class-specific




Table 3: State-of-the-art comparison under different adaptation settings. The experiments are
conducted on two RS adaptation settings: 1) Natural—+ORS, where we adopt Stable Diffusion (SD)
and OpenCLIP as foundation models and DOTA as the target dataset. 2) ORS—SAR, where we
adopt SatMAE as the foundation model and FUSRS (SAR imagery dataset) as the target dataset.
Results are evaluated by linear probing and reported in macro F1-Score (%). The highest result in
each position is highlighted by bold. Our results are marked in gray .

Method SD — DOTA OpenCLIP — DOTA SatMAE — FUSRS Mean
Head Middle Tail Head Middle Tail Head Tail Head Middle Tail
Zero-Shot 99.2 97.3 87.9 93.1 92.7 91.7 78.3 67.8 90.2 95.0 82.5
Fine-Tune 99.1 96.7 86.8 93.1 91.1 89.2 88.6 73.6 93.6 93.9 83.2
cLoRA 99.1 94.3 89.3 973 93.3 92.2 89.9 82.0 95.5 93.8 87.9
w/ debLoRA 99.3 97.5 93.5 97.6 95.8 95.0 92.5 86.1 96.5 96.7 91.5
LoRA 99.4 97.2 91.8 96.6 92.7 91.6 87.1 76.3 94.4 95.0 86.6
w/ ResLT [9] 99.4 97.7 93.0 97.7 94.1 93.8 86.6 75.4 94.6 95.9 87.4
w/ SADE [68] 99.1 97.3 924 973 93.0 92.5 89.6 78.4 95.3 95.2 87.8
w/ debLoRA 99.3 97.7 95.1 972 95.6 94.8 90.1 81.0 95.5 96.7 90.3

design. However, deblLoRA remains robust Table 4: Evaluation on the oriented object detec-
across both foundation models. 3) The perfor- tion task. We implement debL.oRA for long-tailed
mance gains of debLoRA are most significant detection tasks. Our results are marked in gray .

for SatMAE — FUSRS (+4.7 points) compared

0

to SD — DOTA and OpenCLIP — DOTA (+3.3  Method mAP ()T Average
and +3.2 points, respectively). This suggests Head Middle Tail (%1
that our method can leverage domain similarity — Zero-Shot 710 737 559 66.9
more effectively when adapting between related ~ Fine-Tune 763 849 643 752
image domains (SatMAE and FUSRS are RS ~ LoRA - 71-5 863 665 767
datasets). We think this is because debLoRA’s w/Reweight [29] 743 868 669  76.0

. .. w/ ECM [24] 78.1 87.4 68.5 78.0
clustering step captures and utilizes the shared w/ debLORA. 794 885 732 804

domain-specific visual patterns (e.g., spatial
structures and textures) when the source and
target domains are closely related. 4) debLoRA consistently outperforms long-tailed recognition
methods, ResLT [9] and SADE [68] (2.5 and 2.9 points by average). ResLT and SADE mainly
introduce re-weighting strategies to balance the learning of different classes, but they do not directly
rectify the bias in the feature space. In contrast, debLLoRA explicitly learns a de-biased representation
center for tail classes. 5) We further validate the generalizability of our method by conducting experi-
ments on additional long-tailed datasets Places365-LT [34]], iNaturalist [54]], and fMoW-S2 [6} I§]].
Our debLoRA consistently outperforms baselines, achieving up to 7.2% improvement on tail classes
(see Appendix). 2) Oriented Object Detection. We validate our method’s generalization ability on
the oriented object detection task in Table[d We have two key findings. 1) Our debLoRA achieves
the highest mAP scores across all positions. Notably, debLLoRA outperforms vanilla LoRA by an
impressive 6.7 percentage points. 2) Notably, all methods performed better in the middle classes
than in the head. This might be attributed to the greater intra-class variation in head classes, whereas
middle classes have more distinct and compact features.

6 Conclusion

In this paper, we propose debLoRA, a novel approach for adapting foundation models to data-
scarce and long-tailed remote sensing domains while mitigating representation bias. Our method
introduces unsupervised clustering to capture robust visual attributes shared across classes, and
feature calibration to rectify the bias in tail class representations. We validate the effectiveness of
debLoRA through extensive experiments on multiple RS adaptation settings and downstream tasks,
where it consistently outperforms vanilla LoRA and other long-tailed recognition methods. Notably,
debLoRA achieves significant performance gains on tail classes without sacrificing the performance
on head classes, highlighting its ability to learn debiased feature representations.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the main contributions and scope of
the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discussion the limitations in the appendix.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide an anonymous link to the code in the Abstract.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide an anonymous link to the code in the Abstract.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We describe our experimental setup in Section 3]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The error bar is not reported, but our classification and detection results are
reported based on the average of three runs.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide GPU specifics in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We conducted in the paper conform with the NeurIPS Code of Ethics
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work focuses on the long-tailed adaptation task, a technical problem with
no social impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

18


https://neurips.cc/public/EthicsGuidelines

11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We correctly cite and follow the licenses for used datasets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide details of our used datasets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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A Appendix

This appendix contains the following supplementary information:

1. Section[A.T]details on the customized SAR ship dataset used in the ORS — SAR setting,
complementing the experiments in Section [3]

2. Section[A.2] presents experiments on additional datasets, including natural image datasets
and a multi-spectral remote sensing dataset, to demonstrate the generalizability of our
method.

3. Section[A.3|provides ablation studies and additional analyses, including quantitative feature
analysis, sensitivity to cluster number K, statistical analysis, and the comparison with
self-supervised learning from scratch.

4. Section[A.4]discusses the limitations of our work.

A.1 Details of the customized SAR ship dataset

We selected the FUSAR-Ship [21] and SRSDD [31]] datasets as our source datasets due to their
high resolution (< 10m) and fine-grained ship subcategories, as shown in Figure [AT] However,
both datasets have limitations. Figure[AT|a) shows that the FUSAR-Ship dataset has insufficient
test samples (i.e., certain categories have only < 15 test samples) and unclear category definitions
(e.g., “Reserved” or “Unspecified” categories). Figure [AT[b) reveals that the SRSDD dataset also
suffers from insufficient test samples. To address these issues and establish a robust benchmark, we
combined the ship categories from both datasets, merging those with fewer than 10 test samples into
an “others” category.
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Figure Al: Constraints of the SAR datasets’ test sets. This figure illustrates the per-category test
sample distribution of (a) the FUSAR dataset and (b) the SRSD dataset. The FUSAR dataset suffers
from insufficient test samples and vaguely defined classes (indicated by “x”). Similarly, the SRSDD
dataset also has the issue of insufficient test samples.

A.2 Experiments on Additional Datasets

To demonstrate the generalizability of our debLoRA method, we conducted experiments on three
additional datasets: two from the natural image domain (Places365-LT [34] and iNaturalist 2018 [54])
and one multi-spectral remote sensing dataset (fMoW-S2 [6| [8]]). These datasets were chosen for
their unique properties: 1) Places365-LT exhibits a substantial domain gap from Stable Diffusion’s
pre-training data, allowing us to evaluate the performance of our domain adaptation model. 2)
iNaturalist 2018 has a high imbalance ratio of 500, enabling us to assess our model’s performance
under severe class imbalance conditions. 3) fMoW-S2 contains multi-spectral data, including visible,

near-infrared, and shortwave infrared bands, Table Al: Comparison on Places365-LT and
complementing our existing experiments on op- iNaturalist2018 datasets. Results reported in top-
tical (DOTA) and SAR (FUSRS) imagery. The 1 accuracy (%). Our results are marked in gray .

results are given in Table[AT]and Table[AZ] Method Places365-LT iNaturalist 2018 Mean
Head Middle Tail Head Middle Tail Head Middle Tail

1) On Places365-LT and iNaturalist 2018 (Ta- Zero-Shot 403 369 249 362 294 89 383 332 169

. fine- 432 311 390 665 692 675 549 502 533
ble @, debLoRA consistently outperforms Lora ™ @2 420 w9 Mo we 3 el 83 sl
LoRA, especially for tail classes. We observe w/debLoRA 50.9 512 492 726 798 784 618 655 638

improvements of 4.3% and 7.2% for Places365-LT and iNaturalist 2018 tail classes, respectively.

21



2) For the fMoW-S2 dataset (Table[AZ)), we adapted Stable Diffusion Table A2: Results on the
(SD) to the scene recognition task. The dataset was manually divided fMoW-S2 dataset.

into “Head” (34 classes comprising 80% of the samples) and “Tail”  ypoq SD — fMoW-S2
(28 classes comprising 20% of the samples). Results were evaluated Head Tail Overall
by linear probing. debLLoRA achieves the highest overall accuracy  Fine-Tune 462 346 449
(46.8%) and tail class accuracy (41.2%), surpassing the second-best ~ LoRA 465 381 462
method (ResLT) by 0.3 and 2.6 percentage points, respectively. I RA dos As s

These results confirm that our method effectively addresses the long-

tailed distribution problem across various domains, including natural images and multi-spectral remote
sensing data. The consistent improvements, particularly for tail classes, highlight the robustness of
debLoRA in handling class imbalance and domain adaptation challenges.

A.3 Ablation Studies and Additional Analyses

We conducted several experimental analyses to comprehensively evaluate our debLoRA method.
These experiments aim to validate the effectiveness of our approach, investigate its sensitivity to key
hyperparameters (i.e., cluster number K'), and demonstrate the statistical significance.

Sensitivity to Cluster Number /K. We conducted an ablation study Table A3: Sensitivity to clus-
to investigate the sensitivity of our method to the number of clusters ter number K. Default value
(K) used in the de-biasing process. Table[A3]|shows the SD — DOTA  is marked in gray .
adaptation results. We can observe that the performance generally
improves as K increases, with the most significant gains observed K Macro F1 Score (%)
for tail classes. For instance, when K increases from 16 to 32, Head Middle Tail
the F1 score for tail classes improves by 4.7%. The performance

_ 16 99.1 96.9 904
peak around K'=32 suggests a good default value for our method. 2 993 977 951
These findings indicate that our method is sensitive to K but remains 993 974 948
effective across different values.

Quantitative Feature Analysis. To further vali- Table A4: Quantitative feature analysis.
date the effectiveness of our debLoRA method, we Class distance is evaluated by cosine distance
present a quantitative analysis of the learned fea- and reported on the DOTA dataset.

tures, focusing on inter-class and intra-class distances. Method Inter-class Intra-class
etho

Table [AZ] shows the results on the DOTA dataset. Head-Tail  Tail-Tail Tail

Our analysis .reve.als several key .observatlong about Fine-tuning 0674 06l 0170

debLoRA. First, it enlarged the inter-class distance | ora 0.702 0.607 0.182

between tail and head classes, with the average co- w/ debLoRA  0.719 0.632 0.146

sine distance increasing from 0.702 to 0.719. This

indicates improved separation between these class groups. Second, debLoRA reduced the intra-class
distance for tail classes, as evidenced by the decrease in average cosine distance from 0.182 to 0.146.
This suggests a tighter clustering of tail samples. Finally, we observed an increase in inter-class
distance among tail classes, with the average cosine distance rising from 0.607 to 0.632. This
demonstrates better separation among different tail classes. These findings support the effectiveness
of debLoRA in improving feature separation for tail classes.

Statistical Analysis with Error Bars. To Table A5: Error Bar Analysis. Reported in mean
demonstrate the statistical significance of our =+ std. Our results are marked in gray .

results, we report the results of three runs with
random initializations on the SD — DOTA ex-  Method

Macro F1 Score (%)

periment. Table [A5]shows the results. Head Middle Tail
Zero-Shot 992+£0.1 974+£03 87.6+06
These results 'demonstrate that our debLoRA L "r - 991101 967L01 86802
method consistently outperforms other ap-
LoRA 993+0.1 97.2+£0.1 91.8+0.2

proaches, especially for tail classes, with sta- w/ ResLT 903101 975403 929403
tistically stable improvements. The small std w/ debLoRA 993+ 01 97.5+02 948+ 03
across all methods indicate the stability of the
results. Notably, debLLoRA shows the most substantial improvement for tail classes, with a mean
F1 score of 94.8% and a standard deviation of only 0.3%, highlighting both the effectiveness and
consistency of our approach in addressing the long-tailed distribution problem.
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Comparison with SSL. Methods. Instead of =~ Table A6: Comparison with SSL methods.

learning representations from scratch via self- ~nethod ~ GPUHrs #Params (M) Data Size
supervised learning (SSL), our work focuses on

adapting pre-trained models to target domains. SaMAE 6,144 307 712K
. MoCo-v3 4,096 86 712K
In Table [A6] we compare our method with SSL
: ; Ours 24 0.08 7K
methods in terms of computational and data
efficiency:

1) Computational Cost. Self-supervised pre-training requires substantial computational resources, e.g.,
SatMAE requires 6,144 GPU hours for training from scratch. In contrast, our debLoRA only requires
24 GPU hours for adaptation, achieving more than two hundred times reduction in computation while
preserving the strong performance of foundation models.

2) Data Efficiency. Self-supervised methods (e.g., SatMAE and MoCo-v3) require large-scale pre-
training data (more than 700K images) to learn robust representations. In contrast, our method
effectively adapts to new domains with limited data, e.g., achieving strong long-tailed recognition
performance on the FUSRS dataset with only 6,971 images.

A.4 Limitations

While our proposed debLoRA method has proven effective in adapting foundation models to remote
sensing domains with limited data and long-tailed distributions, we acknowledge three key limitations:
Assumption of shared visual attributes. Our method assumes that visual attributes are shared across
classes, enabling robust representation learning through clustering. However, if the visual attributes
are highly class-specific or there is significant intra-class variation, the effectiveness of our approach
may be reduced.

Sensitivity to hyperparameters. The performance of debLLoRA depends on the selection of hyper-
parameters, such as the number of clusters K. The optimal value of K may differ depending on the
specific dataset and adaptation setting.

Limited evaluation on SAR datasets. Due to the scarcity of large-scale SAR datasets with sufficient
samples for reliable evaluation, we created a customized dataset by combining two existing SAR
datasets. Further investigation is needed to assess the performance of our method on a broader range
of SAR datasets and tasks.

By acknowledging these limitations, we aim to provide a transparent and objective assessment of our
work and to encourage future research addressing these challenges to further improve long-tailed
adaptation in remote sensing domains.

23



	Introduction
	Related Works
	LoRA and cLoRA
	De-biased LoRA (debLoRA)
	Problem Formulation
	Stage 1: Representation De-biasing
	Stage 2: De-Biased Low Rank Adaptation (debLoRA)
	Justification

	Experiments and Analyses
	Conclusion
	Appendix
	Details of the customized SAR ship dataset
	Experiments on Additional Datasets
	Ablation Studies and Additional Analyses
	Limitations


