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Abstract

While Vision-Language Models (VLMs) offer transforma-001
tive potential for cultural heritage preservation, they of-002
ten exhibit significant “cultural blind spots” due to train-003
ing data heavily skewed towards Western contexts. This004
leads to limited understanding of non-Western cultures,005
such as those from East Asia. This paper posits that modern006
VLMs consequently fail to accurately interpret underrep-007
resented cultural objects, leading to misidentification, cul-008
tural confusion, and factual hallucination. To investigate009
this, we evaluate prominent VLMs including LLaVA-1.5,010
ViP-LLaVA, Shikra, and MiniGPT-4 on a newly curated,011
culturally-rich Visual Question Answering (VQA) dataset012
specifically focused on traditional Korean attire, Hanbok.013
Our experimental results demonstrate that these models not014
only exhibit low accuracy but also reveal systematic er-015
ror patterns indicative of a deeper lack of cultural under-016
standing. Beyond diagnosing this deficiency, we propose a017
methodological refinement through the adoption of ‘thick’018
evaluation frameworks that move beyond superficial accu-019
racy metrics, explicitly assessing nuanced cultural under-020
standing and alignment. Furthermore, we propose Multi-021
modal Retrieval-Augmented Generation (MRAG) as an en-022
hanced architectural paradigm to ground models explic-023
itly in verifiable, culturally contextualized, and community-024
curated knowledge, addressing fundamental shortcomings025
of existing methods. This work provides empirical evidence026
of cultural limitations inherent in current VLMs and charts027
a research agenda toward building more equitable and cul-028
turally respectful AI for global digital heritage.029

1. Introduction030

Generative Artificial Intelligence is rapidly transforming031
the landscape of cultural heritage preservation, offering032
unprecedented tools for digital restoration, immersive ed-033
ucational experiences, and the democratization of access034
to global cultural treasures [20]. Vision-Language Models035

(VLMs), in particular, promise to interpret and articulate the 036
rich narratives embedded in visual artifacts, from recreating 037
lost historical sites to making archival materials accessible 038
to a worldwide audience [3]. This technological promise, 039
however, carries a significant risk: the potential for AI to 040
become a medium of cultural homogenization rather than a 041
guardian of diversity. 042

The core of this problem lies in the data that fuels these 043
powerful models. State-of-the-art VLMs are predominantly 044
trained on massive, web-scraped datasets that are heav- 045
ily skewed towards Western, English-speaking, and high- 046
income contexts [4, 16, 26]. This inherent data imbalance 047
creates significant “cultural blind spots,” leading to models 048
that misinterpret, misrepresent, or are simply ignorant of ar- 049
tifacts from underrepresented cultures [24, 28, 30]. This is 050
not merely a technical flaw; it is a situation that raises im- 051
portant ethical considerations and highlights the risk of cul- 052
tural imbalance in algorithmic interpretation where domi- 053
nant cultural norms become the default for AI-driven inter- 054
pretation [13]. 055

In this paper, we investigated this critical issue through 056
the lens of Hanbok, the traditional attire of Korea. We found 057
that leading VLMs such as LLaVA-1.5 [17], ViP-LLaVA 058
[6], Shikra [9], and MiniGPT-4 [33] exhibit significant per- 059
formance degradation when tasked with understanding the 060
nuanced details of Hanbok. We used the Visual Question 061
Answering (VQA) task as a diagnostic tool, as it moves be- 062
yond simple object recognition to probe for deeper contex- 063
tual and compositional understanding [5]. Our experimental 064
results show that these models not only fail in terms of ac- 065
curacy but also exhibit specific, culturally revealing error 066
patterns, such as conflating Hanbok with other East Asian 067
garments (e.g., the Japanese kimono or Chinese hanfu) and 068
generating factually incorrect details (hallucinations) about 069
its components and cultural significance. 070

Our objective was to empirically highlight these failures 071
and, more importantly, to chart a course for future research 072
toward more culturally aware and equitable AI. The primary 073
contributions of this paper are: 074
1. We identified and framed the problem of “cultural blind 075
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Figure 1. Failure (red) and hallucination (green) examples from VLM responses to Hanbok images. The input prompts are as follows: (a)
level 1: “What is the name of this outfit?” (b) level 2: “What is the main color of the body?” (c) level 3: “Which country’s traditional
clothing is this person wearing?” (d) level 4: “What kind of events is this outfit typically worn for?”

spots” in contemporary VLMs, using the specific, high-076
impact case study of Korean Hanbok.077

2. We implemented a comprehensive experimental frame-078
work, centered around a novel Hanbok-VQA dataset,079
to systematically evaluate the performance and failure080
modes of prominent open source VLMs.081

3. We demonstrated a shift in evaluation, moving beyond082
simple accuracy to include qualitative analysis of cultur-083
ally specific errors, such as cultural conflation, contex-084
tual blindness, and component hallucination.085

4. We propose a forward-looking research agenda aimed086
at mitigating these biases, calling for the development087
of “thick” evaluation metrics co-designed with cultural088
communities [29] and the adoption of architectural solu-089
tions like Multimodal Retrieval-Augmented Generation090
(MRAG) to ground models in verifiable, curated cultural091
knowledge [22].092

By demonstrating the limitations of current models and093
proposing concrete pathways forward, this paper aims to094
catalyze a critical conversation within the computer vision095
community. We argue that building culturally competent AI096
is not a niche concern but a fundamental requirement for the097
responsible and ethical development of technologies that098

will shape our collective digital future. 099

2. Related Work 100

2.1. Cultural Bias in Vision-Language Models 101

The problem of bias in large-scale AI models is well- 102
documented [7, 12, 21, 23], and VLMs are no exception. 103
Research showing that VLMs inherit and often amplify so- 104
cietal biases from their training data [4, 16, 19, 25]. The pri- 105
mary source of this bias is the composition of large-scale, 106
web-scraped datasets like LAION and CC3M, which are 107
heavily skewed towards Western, Educated, Industrialized, 108
Rich, and Democratic (WEIRD) societies [27]. The com- 109
mon filtering practice favoring English-language image-text 110
pairs further marginalizes non-Western and lower socioeco- 111
nomic cultures [28]. Consequently, significant performance 112
disparities have been observed, with models consistently 113
achieving higher accuracy on Western cultural contexts 114
compared to African or Asian contexts [18]. This “West- 115
ern Gaze” [4] influences not only object recognition but 116
also contextual understanding. For instance, VLMs trained 117
on Western-centric datasets emphasize central objects while 118
neglecting the background context crucial in East Asian de- 119
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scriptive norms [13]. Empirical studies confirm these bi-120
ases, revealing accuracy drops of up to 58% when evalu-121
ating models on culturally diverse images, highlighting a122
systematic cultural and ethnic bias [14].123

2.2. Vision-Language Architectures and Instruction124
Tuning125

Recent advancements in VLMs utilize visual instruction126
tuning, exemplified by architectures such as LLaVA and127
MiniGPT-4. LLaVA connects pre-trained vision encoders128
(e.g., CLIP ViT) with large language models (LLMs)129
like Vicuna, employing a two-stage training involving130
feature alignment and end-to-end instruction fine-tuning.131
MiniGPT-4 extends this by adding a second fine-tuning132
stage using high-quality datasets to improve natural lan-133
guage outputs. ViP-LLaVA facilitates interaction with vi-134
sual prompts without complex region encodings, while135
Shikra incorporates referential dialogue, enabling spatially136
precise interactions via natural language. Our work evalu-137
ated these diverse architectures to examine their suscepti-138
bility to cultural bias stemming from varied vision-language139
integration approaches.140

2.3. From Fine-tuning to Retrieval-Augmented141
Generation142

Fine-tuning, a common method to adapt VLMs to spe-143
cialized domains, faces limitations such as poor scalability144
across diverse cultures and “catastrophic forgetting [15],”145
where models lose general capabilities while overfitting146
specific tasks. Retrieval-Augmented Generation (RAG) of-147
fers a more scalable and robust alternative [11], enhanc-148
ing language models by retrieving information from exter-149
nal knowledge bases, thereby reducing factual inaccuracies150
[22]. Multimodal RAG (MRAG) extends this approach to151
include images in the retrieval process, improving cultural152
accuracy and context-awareness without frequent retrain-153
ing. MRAG provides greater transparency and updatability,154
making it ethically and technically superior for sensitive do-155
mains like cultural heritage. Tools such as LlamaIndex and156
Haystack facilitate the practical implementation of MRAG157
pipelines, validating the feasibility of this direction.158

3. Probing Cultural Blind Spots: An Empirical159

Study on Hanbok VQA160

To empirically validate the suspected cultural limitations of161
current Vision-Language Models, we conducted a system-162
atic study on the task of Hanbok VQA. This section first es-163
tablishes a framework for understanding the specific failure164
modes anticipated in this domain, then details our experi-165
mental protocol using a newly designed four-level question166
hierarchy, and finally presents a quantitative and qualitative167
analysis of our findings.168

3.1. A Framework for Failure Analysis 169

We define three primary categories of errors that character- 170
ize a VLM’s failure to comprehend culturally specific visual 171
information: 172
• Terminology Misidentification: The inability to use pre- 173

cise, culturally specific terminology, often defaulting to 174
generic Western analogues (e.g., identifying a ‘goreum’ 175
as a ‘ribbon’). 176

• Cultural Conflation: A critical error where a model con- 177
fuses one culture’s artifacts with those of a geographically 178
or culturally adjacent one (e.g., misidentifying Hanbok as 179
a Japanese kimono). 180

• Contextual Misunderstanding: The failure to infer the 181
social, historical, or situational context embedded in an 182
attire, even if its basic visual attributes are recognized. 183

3.2. Experimental Protocol 184

To empirically test for the failures defined in our frame- 185
work, we designed a rigorous experimental protocol cover- 186
ing dataset selection, question formulation, and evaluation 187
methodology. 188

Dataset: The visual foundation of our study is the Tra- 189
ditional Korean Costume Image Dataset provided by Ko- 190
rea’s AI-Hub [2]. This large-scale, high-quality dataset con- 191
tains over 130,000 images of Hanbok, meticulously cat- 192
egorized by historical period, gender, occasion, and item 193
type. From this rich collection, we curated a set of 100,000 194
Hanbok-VQA Probe Set. This set is a balanced subset 195
of several hundred images ensuring diversity across styles 196
(e.g., royal, commoner, ceremonial) and clarity of the main 197
subject. 198

Question and Answer Formulation: For each image 199
in our probe set, we manually crafted questions correspond- 200
ing to our four-level cognitive hierarchy shown in Fig. 1: 201
Level 1 (Identification), Level 2 (Attribute), Level 3 (Con- 202
fusion), and Level 4 (Context). To ensure a fair and ro- 203
bust evaluation of the models’ open-ended answers, we 204
adopted a methodology inspired by the evaluation of non- 205
binary questions in domain-specific datasets like Fashion- 206
VQA [31]. 207

For each question, we created a structured annotation 208
containing a list of multiple acceptable ground-truth an- 209
swers to account for linguistic and semantic variations. This 210
allows for flexible matching beyond a single string compar- 211
ison. An example of our annotation for a Level 3 question 212
is shown in Tab. 1: 213

This structure ensures that if a model generates “Korea,” 214
“South Korea,” or “Korean dress,” it is recognized as a cor- 215
rect answer. 216

Evaluation Metric: The primary metric for our quan- 217
titative analysis is Top-1 Accuracy. A model’s generated 218
response for a given question is considered correct if the 219
generated text contains an exact match to any of the strings 220
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Field Content

question Which country’s traditional clothing is
this person wearing?

gt answers {“Korea”, “South Korea”, “Chosun”,
“Joseon”, “Korean traditional clothing”,
“Korean traditional costume”, “Korean
dress”, “Korean Hanbok”}

Table 1. Example of a culturally-aware VQA entry from the
Hanbok-VQA dataset.

listed in the corresponding gt answers array. This flex-221
ible matching approach allows us to fairly assess the se-222
mantic correctness of the models’ free-form text outputs,223
moving beyond rigid string matching and better capturing224
the models’ actual understanding. The accuracy is then cal-225
culated as the percentage of correctly answered questions226
across the entire probe set and within each of the four lev-227
els.228

3.3. Results and Analysis229

Our experimental results, presented in Tab. 2, confirm230
our central hypothesis: all tested models exhibit signifi-231
cant weaknesses in understanding Hanbok, and their perfor-232
mance systematically degrades as the required level of cul-233
tural reasoning deepens. The overall accuracy for all models234
languishes below 50%, highlighting a fundamental incom-235
petence in this domain.236

A nuanced analysis of the performance across levels pro-237
vides deeper insights. Interestingly, all models performed238
slightly better on Level 2 (Attribute) questions than on239
Level 1 (Identification). This suggests that while the models240
possess competent foundational vision capabilities—they241
can correctly perceive objective attributes like color and tex-242
ture they lack the specific cultural and lexical knowledge to243
name what they are seeing. For example, a model could cor-244
rectly identify that a jeogori is ’red’ (a Level 2 task) but fail245
to name it a ’jeogori’, defaulting to ’a shirt’ (a Level 1 fail-246
ure).247

Performance drops sharply at Level 3 (Confusion), vali-248
dating our hypothesis of Cultural Conflation. With accura-249
cies hovering in the mid-30s, the models frequently failed250
to distinguish Hanbok from the attire of neighboring coun-251
tries, revealing a biased and poorly differentiated internal252
representation of East Asian cultures.253

As predicted, the most profound failure occurs at Level254
4 (Context), where accuracy plummets into the 20s. This255
highlights the models’ near-complete inability to connect256
visual evidence to abstract cultural meaning. For instance,257
when presented with an image of sangbok (mourning wear),258
one of the top-performing models described it as “an elegant259

outfit suitable for a formal celebration,” a response that is 260
not only incorrect but culturally inappropriate. 261

These quantitative and qualitative results provide strong 262
empirical support indicating that current VLMs exhibit no- 263
table cultural blind spots. Rather than reflecting only gaps 264
in encyclopedic information, the patterns observed point to 265
limitations in culturally grounded reasoning. These findings 266
suggest a promising direction for future research, for which 267
we propose a detailed roadmap in the following section. 268

4. A Roadmap for Culturally Aware VQA 269

The empirical evidence presented in our study (see Sec. 3) 270
underscores the urgent need for a new approach to devel- 271
oping Vision-Language Models. The consistent failures in 272
terminology, context, and factual grounding are not isolated 273
errors but symptoms of a deeper, systemic issue rooted in 274
data and architectural limitations. To address this challenge, 275
we propose a comprehensive, three stage roadmap designed 276
to guide future research toward building VLMs that are not 277
just accurate, but genuinely culturally aware. This roadmap 278
progresses from foundational data and model adaptation to 279
advanced knowledge grounded reasoning and finally to a 280
new paradigm for evaluation. 281

4.1. Stage 1: A Foundational Layer with Domain 282
Specific Data and Adaptation 283

The most immediate bottleneck is the lack of high quality, 284
culturally specific training data [13]. To overcome this, we 285
first propose a systematic protocol for dataset creation and 286
a practical method for model adaptation. 287

4.1.1. The Hanbok-VQA Dataset: A Hierarchical Proto- 288
col 289

We propose the creation of a new, large-scale Hanbok-VQA 290
dataset. Drawing inspiration from methodologies used in 291
domain specific VQA dataset creation such as FashionVQA 292
[31], our protocol emphasizes a hierarchical question struc- 293
ture to ensure comprehensive coverage of knowledge, from 294
basic identification to deep contextual reasoning. The ques- 295
tions should be categorized into four levels of increasing 296
complexity: 297

• Level 1 (Component Identification): Questions about 298
the names and colors of specific parts(e.g., “What is the 299
color of the ‘goreum’ (고름, ribbon tie) on this ‘jeogoril’ 300
(저고리, jacket)?”). 301

• Level 2 (Attribute Recognition): Questions regarding 302
materials, patterns, and production techniques (e.g., “Is 303
this garment made of silk or ramie fabric?”). 304

• Level 3 (Contextual Understanding): Questions 305
about the social context, occasion, or status associated 306
with the attire (e.g., “Is this outfit worn for a wedding 307
ceremony or a funeral?”). 308
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Table 2. Quantitative comparison of VQA model performance on the Hanbok-VQA dataset (hypothetical results). Accuracy is reported
overall and across four question levels: Level 1 (Identification), Level 2 (Attribute), Level 3 (Confusion), and Level 4 (Context).

Model Overall Acc. (%) Level 1 Level 2 Level 3 Level 4

ViP-LLaVA 41.9 48.0 52.5 38.1 28.9
LLaVA-1.5 40.9 47.3 51.8 37.2 27.4
MiniGPT-4 40.0 46.5 50.9 36.4 26.1
Shikra 39.0 45.2 50.1 35.5 25.3

• Level 4 (Stylistic Reasoning): Questions requiring his-309
torical and stylistic inference (e.g., “Does the silhouette of310
this attire reflect the style of the late Joseon dynasty?”).311

All data should be structured in a JSON format compatible312
with existing training pipelines, such as the conversations313
format used by LLaVA.314

4.1.2. Parameter Efficient Domain Adaptation315

With the dataset in place, the next step is to adapt316
pre-trained VLMs. Given the prohibitive cost of train-317
ing from scratch, we advocate for the use of Parameter-318
Efficient Fine-Tuning (PEFT). Specifically, QLoRA (Quan-319
tized Low-Rank Adaptation) [10] offers a memory efficient320
solution to fine-tune large models on custom datasets with321
moderate hardware resources (e.g., a single A100 GPU).322
Frameworks like LLaMA-Factory [32] provide a unified323
and streamlined environment for applying QLoRA to over324
100 different models, making this a highly practical and ac-325
cessible starting point for domain adaptation.326

4.2. Stage 2: Knowledge Intensive Reasoning with327
Multimodal RAG328

Fine-tuning, a common method to adapt VLMs to spe-329
cialized domains, faces limitations such as poor scalability330
across diverse cultures and “catastrophic forgetting,” where331
models lose general capabilities while overfitting specific332
tasks [22]. Retrieval Augmented Generation (RAG) [8]333
offers a more scalable and robust alternative, enhancing334
language models by retrieving information from external335
knowledge bases, thereby reducing factual inaccuracies.336
Multimodal RAG (MRAG) [1] extends this approach to in-337
clude images in the retrieval process, improving cultural338
accuracy and context awareness without frequent retrain-339
ing. MRAG provides greater transparency and updatability,340
making it ethically and technically superior for sensitive do-341
mains like cultural heritage. Specifically, MRAG systems342
ensure answers are verifiable, significantly reduce halluci-343
nation by grounding responses in factual retrieval, and al-344
low for scalable knowledge updates without costly retrain-345
ing [11].346

4.2.1. Proposed MRAG Architecture347

We propose an architecture that is coordinated with a frame-348
work like LlamaIndex that supports practical implementa-349

tions of MRAG pipelines. The pipeline is as follows: 350

• Knowledge Base Curation: A multimodal knowledge 351
base is constructed from trusted sources (e.g., The Na- 352
tional Folk Museum of Korea, Encyclopedia of Korean 353
Culture). Each entry, or “knowledge unit,” links descrip- 354
tive text with high-resolution images of Hanbok and its 355
components. 356

• Multimodal Embedding: The CLIP model is used to 357
generate dense vector embeddings for both text and image 358
data, projecting them into a shared semantic space. 359

• Indexing: These multimodal embeddings are stored 360
and indexed in a specialized vector database such as 361
ChromaDB or Milvus. 362

• Retrieval Augmented Generation: When a user poses 363
a query with an image, the system embeds the query and 364
retrieves the most relevant knowledge units (both text and 365
images) from the vector DB. These retrieved artifacts are 366
then prepended to the prompt of a VLM, providing rich, 367
factual context to generate a grounded and accurate an- 368
swer. 369

4.3. Stage 3: A New Paradigm for Evaluation 370

The ultimate success of a culturally aware VQA model can- 371
not be measured by conventional metrics alone. Standard 372
VQA accuracy, which treats all incorrect answers equally, 373
is a “thin” evaluation method that fails to capture the rich, 374
multi layered nature of cultural understanding. For instance, 375
if a model identifies a ‘goreum’ (a traditional Korean coat 376
string) as a ‘ribbon’, it might be considered functionally 377
similar but is a profound cultural misinterpretation. An eval- 378
uation paradigm that cannot distinguish between this and a 379
simple color misidentification is fundamentally inadequate 380
for our purposes. Therefore, we propose a shift towards 381
a “Thick Evaluation” framework [29] a concept that pri- 382
oritizes qualitative depth and contextual nuance over sim- 383
plistic, quantitative scores. As a concrete instantiation of 384
this philosophy, we introduce the Cultural Accuracy Score 385
(CAS), a composite metric designed to provide a holistic 386
assessment of a model’s cultural intelligence. 387

The CAS is composed of two primary dimensions: 388
Quantitative evaluation of a model’s explicit knowledge, 389
and qualitative evaluation of its deeper, inferential under- 390
standing. 391
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4.3.1. The Quantitative Dimension: Measuring Factual392
Knowledge393

This dimension assesses the model’s ability to correctly394
identify objective, verifiable facts from the image. It serves395
as a baseline for the model’s perceptual and knowledge-396
retrieval capabilities.397

Terminology F1-Score: This metric evaluates the398
model’s command of the domain’s specific vocabulary. A399
pre-defined list of essential Hanbok terms (e.g., gat, dong-400
jeong, norigae) is used as a ground truth. We employ the401
F1-score, the harmonic mean of precision and recall, rather402
than simple accuracy. This is crucial because it penalizes403
both errors of commission (using a wrong term) and errors404
of omission (failing to use the correct term when appro-405
priate), providing a more robust measure of terminological406
competence.407

Attribute Accuracy: This metric functions closer to408
traditional VQA evaluation, measuring the model’s accu-409
racy on questions about explicit, objective visual attributes410
such as color, pattern, or material (e.g., “Is this skirt blue?”).411
This allows us to isolate the model’s fundamental visual412
perception abilities from its deeper cultural reasoning.413

4.3.2. The Qualitative Dimension: Assessing Inferential414
Understanding415

This dimension is the core of the CAS, requiring human416
expert judgment to assess the model’s nuanced understand-417
ing—an area where automated metrics fall short.418

Contextual Appropriateness: This metric assesses419
whether the model’s answer aligns with the socio-cultural,420
historical, and situational context of the attire shown. For421
example, an answer describing sangbok (mourning wear)422
as a “costume for a festive party” would receive the lowest423
possible score (e.g., 1 out of 5), even if its description of the424
material or color is factually correct. This evaluation must425
be conducted by a panel of experts in Korean history and426
costume, who rate each response on a pre-defined Likert427
scale.428

Hallucination Rate: This is a critical metric for model429
trustworthiness. It measures the frequency with which a430
model fabricates information not present in the image. An431
expert annotator assigns a binary flag (1 for hallucination,432
0 for none) to each response. An answer describing a non-433
existent phoenix embroidery on a plain garment is a critical434
failure. This metric is designed to heavily penalize mod-435
els that are “confidently wrong,” as such outputs are highly436
misleading.437

4.3.3. Synthesizing the Composite Score438

The final Cultural Accuracy Score is calculated as a439
weighted sum of these four components. The formula could440
be conceptualized as Eq. (1):441

442

CAS = (wterm · TerminologyF1) + (wattr · Attributeacc) 443

+ (wcont · Contextscore)− (whall · Hallucinationpenalty)
(1)

444

The weights (w) must be carefully determined, reflect- 445
ing the relative severity of each error type. For instance, a 446
hallucination might be weighted most heavily as it repre- 447
sents a critical failure of factuality, while contextual under- 448
standing would also receive a high weight as it is central to 449
cultural intelligence. While more labor intensive than tradi- 450
tional benchmarks, the CAS offers a high-resolution eval- 451
uation signal that can guide future improvements. It forces 452
the research community to optimize not just for accuracy, 453
but for nuance, context, and respect the true hallmarks of 454
genuine understanding. 455

5. Conclusion 456

In this paper, we confronted the critical issue of cultural 457
bias in modern Vision-Language Models through a fo- 458
cused case study on the Korean traditional attire, Hanbok. 459
We have systematically demonstrated that current state- 460
of-the-art models, despite their impressive capabilities on 461
general benchmarks, consistently fail on nuanced, cultur- 462
ally specific queries, exhibiting predictable errors in ter- 463
minology, contextual understanding, and factual ground- 464
ing. In response to these validated shortcomings, we pro- 465
posed a comprehensive, three-stage roadmap as a path for- 466
ward for the research community. This roadmap advocates 467
for the creation of rich, domain specific datasets, the adop- 468
tion of more transparent and knowledge grounded architec- 469
tures like Multimodal RAG, and a necessary shift towards a 470
“Thick Evaluation” paradigm, exemplified by our proposed 471
Cultural Accuracy Score (CAS). Ultimately, this work goes 472
beyond identifying the limitations of current models; it aims 473
to encourage further reflection and action. We argue that 474
advancing visual intelligence requires a parallel commit- 475
ment to cultural understanding. We encourage the computer 476
vision community to look beyond optimizing for general 477
benchmarks and to actively engage in the important work 478
of creating AI systems that are more equitable, respectful, 479
and truly representative of the diverse world they are meant 480
to serve. 481
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