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Figure 1: The evolution of LLMs in education: from individual single-turn tasks to dynamic educational scenarios
simulating authentic teaching interactions. Three stages (left to right) depict the shift from isolated capabilities: (a)
(b) to comprehensive teaching capabilities, (c) enabled by the EducationQ multi-agent dialogue framework.

Abstract

While Large Language Models (LLMs) demon-
strate significant capabilities across domains,
existing benchmarks focus primarily on knowl-
edge and reasoning abilities, leaving a criti-
cal gap in evaluating their teaching capabil-
ities—particularly in managing real-time in-
structional interactions and adapting pedagog-
ical strategies to student needs. This paper
introduces EducationQ, a novel multi-agent
dialogue framework that systematically eval-
uates LLMs’ teaching capabilities through dy-
namic informal formative assessment (IFA)
scenarios. The framework employs a tri-
adic interaction model comprising specialized
teacher, student, and evaluator agents to cap-
ture the nuanced dynamics of educational ex-
changes. Using a curated dataset of 1,498 ques-
tions spanning multiple disciplines and diffi-
culty levels, we evaluated 14 state-of-the-art
LLMs. The findings challenge conventional
assumptions that larger models or general ca-
pabilities inherently lead to superior teaching
performance. Notably on GPQA Diamond,
Teacher Llama 3.1 70B Instruct achieved sig-
nificant student learning gains (12.63% im-
provement) through sophisticated questioning
strategies, and Teacher Gemini 1.5 Pro 002
demonstrated robust performance (7.58% im-
provement) through adaptive feedback mech-

anisms—underscoring the importance of tar-
geted teaching approaches. Quantitative met-
rics and qualitative dialogue analyses reveal
that successful LLMs-as-teachers prioritize
focused strategies and adaptive interactions
aligned with established educational theories
rather than broader knowledge repositories.
The work contributes both a systematic frame-
work for evaluating Al teaching capabilities
and empirical insights for developing effective
educational applications, bridging the gap be-
tween Al capabilities and educational needs'.

1 Introduction

Large Language Models (LLMs) are revolution-
izing various domains, sparking significant in-
terest in their potential to transform education
through personalized learning and automated feed-
back (Memarian and Doleck, 2023). The evolution
of LLMs in educational applications has progressed
from simple question-answering to increasingly so-
phisticated teaching capabilities (Figure 1). While
recent research has explored their applications in
specific teaching tasks—including question genera-
tion (Olney, 2023; Shridhar et al., 2022), automated
assessment (Nye et al., 2023; Patil et al., 2024),
feedback provision (Cohn et al., 2024), and teach-

!'Code and dataset will be released once acceptance.



ing support through natural dialogue (Zha et al.,
2024; Liu et al., 2024)—current benchmarks pre-
dominantly assess isolated capabilities like knowl-
edge acquisition, reasoning, and task completion.
This narrow focus fails to evaluate core teaching
functions essential for effective education: guid-
ing learning processes, facilitating knowledge con-
struction, organizing educational activities, provid-
ing personalized feedback, and scaffolding skill
development (Palincsar, 1998; Hmelo-Silver and
Barrows, 2006; Mercer and Littleton, 2007; Wood
et al., 1976).

Existing LLM evaluation approaches - whether
through closed-ended questions, open-ended re-
sponses, or multi-turn dialogues - present funda-
mental limitations in assessing teaching capabili-
ties. Current benchmarks predominantly rely on
closed-ended assessments, which enable efficient
automation but fail to capture the complexity and
teacher agency in educational interactions. While
open-ended evaluation could better reflect teaching
dynamics, it faces significant challenges in scalabil-
ity and consistency due to reliance on human judg-
ment. Multi-turn dialogue frameworks, despite bet-
ter capturing interactive complexity, lack specific
mechanisms for evaluating teaching effectiveness.
These limitations particularly impact teaching eval-
uation: benchmarks neither capture teachers’ active
role in questioning, assessment, and real-time adap-
tation, nor provide scalable solutions for assessing
teaching quality.

To address these challenges, we propose Educa-
tionQ, a novel multi-agent dialogue framework that
incorporates formative assessment into the evalu-
ation of LLMs’ teaching capabilities. Formative
assessment—a continuous process of evaluating
learner progress, identifying gaps, and adjusting
teaching strategies (Wiliam, 2011)—is essential
for personalized instruction. It bridges the gap
between current abilities and potential, enhances
learning outcomes, and promotes educational eq-
uity through Al (Pardo et al., 2019; Ruiz-Primo
and Furtak, 2007; U.S. Department of Education,
Office of Educational Technology, 2023; Allal and
Pelgrims Ducrey, 2000). In classroom settings,
informal formative assessments (IFAs) are a com-
mon practice during instructional dialogues, where
teachers pose questions, assess student understand-
ing, and provide timely feedback and guidance
(Sezen-Barrie and Kelly, 2017; Guskey, 2005).

The EducationQ framework models these inter-
actions through a triadic system of teacher, student,

and evaluator agents, simulating cyclical teacher-
student interaction. This design captures teachers’
agency in employing diverse strategies and navigat-
ing complex educational contexts while enabling
automated evaluation of dialogue quality. To sup-
port this framework, we curated a robust dataset
of 1,498 questions from established benchmarks
GPQA and MMLU-Pro, spanning diverse disci-
plines and difficulty levels. We employed a mixed-
methods approach to comprehensively evaluate
LLMs’ teaching capabilities. Our framework evalu-
ates teaching effectiveness through structured inter-
actions, quantifying teachers’ capabilities from an
outcome-aligned perspective (Gitomer and Duschl,
2007) and analyzing pedagogical strategies with
the evaluator agent.

Our analysis yielded several key findings. Quan-
titatively, we observed that superior performance
in general knowledge benchmarks does not predict
teaching effectiveness, with some smaller open-
source models outperforming larger commercial
ones. And qualitative analysis of teaching dia-
logues highlights distinct pedagogical strategies
contributing to these outcomes.

Our findings reveal model-specific teaching
strengths. Llama 3.1 70B Instruct achieved bal-
anced and superior teaching performance through
sophisticated questioning strategies, achieving
11.01% improvement across all evaluation ques-
tions and up to 24% in individual subjects. Gem-
ini 1.5 Pro 002 achieved 7.48% improvement by
providing targeted instructional feedback. Ope-
nAl ol-mini excelled in reasoning-intensive sub-
jects, while Llama 3.1 70B Instruct dominated
knowledge-intensive disciplines.

This work advances the field of Al in education
through the major contributions:

* A theoretical framework integrating formative
assessment and Vygotsky’s (1978) learning
theory to evaluate educational LLMs.

* A multi-agent dialogue methodology for sim-
ulating and assessing authentic teaching inter-
actions.

* A high-quality educational dataset comprising
standardized tests and re-annotated teacher-
student dialogues with pre/post-test results
(14,980 five-round interactions).

* Vast empirical evaluations demonstrating sig-
nificant student learning gains (up to 12.63%
improvement on the GPQA Diamond test set).



2 Related Work
2.1 LLM Evaluation

Task-oriented performance benchmarks like
MMLU (Hendrycks et al., 2021b), MMLU-Pro
(Wang et al., 2024b), and GPQA (Rein et al., 2023)
employ closed-ended questions to evaluate domain
knowledge and reasoning abilities. Similarly,
MATH (Hendrycks et al.,, 2021a) examines
mathematical reasoning, while HumanEval (Chen
et al., 2021) tests programming capabilities.

Instruction following benchmarks such as IFE-
val (Zhou et al., 2023), FLAN (Wei et al., 2022),
Self-Instruct (Wang et al., 2022), and Naturalln-
structions (Wang et al., 2022) assess LLMs’ abil-
ity to comprehend and execute directives through
open-ended responses.

Human preference alignment benchmarks like
MT-Bench and Chatbot Arena (Zheng et al., 2023)
evaluate interaction quality through human judg-
ment, they prioritize general user satisfaction over
educational outcomes.

2.2 LLM-Enhanced Benchmark Development

Recent research has increasingly incorporated
LLMs as agents in benchmark datasets, tasks, and
analysis. For instance, MMLU-Pro employs GPT-
4-Turbo to expand distractor options, enhancing
test stability (Wang et al., 2024b). Benchmarks
Self-Evolving (Wang et al., 2024a) utilizes LLMs
to extend existing benchmark sets, reducing data
contamination while increasing stability and gran-
ularity. Dr.Academy (Chen et al., 2024) leverages
GPT-4 to evaluate generated content’s consistency,
relevance, coverage, and representativeness.

LLMs’ human-like behavior has led to their use
in simulating human judgment, test-taking, and
feedback provision. Zheng et al. (2023) demon-
strated how human-aligned GPT-4 could replace
human judges in MTBench, reducing crowdsourc-
ing costs while maintaining evaluation quality.

2.3 LLM-Based Student Modeling

Recent work has explored using LLMs to simulate
student behavior and interactions. Xu & Zhang
(2023) investigated the feasibility of using genera-
tive students to test educational materials. Markel
et al. (2023) employed LLMs to simulate student
dialogues for teacher training. Lu & Wang (2024)
found that profile-based generative students closely
mirror human student performance in MCQ re-
sponses. Jin et al. (2024) proposed TeachTune, a

framework generating pedagogical agent dialogues
with diverse simulated student profiles for human
evaluation, complementing our automated fixed-
student-model assessment approach.

3 Dataset

We constructed our evaluation datasets, as sum-
marized in Table 1, by systematically curating
questions from two well-established benchmarks:
GPQA (n=448), featuring domain expert-authored
questions, and MMLU-Pro (n=12,032), contain-
ing reasoning-intensive questions with enhanced
robustness through 10-option design across 14 edu-
cational categories. These datasets span undergrad-
uate to PhD-level content, providing a rigorous
foundation for evaluating teaching capabilities.

Data Source Count Extracted Dataset Count

GPQA 448 GPQA Diamonp 198

MMLU-Pro 12,032 MMLU-Pro Stratirep 1,300
Total 1,498

Table 1: Dataset construction and distribution statistics.

To optimize both assessment quality and effi-
ciency, we focused on two carefully selected sub-
sets: (1) GPQA Diamond (n=198), an expert-
validated subset of GPQA with empirically ver-
ified difficulty (demonstrated by < 33% correct re-
sponse rate among non-experts), and (2) our newly
constructed MMLU-Pro Stratified (n=1,300).We
developed MMLU-Pro Stratified through system-
atic sampling based on performance analysis of
the top 10 models from published evaluation re-
sults? (accessed September 2024). As visualized
in Figure 2, we calculated mean accuracy rates
across all valid responses for each question, exclud-
ing null or malformed outputs, to assign difficulty
ratings. After removing the "other" category to
ensure disciplinary clarity, we stratified the remain-
ing questions into 10 difficulty levels using 10%
intervals and sampled the first 10 questions from
each subject-difficulty combination.

The 1,498-question dataset attained a 47.73%
baseline accuracy with Llama 3.1 70B Instruct as
the student agent, providing a reference for teach-
ing effectiveness. The distribution simulates di-
verse educational scenarios, with balanced repre-
sentation across difficulty tiers and disciplines en-
suring comprehensive analytical coverage.

Zhttps://github.com/idavidrein/gpqa.



Figure 2: Dataset distribution across 13 academic dis-
ciplines and 10 difficulty levels (presented by accuracy
rates of 10 high-performing LLMs). Left: original
MMLU-Pro; Right: MMLU-Pro Stratified.

4 EducationQ Multi-Agent Framework

Our methodology employs three distinct agents:
the teacher agent under evaluation, the student
agent participating in standardized tests and IFA di-
alogues, and the evaluator agent providing analysis,
, as illustrated in Figure 3.

4.1 Student Agent

The student agent is prompted (see Appendix A.1)
to focus on specific subjects, analyze problems,
and express thoughts and uncertainties, mimick-
ing authentic student behavior. We implement soft
token limits rather than hard cutoffs to maintain
natural response patterns. Llama 3.1 70B Instruct
(GPQA Diamond 46.97%) serves as our student
agent due to its open-source availability for repro-
ducibility, strong instruction-following capabilities
(86.96 IFEval), and balanced performance-cost ra-
tio at 70B parameters.

Ablation studies, as showed in Table 2 using

Student Agent g

Pre-Test

Qwen 2.5 72B Instruct (IFEval 86.38; GPQA Di-
amond 45.45%) and Mistral Nemo 12b (IFEval
62.03; GPQA Diamond 35.35%) as alternative stu-
dent models showed negligible impact on experi-
mental rankings, suggesting our methodology ef-
fectively isolates teacher model performance dif-
ferences independent of student model selection.

4.2 Teacher Agent

Teacher agents are prompted (see Appendix A.2)
to conduct dynamic assessment of student think-
ing processes and dialogue performance, employ-
ing probing questions to gauge understanding and
promote thinking, providing feedback, and offer-
ing necessary corrections(Sezen-Barrie and Kelly,
2017).

To prevent direct answer disclosure, we restrict
teacher agents’ access to question options and ex-
plicitly require them to guide without revealing
answers.

4.3 Evaluator Agent

The evaluator agent is prompted (see Ap-
pendix A.3) as an education assessment expert
well-versed in pedagogical theory and practice. It
validates the dialogues and evaluates teaching dia-
logues according to specified dimensions and com-
pares teacher performances to determine superior
approaches.

The assessment framework comprises 17 dis-
tinct scoring dimensions, including teacher-focused
metrics (questioning, assessment, feedback) and
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Figure 3: The formative assessment interaction flow in the EducationQ framework, detailing the multi-agent

multi-turn dialogue implementation shown in Figure 1(c).

Teacher Llama 3.1 70B Instruct Qwen 2.5 72B Instruct Mistral Nemo
Accuracy (%) Metrics Accuracy (%) Metrics Accuracy (%) Metrics
Student Pre Post A |PNIR CSS UIC | Pre Post A |[PNIR CSS UIC | Pre Post A |PNIR CSS UIC
Llama 3.1 70B Instruct | 46.97 59.60 12.63| 0.26 0.26 22 | 46.97 55.05 8.08 | 0.27 0.26 8 46.97 51.52 4.55 | 047 0.24 5
Qwen 2.5 72B Instruct | 45.45 54.04 8.59 | 0.06 0.22 13 | 4545 50.00 4.55 | 0.18 0.24 4 4545 4798 253 | 0.17 0.25 2
Mistral Nemo 3535 4242 7.07 | 042 0.18 17 |3535 37.88 253 | 072 0.19 13 | 3535 3535 0.00 | 1.00 - 8

Dataset: GPQA Diamond, Pre: Pre-test accuracy, Post: Post-test accuracy, A: Absolute learning gain, PNIR: Positive-Negative Impact Ratio (lower is better),
CSS: Cross-subject Stability (lower is better), UIC: Unique Improvement Count.

Table 2: Student Agent Ablation Study Based on GPQA Diamond.

4



student-impact measures (metacognitive reflec-
tion, knowledge dimension, etc) (Krathwohl, 2002;
Looney, 2011; Wilen, 1987; Wass and Golding,
2014). Given the exploratory nature of this compo-
nent, we did not address dimensional overlap.

4.4 Interaction Protocol

Our teaching interaction design simulates informal
formative assessment (IFA) scenarios in classroom
settings. In these contexts, the boundaries between
curriculum, instruction, and assessment become
fluid (Duschl and Gitomer, 1997), with teachers
enhancing students’ mastery of learning objectives
through continuous dialogue, ultimately leading
to improved summative assessment performance
(Ruiz-Primo and Furtak, 2007).

In our framework, pre-test and post-test cor-
respond to standardized summative assessments,
while the multi-turn interactions represent class-
room IFAs. The difference in accuracy between
these assessments, termed Absolute Learning Gain
(ALG) 1, reflects student performance changes be-
fore and after teacher dialogue (McGrath et al.,
2015), providing a reliable measure of overall
teaching effectiveness.

4.5 Pre-Test

The pre-test establishes the student agent’s initial
knowledge baseline while providing teachers with
preliminary insights through chain-of-thought rea-
soning patterns. To ensure broader applicability
and stability, we conducted pre-test evaluation fol-
lowing official MMLU-Pro and GPQA Diamond
benchmark protocols and parameters.

4.6 Interaction

Dialogues proceed question by question, with
teachers receiving message-format access to ques-
tion content, student responses, and correctness
judgments before initiating the first interaction
round. Each teacher-student exchange constitutes
one round, with five rounds per question.

4.7 Post-Test

To maintain compatibility with existing bench-
marks, we employed MMLU-Pro and GPQA eval-
uation protocols rather than student agent assess-
ment. The post-test incorporated pre-test reasoning
records and subsequent teacher-student dialogue
content via message format while maintaining con-
sistent parameter settings.

4.8 Content Boundary Design

To prevent direct answer disclosure, we imple-
mented the following constraints: (a) Teacher
agents cannot access answer options, relying solely
on student reasoning patterns and correctness judg-
ments for guidance. (b) Students cannot access pre-
test correctness judgments during dialogue, learn-
ing exclusively through teacher interaction. (c)
Students retain access to complete question con-
tent including options, enabling learning through
experience association.

4.9 Interaction Parameters and Constraints

Ablation studies identified optimal parameters of
150 tokens per dialogue round across five rounds,
balancing effectiveness and efficiency. Increasing
token limits to 250 yielded no significant learning
gains, while reducing teacher dialogue to 70-100
tokens degraded teaching performance. Doubling
rounds to 10 (with halved student token limits) in-
creased computational costs without surpassing the
effectiveness of the 5-round, 150-token configura-
tion. In final experiments, teacher responses aver-
aged 73.6 tokens, with student responses averaging
260 tokens.

4.10 Data Quality Verification

Two automated retry mechanisms ensure data in-
tegrity: (1) Empty Response Detection: Triggers on
zero token count, indicating model output failure.
(2) Anomalous Output Detection: Activates when
token counts significantly exceed normal ranges
(>80% of 1024 tokens for dialogue or >80% of
2048 tokens for test answers).

These mechanisms automatically retry with a
five-attempt limit per question. Normal response
token counts averaged: 73.6 for teacher dialogue,
260 for student responses, and 425 for test answers.
All retry-triggering cases underwent manual review
for root cause analysis and validation, ensuring
interaction data reliability.

5 Evaluation Metrics

We developed a comprehensive evaluation frame-
work considering both quantitative performance
and teaching stability:

1. Absolute Learning Gain (ALG): Measures the
direct improvement in student performance:

ALG = ACClost — ACCppe (1)



where ACC)ost and ACC)y,. represent the ac-
curacy scores in post-test and pre-test, respec-
tively. This metric reflects the overall teaching
effectiveness and enables direct comparison
with conventional benchmarking methods.

2. Positive-Negative Impact Ratio (PNIR): Eval-
uates the consistency of teaching effective-

e @

pos
where Np,¢q and IV, represent the number of
negative and positive teaching impact cases,
respectively. Lower PNIR indicates more sta-
ble teaching performance.

3. Cross-subject Stability (CSS): Measures the
standard deviation of learning gains across
subjects:

CSS =0(SLGPD) 3)
where o denotes the standard deviation and
SLGPD represents Subject-wise Learning
Gains Percentage Distribution. A lower C'S'S
value indicates more consistent cross-subject
teaching capability.

ness:

PNIR =

4. Unique Improvement Count (UIC): Identi-
fies questions where only one specific teacher
model achieved improvement:

UIC = Count(QUI) ()]
where QU denotes the set of Questions
with Unique Improvement, representing cases
where only a single teacher model demon-
strated enhanced performance. This metric
helps identify specialized teaching capabili-
ties of different models.

6 Experimental Setup

We evaluated both closed and open-source LLMs
across different companies and scales, selecting
models with varying performance levels on MMLU
and GPQA benchmarks to ensure comprehensive
coverage.

All experiments were conducted through online
providers, with provider selection based on docu-
mented performance metrics. Detailed specifica-
tions are provided in Appendix C.

Our experiments generated 19,474 valid dia-
logue sequences across 1,498 questions, along with
5,032 qualitative analyses from the evaluations of
296 dialogues across 17 educational dimensions.

7 Results

This section analyzes LLMs’ teaching performance
through our primary metrics and evaluator-based

analysis as in Table 3. Our findings reveal that
teaching ability does not correlate linearly with
general reasoning capabilities or model scale, with
different models exhibiting distinct pedagogical
strengths and strategies.

7.1 Overall Performance

In terms of overall teaching effectiveness, Llama
3.1 70B Instruct demonstrated superior capability,
achieving average learning gains of 10.9%. Gemini
1.5 Pro 002 followed closely with 7.54% improve-
ment. These results indicate that smaller open-
source models can surpass larger commercial mod-
els through effective teaching strategies. Perfor-
mance showed high correlation across both datasets
(r=0.871, p<0.001), demonstrating our methodol-
ogy’s reliability.

7.2 Subject-Specific Performance

Analysis across disciplines revealed distinct spe-
cializations among models. Llama 3.1 70B In-
struct excelled in knowledge-intensive subjects,
leading in psychology (ALG=18%), health sci-
ences (ALG=24%), and law (ALG=11%). OpenAl
o1-mini dominated physics (ALG=8.6%) and math-
ematics (ALG=9%), demonstrating strength in log-
ical reasoning and problem-solving. Gemini 1.5
Pro 002 showed particular prowess in applied dis-
ciplines like business (ALG=8%) and economics
(ALG=9%), reflecting superior integration of theo-
retical knowledge with practical applications. Ad-
ditionally, Hermes 3 Llama 3.1 70B led in engi-
neering (ALG=10%), while Qwen 2.5 72B Instruct
topped chemistry in MMLU-Pro (ALG=11%).

In terms of cross-subject stability (CSS), Gem-
ini 1.5 Pro 002 (CSS=0.031) and Llama 3.1 70B
Instruct (CSS=0.041) demonstrated the most con-
sistent performance across disciplines.

7.3 Performance Across Difficulty Levels

Llama 3.1 70B Instruct showed the most stable per-
formance across difficulty levels (0=0.032), closely
followed by Gemini 1.5 Pro 002 (0=0.043). Most
LLM teachers performed best with relatively sim-
ple questions (prior accuracy 0.8), with these im-
provements accounting for approximately 20% of
total gains, suggesting strength in reinforcing well-
understood concepts.

However, the Llama 3.1 series (70B and 8B mod-
els) exhibited a distinctly different pattern, achiev-
ing peak performance at medium difficulty levels
(prior accuracy 0.5), accounting for 27% and 19%



Table 3: Performance Comparison of Different Language Models

GPQA DIAMOND MMLU-Pro STRATIFIED Overall Additional

Model Accuracy (%) Accuracy (%) Accuracy (%) Maetrics

Pre Post A Pre  Post A Pre  Post A CSS PNIR UIC
Llama 3.1 70B Instruct 46.97 59.60 12.63 | 47.85 58.62 10.77 | 47.73 58.74 11.01 | 4.14 0.18 37
Gemini 1.5 Pro 002 46.97 5455 7.58 | 47.85 5531 746 |47.73 5521 7.48 | 3.02 0.40 37
Llama 3.1 405B Instruct | 46.97 55.05 8.08 | 47.85 53.69 585 |47.73 53.87 6.14 | 454 0.24 9
OpenAl ol-mini 46.97 56.57 9.60 | 47.85 53.12 527 |47.773 5357 5.84 | 514 0.25 7
Qwen 2.5 72B Instruct 46.97 55.05 8.08 | 47.85 52.85 5.00 |47.73 53.14 541 537 0.33 7
Llama 3.1 8B Instruct 4697 52.02 5.05 |47.85 52.69 485 |47.73 5260 4.87 | 5.06 0.40 13
Hermes 3 Llama 3.1 70B | 46.97 51.52 4.55 | 47.85 5192 4.08 |47.73 5187 4.14 | 5.11 0.39 6
Mistral Nemo 4697 51.52 4.55 |47.85 51.69 3.85 |47.73 51.67 394 | 578 0.44 12
Claude 3.5 Sonnet 46.97 52.53 5.56 | 47.85 51.38 3.54 |47.773 5154 3.81 586 0.30 5
WizardLM-2 8x22B 4697 5051 3.54 |47.85 51.54 3.69 |47.73 5140 3.67 | 474 0.34 2
DeepSeek V2.5 46.97 50.51 3.54 | 47.85 51.08 3.23 |47.73 51.00 327 | 5.14 046 3
Command R 08-2024 4697 4949 2.53 | 47.85 50.85 3.00 |47.73 50.67 294 | 5.68 0.53 7
GPT-40-mini 46.97 50.51 3.54 | 47.85 50.12 227 |47.73 50.17 244 | 847 040 2
Phi-3.5-mini Instruct 4697 4899 2.02 | 47.85 48.92 1.08 |47.73 4893 1.20 | 17.23 0.69 4

Note: Pre: Pre-Test Accuracy; Post: Post-Test Accuracy; A: Absolute Learning Gain; CSS: Cross-subject Stability (lower
is better); PNIR: Positive-Negative Impact Ratio (lower is better); UIC: Unique Improvement Count. The best results are
marked in bold, second best results are underlined, and third best results are in italics.

of their respective ALGs. In contrast, their improve-
ment rates at the 0.8 difficulty level represented
only 11% of their ALGs.

This unique pattern suggests these models pos-
sess superior capability in handling challenging
concepts rather than merely reinforcing easily un-
derstood material, demonstrating effectiveness in
helping students breakthrough current knowledge
boundaries.

7.4 Teaching Stability Analysis

Through analysis of the Positive-Negative Impact
Ratio (PNIR) 2, we identified significant variations
in teaching stability across models. Llama 3.1 70B
Instruct demonstrated exceptional stability, generat-
ing only 36 negative cases against 200 positive im-
provements (PNIR = 0.18). While Gemini 1.5 Pro
002 achieved comparable positive cases (188), its
higher PNIR of 75 indicated greater performance
volatility. OpenAl ol-mini and Llama 3.1 405B In-
struct maintained moderate stability (PNIR = 0.25
and 0.28 respectively). These findings suggest that
high teaching effectiveness and stability can coex-
ist.

7.5 Unique Improvement Analysis (UIC)

Analysis of cases where only specific teacher mod-
els achieved improvement revealed distinct peda-
gogical strengths. Gemini 1.5 Pro 002 and Llama
3.1 70B Instruct particularly excelled, achieving
38 and 34 unique improvements respectively, sig-
nificantly outperforming other models. Their suc-
cess patterns showed notable differences: Llama
3.1 70B Instruct demonstrated balanced cross-
disciplinary improvements (standard deviation

0.036, peaking at 14% in psychology), while Gem-
ini 1.5 Pro 002 showed stronger subject prefer-
ences (standard deviation 0.056, reaching 21% in
biology). Notably, while OpenAl o1-mini showed
modest overall performance, it achieved 3 unique
improvements in engineering, suggesting special-
ized technical expertise.

7.6 Evaluator-Based Exploratory Analysis

To understand model performance variations, we
conducted an evaluator-agent analysis of 148
unique improvement cases and their paired non-
improvement controls (296 dialogues total). This
investigation aimed to demonstrate the potential
of LLM-based evaluators in educational dialogue
assessment while exploring the distinctive teaching
strategies underlying performance variations.

Initial logistic regression analysis revealed
significant predictors: questioning quality for
Llama 3.1 70B Instruct (Exp(B)=32.864, p=0.043)
and feedback quality for Gemini 1.5 Pro 002
(Exp(B)=5227.342, p=0.019). Random forest anal-
ysis further identified Llama 3.1 70B Instruct’s ef-
fectiveness correlated strongly with questioning
strategies (importance score 0.35) and feedback
quality (0.30), while Gemini 1.5 Pro 002’s success
primarily stemmed from feedback mechanisms
(0.40) and adaptive teaching (0.30).

8 Case Study: Teaching Strategy Analysis

Through detailed dialogue analysis, we examined
strategy differences across models in specific teach-
ing scenarios, investigating why models with supe-
rior general capabilities might underperform in ed-



ucational interactions. Our selected cases revealed
intriguing pedagogical variations.

D1: Mathematical Reasoning Examples (Question 240)

D1.1: Llama 3.1 70B Intruct

T: "Can you explain why you chose to divide..."

S: [response]

T: "... or could it be an approximation? How might this
affect your calculation, and what implications would it
have for determining the correct answer?"

D1.2: Llama 3.1 405B Instruct
T: "... how much will Daniel’s ...
S: [response]

T: "Can you calculate...”

D2: Legal Concept Examples (Question 961)

D2.1: Gemini 1.5 Pro 002

T: "While taking out an insurance policy could be part of
a larger criminal plan, is it in itself a substantial step
directly towards committing the crime of murder? Think
about the specific actions needed to carry out a murder
and whether purchasing insurance moves the wife closer
to completing those actions."

S: [response]

T: "Good, you’ve identified that purchasing the insurance
policy is not a substantial step. Now, let’s consider the
wife’s other actions."

D2.2: Claude 3.5 Sonnet

T: "... In the context of attempted murder, what
constitutes a ’substantial step’ towards committing the
crime? Can you provide an example of a substantial step
that would be more clearly indicative of an attempt to
commit murder than purchasing a life insurance
policy?..."

S: [response]

T: "...You’ve provided a good example of a more
substantial step. ..."

Table 4: Examples of Teacher-Student Dialogues

In analyzed dialogues, Llama 3.1 70B Instruct
demonstrated sophisticated teaching techniques
highly aligned with established educational theory.
These cases showed carefully constructed question
sequences and metacognitive support scaffolding
student understanding. As illustrated in dialogue
D1.1, the model employed guidance across differ-
ent cognitive levels (Bloom’s Taxonomy) rather
than focusing solely on procedural practice. This
contrasted sharply with Llama 3.1 405B Instruct’s
approach to the same problem (D1.2), which, de-
spite greater general capabilities, emphasized repet-
itive practice over conceptual understanding. No-
tably, Llama 3.1 70B Instruct’s progressive ques-
tioning through “can you explain why” and “how
might this affect” constructed cognitive bridges
between students’ current understanding and tar-
get concepts, exemplifying excellent application of

Zone of Proximal Development theory (Vygotsky,
1978).

Gemini 1.5 Pro 002 demonstrated strong adap-
tive teaching capabilities, characterized by precise
diagnostic techniques and targeted, specific feed-
back. In dialogue D2.1, it successfully identified
and addressed student misconceptions about legal
concepts, using concept-definition-focused ques-
tions to prompt reconceptualization and reinforcing
academic concept determination through feedback.
This focused approach contrasted with Claude 3.5
Sonnet’s broader methodology and formalized feed-
back (D2.2), which introduced multiple concepts
without adequately addressing core misconceptions
and provided feedback based solely on task comple-
tion. Gemini 1.5 Pro 002’s rapid diagnosis of con-
ceptual misunderstandings, immediate feedback,
and timely strategy adjustments demonstrated ex-
cellent formative assessment practice.

These analyses support our quantitative findings
while illustrating why larger models may underper-
form in teaching tasks despite broader knowledge.
In observed dialogues, larger models often demon-
strated broader knowledge but lacked the focused,
pedagogically sound interaction strategies exhib-
ited by Llama 3.1 70B Instruct and Gemini 1.5 Pro
002. However, these observations are based on lim-
ited case analysis, primarily intended to provide
initial qualitative insights into teaching capability
differences among models.

9 Conclusion

Our comprehensive evaluation of LLMs’ teach-
ing capabilities reveals two critical insights: First,
smaller open-source models can outperform larger
commercial models through effective pedagogi-
cal strategies, challenging conventional assump-
tions about model scale and teaching effectiveness.
Second, successful LLM teachers excel through
focused, goal-oriented interactions and adaptive
teaching methods rather than broader knowledge
repositories.

These findings suggest a fundamental rethinking
of educational LLM development: prioritizing spe-
cialized teaching capabilities over general model
scaling. The significant performance variations
across models in teaching tasks indicate that tradi-
tional metrics of model capability (such as knowl-
edge breadth or reasoning ability) poorly predict
teaching effectiveness, highlighting the need for
education-specific evaluation frameworks.



Limitations

Our study faces several limitations in evaluation
framework, test data, and model selection. Regard-
ing the evaluation framework, our one-on-one IFA
scenario cannot fully capture the complexity of
teaching roles and capabilities in practice, such as
managing classroom dynamics or using student di-
alogue for concept explanation. Our limitation on
dialogue rounds prevented comparison of different
LLMs’ teaching efficiency in improving ALG.

In terms of model selection, our teacher model
choices did not include newer or older versions
within the same series, preventing tracking of teach-
ing capability evolution in LLM development. We
also excluded multimodal models and specialized
educational private models.

While our test set included advanced topics from
graduate to PhD levels across multiple disciplines,
we did not evaluate LLMs’ teaching performance
with lower-grade content, such as elementary or
middle school materials.

Alignment with real-world scenarios represents
another major limitation, particularly regarding stu-
dent modeling and simulation fidelity. Despite ba-
sic student ablation studies, we did not employ
more sophisticated generative student methods to
simulate diverse age groups, cognitive levels, back-
grounds, and motivations, thus not fully reflecting
the complexity of real teaching situations.

Our decision not to extensively use evaluators’
evaluations or incorporate qualitative indicators in
primary benchmark testing meant our main met-
rics might not fully capture the diversity of LLMs’
teaching capabilities. While evaluator-based anal-
ysis provided valuable insights, its key findings
require further validation.

Model Content Limitations

During experimentation, we observed protential
impacts of content policies on model evaluation.
Specifically, OpenAl models (including OpenAl
ol-mini and GPT-40-mini) consistently returned
NoneType responses when handling questions
about the Vietnam War (Question 5048). This
phenomenon, occurring only with specific content-
model combinations, likely stems from provider
content moderation policies.

This observation highlights a crucial limitation
of commercial models in academic evaluation: con-
tent moderation policies may create gaps or biases
in assessing historically or politically sensitive top-

Question ID: 5048

Topic: Political Divergence During Vietnam War
Content: Description of War Impact on Society
Model Response: Consistent NoneType Returns

Table 5: Question Analysis Example

ics. Such constraints require careful consideration
when designing educational evaluation frameworks
and academic applications.

Ethics Statement

This work focuses on evaluating LL.Ms’ teaching
capabilities through automated assessment. While
our framework demonstrates potential for educa-
tional applications, we acknowledge several ethical
considerations:

First, our evaluation framework is designed to
assess teaching capabilities rather than replace hu-
man teachers. The simulated teaching interactions
should be viewed as complementary tools for un-
derstanding Al systems rather than substitutes for
human-student relationships.

Second, we recognize the limitations of our
single-student model approach and the potential
bias in educational assessment. Our findings should
be interpreted within the context of these con-
straints, particularly when considering real-world
applications.

Our dataset is constructed from publicly avail-
able benchmarks (GPQA and MMLU-pro) follow-
ing their respective terms of use and licensing
agreements. We ensure proper attribution and us-
age of these resources in accordance with their
intended research purposes.

Finally, we observed content filtering in some
commercial models, highlighting the need for trans-
parent discussion of Al systems’ limitations in han-
dling sensitive educational topics.
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A Agent Prompting Templates

A.1 Student Agent Prompt

The student agent uses a consistent prompting tem-
plate designed to simulate authentic student learn-
ing behavior. Below we detail the exact configura-
tion and prompting templates used in our experi-
ments.

A.1.1 Implementation Parameters

In our experiments, we used the following configu-
ration for the student agent (Meta-Llama-3.1-70B-
Instruct):

* Maximum tokens for dialogue responses:
1,024

* Maximum tokens for test responses: 2,048

* Target token limit for standard responses: 150

* Target token limit for test responses: 1,024

* Token rerun threshold: 80%

* Maximum retries per response: 5

* Temperature: 0.0

A.1.2 Base System Message

The core system message template:

You are a student focusing on [CATEGORY
1. Analyze the question carefully,
explain your thought process ([
TOKEN_LIMIT] tokens or less), and
try to apply the concepts you've
learned to solve problems. If you're

unsure, express your uncertainty
and explain your reasoning.

A.1.3 Response Format

For test questions, responses are structured as:

Question: [QUESTION_TEXT]
Options:

A. [OPTION_A]

B. [OPTION_B]

C. [OPTION_C]

D. [OPTION_D]

Let's think step by step.
[REASONING_PROCESS]
The answer is (X)

For dialogue interactions, responses follow the
format:

Teacher:
Student:

[TEACHER_QUESTION]
[STUDENT_RESPONSE]

The implementation details can be found
in the StudentLLM class, specifically in the
answer_question() and take_test () methods.
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A.2 Teacher Agent Prompt

The teacher agent employs a structured prompting
system to conduct dynamic assessment and provide
guided instruction. Below we detail the configura-
tion and prompting templates used for our teacher
models.

A.2.1 Implementation Parameters
Common configuration across all teacher models:
* Maximum tokens per response: 1,024
* Target token limit for questions: 150
* Token rerun threshold: 80%
* Maximum retries per question: 5
* Temperature: 0.0

A.2.2 Base System Message

The core system message template used for all
teaching interactions:

You are an expert teacher in [CATEGORY]
dedicated to enhancing the student's
understanding after analyzing the
student's response to a pre-test.

Your task is to ask [NUM_ROUNDS] rounds
of relevant, thought-provoking
questions to the student. You should

ask one new question per round (and

if needed, provide necessary
corrections or feedback for the
student's previous round's answers),

each under [TOKEN_LIMIT] tokens,
without revealing the correct
answers or specific details of the
pre-test questions.

Your goal is to prepare the student for
the post-test by fostering a deeper
and more comprehensive understanding

of the subject matter.

A.2.3 Pre-test Information Format

Pre-test results are provided in the following for-
mat:

Question ID: [ID]

Question: [QUESTION_TEXT]

Student's Reasoning: [REASONING]

Student's Answer: [ANSWER]

Student's Answer is Correct or Not: [
EVALUATION]

A.2.4 Interaction Format

Each round of teacher-student interaction follows:

Teacher: [PREVIOUS_QUESTION]
Student: [STUDENT_RESPONSE]
Teacher: Generate the round [N] question

(LTOKEN_LIMIT]
tokens or less) to promote better
understanding:
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The implementation details can be found
in the TeacherLLM class, specifically in the
generate_question() method.

A.3 Evaluator Agent Prompt

The evaluator agent is configured as an expert in
educational assessment, providing detailed analy-
sis across multiple dimensions. Below we detail
the exact evaluation framework used in our experi-
ments.

A.3.1 Implementation Parameters

Configuration for the evaluator agent (GPT-4-
0806):

* Maximum tokens: 4,096

* Temperature: 0.0

* Response format: Structured JSON schema

A.3.2 Evaluation Dimensions

The evaluator assesses teaching effectiveness
across three major categories:

Interaction Analysis Dimensions:
» Assessment Effectiveness
* Questioning Effectiveness
Feedback Effectiveness
* Instructional Adaptation Effectiveness
* Learning Objective Achievement Effective-
ness

Teacher Questions Analysis Dimensions:
¢ Question Relevance
* Cognitive Level
* Knowledge Dimension
* Question Diversity
* Scaffolding Progression
* Metacognitive Promotion

Student Responses Analysis Dimensions:
* Response Relevance
* Cognitive Level Demonstration
* Knowledge Dimension Integration
* Response Diversity
* Elaboration Progression
* Metacognitive Reflection

A.3.3 Evaluation Format

For each dimension, the evaluator provides:

{

"analysis": "Detailed step-by-step analysis”,

"score”: Numerical score between 1-10



A.3.4 Comparative Analysis Format

When comparing two teachers:

{
"teacher_a": {
"dimension_1": {
"analysis”: "...",
"score”: N
3

// other dimensions

3,
"teacher_b": {
// Similar structure
1
"verdict": {
"analysis”: "Comparative analysis”,
"choice”: "A"/"B"/"Tie"

The implementation details can be
found in the EvaluatorLLM class, in-
cluding over_interaction_analysis(),
teacher_questions_analysis(), and

student_responses_analysis() methods.

B Implementation Details

B.1 Dataset Processing

For each dataset type (MMLU-Pro, GPQA), ques-
tions are processed into a standardized format:

{
"question_id": str,
"question": str,
"options”: List[str],
"answer": str,
"answer_index": int,
"cot_content”: str,
"category": str

}

B.2 Quality Control Mechanisms
B.2.1 Response Validation

Automatic retry mechanisms are implemented with
the following criteria:

* Empty Response Detection: Zero token count
* Length Validation: >80% of maximum tokens
* Maximum Retries: 5 attempts per question
* Token Limits:

— Teacher questions: 150 tokens

— Student answers: 150 tokens

— Test responses: 1,024 tokens
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B.3 Scoring Guidelines

All evaluator scoring follows a 1-10 scale where:

 1-2: Significantly below expectations
* 3-4: Below expectations

* 5-6: Meets basic expectations
» 7-8: Exceeds expectations

* 0-10: Significantly exceeds expectations

B4

Error Handling

B.4.1 API Error Recovery
Implements exponential backoff with:

* Initial delay: 10 seconds
* Maximum delay: 320 seconds

e Maximum retries: 5

B.4.2 Response Validation

For each response:

» Format validation against expected schema

* Token count verification
* Content completeness check
* Automatic retry for invalid responses

B.5 Parallel Processing

Task parallelization implemented with:

* Maximum concurrent tasks: 5
* ThreadPoolExecutor management
* Progress tracking per teacher-student pair
* Automatic result aggregation

All implementation code, configuration files, and
evaluation scripts will be made available upon ac-

ceptance.

C Model Specifications

Model Org. Provider Type | Context | Params
Llama 3.1 70B Instruct | Meta hyperbolic bf16 32K 70B
Gemini 1.5 Pro 002 Google Google Vertex | - 4M -
Llama 3.1 405B Instruct | Meta hyperbolic bfl6 8K 405B
OpenAl ol-mini OpenAl OpenAl - 128K -
Qwen 2.5 72B Instruct Alibaba hyperbolic bf16 32K 72B
Llama 3.1 8B Instruct Meta hyperbolic bf16 32K 8B
Hermes 3 Llama 3.1 70B | Nous hyperbolic bf16 12K 70B
Mistral Nemo Mistral Deeplnfra bf16 | 128K 12B
Claude 3.5 Sonnet Anthropic | Anthropic - 200K -
WizardLM-2 8x22B Microsoft | Deeplnfra bfl6 66K 176B
DeepSeek V2.5 DeepSeek | deepseek fp8 128K -
Command R 08-2024 Cohere Cohere - 128K -
GPT-40-mini OpenAl OpenAl - 128K -
Phi-3.5-mini Instruct Microsoft | Azure - 128K 3.8B
Note: "-" indicates unspecified information. Context window sizes are in

tokens. Org.: Organization (model developer), Provider: serving platform.

Table 6: Specifications of Language Models
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