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Abstract

In-store advertising, such as digital signage and in-store
posters, is a crucial advertising method that influences cus-
tomer purchasing behavior. While their effectiveness is typ-
ically evaluated by displaying ads on a store-by-store basis
and comparing the purchasing behavior of those exposed to
ads with those who are not, obtaining ad exposure data for in-
dividual customers is costly, making it challenging to conduct
accurate causal inference with individual-level treatment vari-
ables. A common approach to address this issue is to perform
causal inference considering non-compliance, setting visitors
to stores implementing an ad campaign as the treatment group
and similar customers who have visited comparable stores as
the control group. In this setting, a popular estimator is the
ratio of two Difference-in-Differences (DID) estimates: one
for the outcome variable and another for the treatment vari-
able. However, previous studies assumed that the DID esti-
mate for the treatment variable is known from public data,
which is not always the case. To overcome this limitation, we
propose a method for estimating causal effects utilizing the
fact that, for binary treatment variables, the DID estimate of
the treatment variable represents the change in the proportion
of compliers in the treatment group. Our method leverages
Gaussian Mixture Model to estimate the proportion. This ap-
proach allows for the estimation of the treatment effect on the
compliers even in advertising strategies where ad exposure
data for individual customers is unobserved.

Introduction

Understanding the impact of in-store advertising, for exam-
ple, digital signage, on customer purchasing behavior is in-
creasingly important in retail practice (Brakus, Schmitt, and
Zarantonello 2009; Puccinelli et al. 2009). In-store adver-
tising draws customer attention to promoted products and
sometimes outperforms traditional marketing strategies, in-
cluding discounts (Han, Chandukala, and Li 2022). By con-
ducting experimental store-by-store advertising treatments,
Sachse, Oetzel, and Klapper (2023) revealed that store ad-
vertising significantly increases sales of promoted items. Es-
timating the impact of in-store advertising on key business
metrics, e.g., customer transaction amounts, is essential for
improving advertising and enhancing its value.

Despite its importance, it is challenging to evaluate the
effects of in-store advertising through causal inference by
classifying customers into treatment and control groups

based on ad exposure due to the difficulty in obtaining
data on whether customers have seen the advertisement.
Although widely used methods for acquiring ad exposure
data for individual customers include questionnaire (Reicks,
Splett, and Fishman 1997) and eye-tracking (Huddleston
et al. 2015), conducting such surveys for each advertising
campaign poses a significant burden.

A common approach to causal inference without ad ex-
posure data for individual customers is to consider non-
compliance by using store visits as a proxy for ad expo-
sure. In this context, the treatment group is defined as vis-
itors to stores that implement a campaign, and the control
group consists of customers similar to the treatment group
who visited comparable stores. To estimate the causal effect
on the compliers, the Wald-Difference-in-Differences (DID)
estimator is commonly used (De Chaisemartin and d’ Hault-
foeuille 2018). This estimator is the ratio of the DID estimate
of the outcome variable to the DID estimate of the treatment
variable. For binary treatment variables, the DID estimate of
the treatment variable represents the change in the propor-
tion of units in the treatment group that received the treat-
ment (hereafter referred to as the treatment ratio). Thus, the
Wald-DID estimator is calculated by dividing the DID esti-
mate of the treatment variable by the treatment ratio.

Although previous studies typically estimate Wald-DID
by assuming that the treatment ratio is known from public
data, it is not always feasible to derive this value from pub-
licly available information. For example, Adena et al. (2015)
used the trend of public radio listening rates when evaluating
the impact of listening to political radio programs on voting
results, using the Wald-DID estimator. However, public data
representing the probability of noticing in-store advertising,
which is a store-specific campaign, generally does not ex-
ist. Therefore, the calculation of the Wald-DID estimator for
in-store advertising campaigns requires an estimation of the
treatment ratio for those campaigns.

To address this issue, we propose a method to accurately
calculate the Wald-DID estimator without individual-level
treatment variables by estimating the treatment ratio. The
process involves: creating pairs from treatment and control
groups using covariate matching, estimating ATT for each
pair and clustering treatment group units via Gaussian Mix-
ture Models (GMM) (Reynolds et al. 2009) to estimate the
treatment ratio. The key idea behind this approach is that



ATTs for compliers and non-compliers come from distinct
distributions, with non-compliers expected to have a lower
mean given a positive advertising effect. Under certain con-
ditions, the estimated treatment ratio represents the DID es-
timate of the treatment variable. Through simulated exper-
iments, we demonstrate that this method can estimate the
causal effect on those exposed to advertising with high accu-
racy, without requiring individual-level treatment variables.
The contributions of this paper are as follows:

e We extended the Wald-DID method by leveraging
GMM to estimate the proportion of the compliers when
individual-level treatment data is unavailable.

* We evaluated the effectiveness of the proposed method
by verifying the accuracy of causal effect estimation us-
ing simulation data.

Problem Setting

This study estimates the Local Average Treatment Effect
(LATE) on the compliers in the treatment group when
individual-level treatment variables are unavailable. LATE
measures the treatment effect for the compliers, individuals
who always follow the given assignment (Angrist and Im-
bens 1995; Angrist, Imbens, and Rubin 1996).

Notation

Following the notation of De Chaisemartin and d ~ Hault-
foeuille (2020), we define both individual-level and group
level variables in this order. We define individuals as units
and consider a set of N units I = {I3,..., Iy}, classified
into treatment (G = 1) or control (G = 0) groups. We con-
sider two time steps (I' = 0 for pre-treatment and 7' = 1
for post-treatment). We assume that treatment occurs only
when G = 1 and T' = 1. For any individual-level variable
Z for unit I; in the group G = g¢ at the period 1" = t, we
use the notation Z;g. D;ge € {0,1} is a binary treatment
variable (e.g., exposure to advertising), assumed to be unob-
served. Y;,; is an outcome. Xjg¢ represents d-dimensional
covariates.

Next, we define group level variables. We denote any vari-
able Z for the group G' = g at the period T" = t as Z,;. We
denote the proportion of units that received the treatment as
gt Since treatment can only occur when G = land 1" = 1,
the realized values of 7, are as follows:

|y if(g,t) =(1,1), where0 <y <1 )
Y9t =1 0 otherwise.
For all (g, t), we define the group-level averages of treatment
and potential outcomes as follows:
Dy = SV Diyy, Yoy = SN v;
gt — Ngt n=1 gt 1gt — Ngt n=1 ‘1igt>
where Ny represents the number of observed units.

Assumptions

We outline the assumptions required for identifying causal
effects in our method. Our approach uses the Wald-DID es-
timator from De Chaisemartin and d’ Haultfoeuille (2018) to
estimate LATE, and therefore follows the same assumptions
as that paper. These assumptions include those common in

standard DID (common trends, stable treatment effect, ho-
mogeneous treatment effect) as well as additional ones nec-
essary for addressing non-compliance (De Chaisemartin and
d ’ Haultfoeuille 2018). Below, we list the assumptions that
become necessary when considering non-compliance:

Assumption 1 (Fuzzy design)

E[Dll] Z E[Dlo] and
E[D11] — E[D1o] > E[Do1] — E[Doo].

This assumption requires a larger proportion of units in the
treatment group to receive the treatment than the control
group from pre-treatment to post-treatment periods. In our
study, treatment can only occur when G = land T = 1,
ensuring this assumption holds.

2

Assumption 2 (Stable percentage of treated units in the
control group)

0< E[Dol] = E[DO()] <1 3)

This assumption means that the proportion of units receiv-
ing the treatment in the control group does not change be-
tween pre-treatment and post-treatment periods. Similar to
Assumption 1, this assumption also holds given the problem
setting we are dealing with in this study.

Assumption 3 (Treatment participation equation)
Digi = 1{V > vy}, with V L TG, 4)

where the latent indicator V' represents a unit’s susceptibility
to treatment, with its threshold for treatment participation
vg¢ varying by the period and the group (Vytlacil 2002). This
ensures monotonicity, meaning treatment status transitions
uniformly within each group. Assumptions 1 and 3 imply
no units in the treatment group revert to a non-treated state.

Identification

Next, we define the estimand and the estimator for our study,
focusing on compliers in the treatment group, termed switch-
ers, defined as S = {I;|D1p = 0,D;; = 1}. This subset
transitioned from untreated at 7" = 0 to treated at 7" = 1.
The estimand, LATE for the switchers, is expressed as fol-
lows: A = E[Y11(1) — Y11(0)]5].

The Wald-DID estimator is defined as Wprp =
DIDy /DIDp. For any variable Z,;, DIDz is expressed
by the following equation: DI Dy = (E[Z11] — E[Z10]) —
(E[Zo1] — E[Zy)]). By satisfying the Assumptions in the
previous section, the estimator becomes unbiased for the es-
timand (De Chaisemartin and d ~ Haultfoeuille 2018).

This study uniquely assumes that the individual-level
treatment variable D;4; is unobserved which is typically
used for Wpyp estimation. Here, we demonstrate that
Wpip can be estimated using 4 instead of DIDp. By
referring to the equation 1, 713 is equal to DIDp, in our
problem setting where the treatment variable is binary and
the treatment occurs only when G = 1 and 7' = 1.

DIDp = (E[D11] — E[D1o]) — (E[Do1] — E[Doo])
= (711 —710) — (701 — Y00) 5)
= 711-
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Figure 1: The ATT distribution differs between units who viewed the advertisement and those who did not. We cluster the
treatment group into compliers and non-compliers, estimating the treatment ratio from the clusters’ mixing proportion.

We refer to 11 as the treatment ratio. Using the treatment
ratio, Wprp can be expressed without DI D, as follows:
DIDy  DIDy ©)
DI D D ’71 1 ’

According to the equation 6, the key point of this study is
to estimate the treatment ratio only with the observed data
(G, Xig¢ and Yjg;), so that we can estimate Wpyp without
individual-level treatment data (D;4;). In the following sec-
tion, we explain the method to estimate the treatment ratio
by clustering the treatment group into switchers and non-
switchers only with observed data.

Wprp =

The Proposed Method

Here, we explain how to estimate Wp;p when the treat-
ment variable D, is unobserved, through the following two
steps: unit-level ATT estimation and clustering of treatment
group units for the treatment ratio estimation.

Unit-level ATT estimation

Before estimating unit-level ATT, we explain the assumed
data generation process as background. We assume the out-
come Y4 is generated following the Two-Way Fixed Ef-
fect method (Angrist and Krueger 1999; Angrist and Pis-
chke 2009; Heckman, Lal.onde, and Smith 1999), common
in causal estimation with panel data.

Y;Lgt = ; + >\t + th * ,6 =+ 7 * (Gigt X Digt) + €t
where «; represents the unit fixed effect, \; is the time fixed
effect, 3 is a d-dimensional vector for covariates’ relation-
ship with the outcome and 7 is LATE. ¢;; is the error term
following normal distribution N'(0,c%). With this founda-
tion, we then estimate unit-level ATT for all treatment group
units by matching each with a control group unit and con-
ducting DID for each pair.

We perform nearest neighbor matching (Stuart 2010) of
covariates between the treatment and control groups, and es-
timate the ATT for each unit by conducting DID at the unit
level. The key idea is that the ATT for switcher units is es-
timated from a distribution with LATE 7 as its mean, while

the ATT for non-switcher units is estimated from a distri-
bution with a mean of O since they did not receive the treat-
ment (Figure 1). We present the DID estimator for a switcher
unit ¢ matched with a control unit j, selected through nearest
neighbor matching based on covariates.

(Yii1 — Yiio) — (Yjo1 — Yjoo) =

(i + M+ X1 B+ 7+ €i1) — (o + Ao + Xiio * B+ €i0))
— ((aj + M+ Xjo1 * B+ €1) — (o + Ao + Xjoo * B + €50))

=T+ €1 — €0 — €51 + €jo.
We assume the covariate effects for units ¢ and j are removed

through adjustment. Similarly, we present the DID estimator
for a non-switcher unit ¢ matched with a control unit j.

(Yi11 — Yio) — (Yjo1 — Yjo0) = €1 — €0 — €51 + €jo-
From the above equation, the distribution of DID estimators

for all non-switcher units follows a normal distribution with
a mean of 0.

Clustering of treatment group units for the
treatment ratio estimation

We estimate the treatment ratio 7, by clustering DID esti-
mates of the treatment group using GMM. This approach
leverages the distinct distributions of ATTs for switchers
and non-switchers, enabling us to estimate their numbers
within the treatment group. The parameters to be estimated
are © = (’Ylla 91)7 (1 — Y11, 90), where 91 = (/J,l, 0'1) and
0o = (po,00) represent the mean and standard deviation of
DID estimates for switcher and non-switcher units, respec-
tively. In our setting, the treatment group has two patterns
of D;g € {0, 1}, while the control group has D, 4 € {0}.
Since non-switcher units in the treatment group do not re-
ceive the treatment effect, we expect two clusters (2x 1 = 2)
in the ATT distribution, with non-switcher units having a
mean of 0. © is estimated by maximizing the likelihood
function with these initial values.

L(O|N) = [[ (1 = 411) Po(ATTi[0, 50) + 111 PL(AT T} | pa, 1)),

iCN
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Figure 2: The graph shows the MAE for each estimator using simulation data. The line graph represents the MAE from 100
simulations for each condition. The shaded area surrounding the line graph represents the standard deviation.

Treatment Ratio
Metrics n 0.1 0.3 0.5 0.7 0.9
\p 100 [ 0025 0037 0039 0037 0024
MAE 1000 | 0.007 0012 0012 0011 0.006
100 | 0020 0.029 0.032 0030 0.021
std 1000 | 0.005 0.010 0.010 0.008 0.005

Table 1: Accuracy of treatment ratios using the proposed
method. The results show that the proposed method accu-
rately estimates the true values under all conditions.

where AT'T; is the DID estimates for unit ¢. Since the out-
come for each unit is observable and 11, which is equal to
DIDp, can be estimated, we can calculate the Wald-DID
estimator according to Equation 6.

Experiments

We conducted experiments using simulated datasets with
known true causal effects to demonstrate the effectiveness
of our method. We used the Wald-DID estimator with a 0.5
switcher proportion (Wp;p = DIDy /0.5) as a baseline
for comparison.

Experimental Design

We conducted experiments using simulation datasets
with varying treatment group sample sizes (n =
{100, 300,500,1000}) and treatment ratios (y;1 =
{0.1,0.2, ..., 1.0}). The minimum treatment ratio was set to
0.1 as the Wald-DID estimator is undefined at 0. We aver-
aged results over 100 data generations for each condition to
eliminate bias arising from data generation variations. Per-
formance was evaluated using Mean Absolute Error (MAE)
|y — 4|, where y was the ground truth and § the estimated
result.

Evaluation Results

We first verified our method’s accuracy in estimating the
treatment ratio. Table 1 demonstrate our method can accu-
rately estimate true values across all conditions.

Figure 2 shows the MAE of Wald-DID estimates. Our
method outperformed the baseline in all conditions, espe-
cially when the true ratio diverged from the baseline’s as-
sumed 0.5. While the baseline’s MAE increased linearly
with deviation from 0.5, our method maintained accuracy by
adapting to the estimated treatment ratio. It also performed
well with small samples of 100, demonstrating its efficacy
for in-store advertising campaigns with limited targets.

These results show MAE and standard deviation increase
as treatment ratio decreases. This occurs because our method
divides DI Dy by the treatment ratio. Smaller ratios amplify
errors, especially in smaller samples, causing greater Wald-
DID estimates fluctuations.

Conclusion

This study proposes a method for accurately estimating
causal effects on compliers in the treatment group when
individual-level treatment data are unobserved. Our ap-
proach estimates the proportion of treated units in the treat-
ment group, enabling stable causal effect estimation. Sim-
ulations demonstrate its superior accuracy compared to the
baseline across various conditions. The method is particu-
larly useful for in-store advertising campaigns where only
a portion of visitors is exposed to advertisements. Its ac-
curacy with small sample sizes makes it suitable for cam-
paigns in low-traffic stores. This method can be applicable to
other advertisement strategies which are difficult to acquire
individual-level data for ad exposure, such as OOH and fly-
ers. Future work will verify our method’s performance using
real in-store advertising data.
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