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Abstract

This paper enhances image-GPT (iGPT), one of
the pioneering works that introduce autoregres-
sive pretraining to predict the next pixels for vi-
sual representation learning. Two simple yet es-
sential changes are made. First, we shift the pre-
diction target from raw pixels to semantic tokens,
enabling a higher-level understanding of visual
content. Second, we supplement the autoregres-
sive modeling by instructing the model to pre-
dict not only the next tokens but also the visi-
ble tokens. This pipeline is particularly effective
when semantic tokens are encoded by discrimi-
natively trained models, such as CLIP. We intro-
duce this novel approach as D-iGPT. Extensive
experiments showcase that D-iGPT excels as a
strong learner of visual representations: A no-
table achievement is its compelling performance
on the ImageNet-1K dataset — by training on pub-
licly available datasets, D-iGPT unprecedentedly
achieves 90.0% top-1 accuracy with a vanilla ViT-
H. Additionally, D-iGPT shows strong generaliza-
tion on the downstream task. Code is available at
https://github.com/OliverRensu/D-iGPT.

1. Introduction

The advent of Large Language Models (LLMs) (OpenAl,
2023; Thoppilan et al., 2022; Touvron et al., 2023), such
as GPT series (Radford & Narasimhan, 2018; Brown et al.,
2020; OpenAl, 2023), has catalyzed a transformative era in
natural language processing (NLP), establishing new prece-
dents for performance across a range of linguistic tasks. One
of the key driving forces behind this tremendous success is
autoregressive pretraining, which trains models to predict
the most probable next tokens in a sequence. This strategy
enables models to internalize a complex interplay of syntax
and semantics, which in turn translates to their extraordinary
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Figure 1. ImageNet performance of models trained on publicly
available datasets. We note that D-iGPT with ViT-H achieves the
best performance, i.e., 90.0% top-1 accuracy.

prowess to process language with human-like capabilities.

Beyond NLP, autoregressive pretraining has also been a sig-
nificant contributor in the field of computer vision. The pio-
neering model in this context is PixelCNN (Van Den Oord
et al., 2016), a deep autoregressive model designed to model
the discrete probability of the raw pixel values and encode
the complete set of dependencies in the image. Build-
ing upon this foundation, image GPT (iGPT) (Chen et al.,
2020a) represents a significant advancement, utilizing the
flexible Transformer architecture (Vaswani et al., 2017) at
a notably larger computational scale. iGPT’s achievements
are remarkable: it not only learned state-of-the-art visual
representation for lower-resolution datasets such as CIFAR-
10 but also demonstrated competitive performance on more
complex datasets like ImageNet (Russakovsky et al., 2015).

Intriguingly, despite the initial successes of autoregressive
pretraining in computer vision, recent trends have witnessed
a rapid paradigm shift towards BERT-style pretraining (De-
vlin et al., 2019). This transition is significant, particularly
when considering iGPT’s initial findings of comparable
performance between autoregressive and BERT-style pre-
training in various tasks. Subsequent research, however,
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has increasingly favored BERT-style pretraining (Bao et al.,
2022; He et al., 2022) for its superior efficacy in visual rep-
resentation learning. For example, MAE (He et al., 2022)
demonstrates that simply predicting the values of randomly
masked pixels can effectively serve as a scalable solution
for visual representation learning.

In this paper, we revisit iGPT, challenging that autoregres-
sive pretraining is actually capable of building strong vision
learners, especially at scale. Our methodology incorporates
two critical modifications. First, acknowledging that im-
ages are inherently noisy and redundant, we follow BEiT
(Bao et al., 2022) to “tokenize” images into semantic tokens.
This adjustment reorients the autoregressive prediction fo-
cus from pixels to semantic tokens, thereby enabling a more
nuanced understanding of the interplay among different
image regions. Second, we complement the generative de-
coder, which is responsible for autoregressively predicting
the next semantic token, with a discriminative decoder. This
additional component is tasked with predicting the semantic
tokens of the visible pixels. Moreover, an intriguing ob-
servation is that this pretraining pipeline works best when
the semantic visual tokens are derived from models trained
discriminatively, such as CLIP (Radford et al., 2021). We
term this enhanced approach as D-iGPT.

Extensive experiments across various datasets and tasks
confirm the effectiveness of our proposed D-iGPT. With
ImageNet-1K as the sole pertaining dataset, our base-size
model achieves an 86.2% top-1 classification accuracy, sur-
passing previous state-of-the-art by 0.6%. By further scaling
to the larger ImageNet-21K dataset, our huge-size model
unprecedentedly achieves a 90.0% top-1 classification accu-
racy, outperforming all existing solutions developed using
public datasets. We hope this work can catalyze the commu-
nity to reevaluate the potential of autoregressive pretraining
for visual representation learning.

2. Related Work
2.1. Self-supervised Learning

According to learning targets, self-supervised learning can
be labeled as discriminative-based or generative-based.

Discriminative Self-supervised Learning. This paradigm
focuses on learning transferable representation by defining
a pre-task that scores the discriminative power of learned
representations. A notable strategy within this category
is contrastive learning, which utilizes a contrastive loss to
learn representation similarity or dissimilarity between the
same images with different augmentation or entirely dif-
ferent images. For instance, Wu et al. (Wu et al., 2018)
introduces instance discrimination, constructing positive
and negative query-key pairs from the same or different
images. SimCLR (Chen et al., 2020b) further improves

the performance with a projection head, strong data aug-
mentations, and large-batch-size training. MoCo (He et al.,
2020; Chen et al., 2020c) incorporates a memory bank and
a momentum encoder without the need for large batch sizes.
CLIP (Radford et al., 2021) extends this concept by incor-
porating language supervision through image-text pairings.

Generatieve Self-supervised Learning. In contrast to the
discriminative approaches, generative self-supervised learn-
ing emphasizes training models to reconstruct the original
inputs from corrupted versions.

Masked image modeling, inspired by BERT (Devlin et al.,
2019) in NLP, is the dominant strategy in this line of re-
search. For example, the pioneering work BEiT (Bao
et al., 2022) pretrains models to recover the correspond-
ing semantic tokens based on the corrupted image patches.
Other significant methods include MAE (He et al., 2022),
SimMIM (Xie et al., 2022), MaskFeat (Wei et al., 2021),
PeCo (Dong et al., 2021), MILAN (Hou et al., 2022), Deep-
MIM (Ren et al., 2023a).

This study pivots towards a distinct facet of generative
self-supervised learning, namely, autoregressive pretraining.
In NLP, autoregressive pretraining is also highly regarded
alongside BERT-style methods, especially effective in the
era of LLMs (OpenAl, 2023; Touvron et al., 2023). How-
ever, its progress in computer vision has not yet paralleled
the heightened interest sparked by the initial success of
iGPT (Chen et al., 2020a). This paper aims to bridge this
gap. We demonstrate that, with simple yet essential mod-
ification, autoregressive pretraining exhibits extraordinary
capabilities in building strong vision models.

2.2. ImageNet-1K Winning Solutions

The advancements in ImageNet-1K performance have seen
a significant boost, primarily driven by scaling datasets and
model sizes. Liu et al. (Liu et al., 2022b) exemplify this
trend with the successful training of SwinV2-G, a model
equipped with ~3 billion parameters, using techniques like
residual-post-norm and scaled cosine attention. Similarly,
Dehghani et al. (Dehghani et al., 2023) have shown the
impressive capabilities of ViT-22B, highlighting the feasi-
bility of “LLM-like” scaling in computer vision. Zhang et
al. (Zhai et al., 2022) investigate scaling both model and
data, providing valuable insights into the interplay between
scaling factors and performance. Another noteworthy devel-
opment is by Chen et al. (Chen et al., 2023) which discovers
deep neural network training algorithms through program
search, leading to the creation of the effective and memory-
efficient optimizer Lion. However, a common limitation
across these methods is their heavy reliance on private, in-
house data, such as JFT-3B (Zhai et al., 2022), which raises
significant reproducibility concerns.
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In contrast to the approaches above, there is a notable trend
of employing public datasets to train more powerful vision
models. For instance, Wang et al. (Wang et al., 2022) scale
BEiT-3 to ~1.9 billion parameters using a combination of
images, texts, and image-text pairs, all sourced from public
datasets. Likewise, Fang et al.(Fang et al., 2022) success-
fully scaled up EVA, a vanilla ViT with ~1 billion param-
eters, using a total of ~29.6 million public images. One-
Peace (Wang et al., 2023) presents a 4-billion-parameter
model capable of unifying vision, audio, and language rep-
resentations. Our D-iGPT model stands out in this land-
scape by achieving superior performance than EVA and
One-Peace, and meanwhile using smaller model and data
sizes.

3. Method

We hereby first revisit iGPT in Section 3.1. Next, we present
our enhanced version, D-iGPT, in Section 3.2, which shifts
the prediction target from raw pixels to semantic tokens and
additionally supplies supervision on visible tokens. Lastly,
the specifics of our model’s architecture, along with imple-
mentation details.

3.1. Revisiting iGPT

GPT. In NLP, the generative pretraining involves mod-
eling the probability of the next word in a corpus U =
{uq, ..., uy} autoregressively. This can be written as:

Hp U2|U1a ..

Here, GPT computes the likelihood of each word u; based
on the context of all preceding words from u; to wu;_1,
aiming to minimize the negative log-likelihood of the target
words:

i1, ©) ey

L = ~log p(u) )

Image GPT. In the context of images, where the input is an
image X € R¥*WxC the challenge lies in converting this
2D structure into a sequential format akin to a language se-
quence. iGPT (Chen et al., 2020a) addresses this by naively
vectorizing the image X into a series of individual pixels
{z1,...,z,}, treating each pixel as analogous to a word. It
then models the probability of each subsequent pixel based
on the preceding ones in the sequence:

Hp Ti|T1y ey

In this formulation, 1GPT aims to predict each pixel x; uti-
lizing the information from preceding pixels {z1, ..., z;_1},
minimizing the negative log-likelihood:

zi-1,0) 3

L = —log p(x) 4

Nevertheless, the extensive computational demands of iGPT,
primarily due to the quadratic complexity of attention mech-
anisms relative to sequence length, limit its applicability
for various vision tasks. For iGPT, this sequence length
corresponds to the total number of pixels Seq = H x W.
As such, iGPT is primarily suited for low-resolution images
(e.g., Seq = 32 x 32).

To mitigate this computational challenge, especially for
high-resolution image training, approaches like SAIM (Qi
et al., 2023) and RandSac (Hua et al., 2022b) have been
developed. A critical advancement in these methodologies is
the incorporation of Vision Transformer (ViT) architecture
(Dosovitskiy et al., 2020), which significantly transforms the
tokenization approach — instead of treating each pixel as
an individual token, ViT redefines tokens as image patches
(e.g., clusters of pixels). This strategy effectively reduces
the sequence length for each image, thereby enabling the
practical application of iGPT to higher-resolution images.

3.2. D-iGPT

Our development of D-iGPT is built upon iGPT with the ViT
architecture. Unlike iGPT completely drops the knowledge
of the 2D input structure, D-iGPT is designed to carefully en-
code this information. Specifically, at the input level, images
are divided into multiple equally-sized, non-overlapping re-
gions, forming clusters S = {s1, ..., s, }. Note that each
cluster contains multiple spatially neighbored image patches,
and serves as a fundamental unit in the sequence for autore-
gressive modeling. This encoding is crucial for facilitating
a more intricate interplay between different regions (rather
than “local” patches) of an image, thereby enhancing the
effectiveness of autoregressive modeling.

Consequently, the autoregressive probability, previously de-
fined for individual pixels in iGPT (as in Equation 3), is now
reformulated for these clusters as:

Hp Si|81, -

By default, we configure the number of clusters to 4, corre-
sponding to a dimension of 112 x 112 for an input image of
224 x 224 (e.g., each cluster contains 7 X 7 images patches
of the size 16 x 16), as illustrated in Figure 2.

;8i-1,0) &)

Building upon this new setup, we next introduce two simple
yet essential modifications to enhance iGPT.

Modification I: semantic tokens. In contrast to the inher-
ently semantically-rich nature of text, raw pixels in images
generally lack such depth of meaning. Addressing this se-
mantic discrepancy is crucial for enhancing learning efficacy
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Figure 2. The overview illustration of D-iGPT.

in models like iGPT. To bridge this gap, our approach, in-
spired by BEIT (Bao et al., 2022), involves transitioning the
autoregressive target of D-iGPT from raw pixels to semantic
tokens, which can be written as:

Lo=— Zcosine(G(f(acsl:sFl);Gg), fo(2)s,), (6)
i=1

where f(-) is the encoder, f4(x)s, is the semantically en-
riched tokens corresponding to the cluster s;, G(+; 0¢) is
the generative decoder for autoregressive prediction, and
cosine is the cosine similarity loss.

Furthermore, to break the dependency on a fixed sequence
order and enhance learning flexibility, we adopt strategies
from (Hua et al., 2022a; Yang et al., 2019) by randomly
permuting the sequence of clusters {s1, ...s,, } and selecting
a permutation 7.

Mofication II: supervision on visible clusters. To further
enhance the training of our model, we introduce additional
supervision targeting visible clusters. This is formulated as:

‘CD = - Z COSine(D(f(xSﬂSifl )7 0D)7 f¢(x)3133i—1)
=1
)

where D(-; 6p) is the discriminative decoder, tasked with
predicting the semantic tokens of visible pixels.

This approach, as encapsulated in Equation (7), can be
conceptualized as a form of knowledge distillation (Hin-
ton et al., 2015b) — its objective is to enable the encoder
of D-iGPT (the student model) to distill knowledge from
the model f4(x) (the teacher model), which provides se-
mantic tokens, based on the visible sequence of clusters
{s1, ..., si—1}. However, our methodology differs from tra-
ditional knowledge distillation frameworks (Wei et al., 2022;
Hinton et al., 2015a), which typically align logits or feature

maps between teacher and student models directly. Instead,
we apply the knowledge distillation supervision on the sep-
arately designed discriminative decoder D(-; 6p). This
design helps to disentangle different supervisions in training
(i.e., autoregressive on G(-; 6¢), distillation on D(-; 6p)),
and is crucial for ensuring the acquisition of high-quality
representations, as demonstrated in the subsequent experi-
mental section.

Summary. The integration of these two modifications sig-
nificantly enhances the capabilities of iGPT for visual rep-
resentation learning. While there are various options for
fo(z) to generate semantic tokens, our empirical findings,
as detailed next, indicate a marked preference for discrimi-
natively trained models like CLIP (Radford et al., 2021).

Moreover, from an implementation perspective, we adopt
the attention mask strategy as employed in (Radford &
Narasimhan, 2018; Chen et al., 2020a; Hua et al., 2022b;
OpenAl, 2023). This approach facilitates efficient computa-
tion of input sequences of varying lengths (e.g., a set of input

{{81}, {51, 82}, ooy {81, 52, Sn—l}})
within a single iteration. We direct interested readers to the
supplementary materials for more details.

sequences such as

Architecture design. The D-iGPT architecture is com-
posed of two primary components: the encoder and the
lightweight decoders. For the encoder, it leverages the stan-
dard ViT architecture. For the lightweight decoders, each
incorporates two Transformer decoder blocks by default.
Note that while the discriminative decoder D and the gener-
ative decoder G share the same architecture design, they are
characterized by different sets of parameters. As shown in
Figure 2, they take the randomly initialized [Dis] tokens D
or [Gen] tokens GG with position information as the query,
and the output features from the encoder as the key and the
value. Notably, in downstream tasks, we utilize only the
encoder, discarding the decoder component.
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Method Pretraining Epochs  Tokenizer/Teacher Classification Segmentation
Base-size models (ViT-B)

DeiT (Touvron et al., 2020) 300 Label 81.2 47.2
BEiT (Bao et al., 2022) 800 DALLE 83.2 -
MAE (He et al., 2022) 1600 Pixel 83.6 48.1
SdAE (Chen et al., 2022) 300 EMA 84.1 48.6
PeCo (Dong et al., 2021) 300 VQGAN 84.1 46.7
TinyMIM (Ren et al., 2023b) 300 MAE 85.0 52.2
FD (Wei et al., 2022) 300 CLIP 84.8 -
BEiTv2 (Peng et al., 2022) 300 CLIP+VQGAN 85.0 52.7
Randsac (Hua et al., 2022b) 1600 Pixel 83.7 -
SAIM (Qi et al., 2023) 800 Pixel 83.9 -
PeCo (Dong et al., 2021) 800 VQGAN 84.5 48.5
data2vec (Baevski et al., 2022) 800 EMA 84.2 -
SIM (Tao et al., 2022) 1600 EMA 83.8 -
iBOT (Zhou et al., 2021) 1600 EMA 84.0 -
MaskFeat (Wei et al., 2021) 1600 HOG 84.0 -
BEiTv2 (Peng et al., 2022) 1600 CLIP+VQGAN 85.5 53.1
DeepMIM (Ren et al., 2023a) 1600 CLIP 85.6 53.1
MILAN (Hou et al., 2022) 1600 CLIP 85.6 -
EVA (Fang et al., 2022) 800 CLIP 85.5 53.3
D-iGPT (Ours) 300 CLIP 86.2 53.8
Large-size models (ViT-L)

BEiTv2 (Peng et al., 2022) 300 CLIP+VQGAN 86.6 55.0
BEIiT (Bao et al., 2022) 800 DALLE 85.2

MAE (He et al., 2022) 1600 Pixel 85.9 53.6
PeCo (Dong et al., 2021) 800 VQGAN 86.5 -
iBOT (Zhou et al., 2021) 1600 EMA 84.8 -
MaskFeat (Wei et al., 2021) 1600 HOG 85.7 -
BEiTv2 (Peng et al., 2022) 1600 CLIP+VQGAN 87.3 56.7
MILAN (Hou et al., 2022) 1600 CLIP 86.87 -
D-iGPT (Ours) 300 CLIP 87.8 57.3

Table 1. Fine-tuning results which methods were pretrained on ImageNet-1K and fine-tuned on ImageNet-1K/ADE20K on classification

and semantic segmentation. }: reproduced result using official code.

4. Experiment

Implementation details. In our experiments, we use CLIP
to provide semantic tokens. We pretrain, by default, all
models on ImageNet-1K dataset for 300 epochs. We
set the batch size to 4096 and the peak learning rate to
Ir = 1.5e* x batchsize/256. We adopt a cosine learning
rate decay schedule with a warm-up period of 40 epochs,
and utilize the AdamW (Loshchilov & Hutter, 2019) opti-
mizer with a weight decay of 0.05. We use random resized
cropping and random horizontal flipping, with the input size
setto 224 x 224.

When further scaling the pretraining to ImageNet-21K
dataset, all models undergo 150 epochs of pretraining with
a warm-up stage of 5 epochs, a learning rate Ir = 1.5¢73,
and a batch size of 4096.

4.1. ImageNet-1K Pretraining

For a fair comparison with previous work (Bao et al., 2022;
Peng et al., 2022; He et al., 2022; Wei et al., 2021; Baevski
et al., 2022; Ren et al., 2023a; Dong et al., 2021; Ren et al.,
2023b), we first study pretraining on ImageNet-1K (Rus-
sakovsky et al., 2015) dataset with ViT-B and ViT-L.

4.1.1. IMAGENET CLASSIFICATION

Following (He et al., 2022), we finetune pretrained mod-
els using the ImageNet-1K training set, and test on the
ImageNet-1K validation set with the input size of 224 x 224.

Note that different from previous approaches such as (Zhai
et al., 2022; Yu et al., 2022), which employs multi-head
attention pooling, and BEiT-3 (Wang et al., 2022), which
exploits an additional pretrained giant language tower as the
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Method IN-1IK+ IN-V271 1IN-Realt IN-A.f IN-Ren.t IN-C.| IN-S.t IN-H.1
Base-size models (ViT-B)

DeiT (Touvron et al., 2020) 81.2 70.6 86.7 27.9 454 36.8 323 23.8
TinyMIM (Ren et al., 2023b) 85.0 75.3 88.7 43.0 54.6 32.7 41.0 29.2
MAE (He et al., 2022) 83.6 72.9 88.1 33.6 50.0 37.8 36.4 25.5
BEIT (Bao et al., 2022) 83.2 71.8 87.9 32.8 49.6 38.7 35.1 25.1
iBOT (Zhou et al., 2021) 84.0 73.0 88.2 33.0 51.2 36.9 38.7 26.3
BEiTv2 (Peng et al., 2022) 85.5 76.2 89.2 54.0 61.7 30.9 459 30.2
D-iGPT (Ours) 86.2 76.4 89.6 56.3 64.3 29.9 48.5 31.1
Large-size models (ViT-L)

MAE (He et al., 2022) 85.9 76.5 89.4 56.3 61.0 31.1 45.6 324
BEIT (Bao et al., 2022) 85.2 75.1 88.8 55.4 59.8 32.0 43.8 31.2
iBOT (Zhou et al., 2021) 84.8 74.4 87.9 53.9 57.1 34.1 42.6 30.8
BEiTv2 (Peng et al., 2022) 87.3 78.3 90.0 68.6 70.3 25.4 53.7 36.5
D-iGPT (Ours) 87.8 79.6 90.4 73.0 80.5 24.7 60.3 37.6

Table 2. Robustness and Generalization evaluation on out-of-domain datasets.

image classification task layer, we hereby opt for a simple
linear layer for classification. We finetune the pretrained
model for 100 epochs.

Results. As shown in Table 1, our ViT-B impressively
achieves 86.2% top-1 accuracy. This is the first instance of
a ViT-B model surpassing the 86% accuracy threshold on
ImageNet- 1K, using an input size of 224 x 224.

In terms of comparative performance, D-iGPT demonstrates
a significant improvement over various existing methods.
It exceeds the baseline supervised model, DeiT, by a sub-
stantial margin of +5.0%, the prevalent mask image mod-
eling method, MAE, by +2.6%, and the prior art MI-
LAN/DeepMIM by +0.6%. Furthermore, with the same
teacher model, D-iGPT surpasses EVA by +0.7%, while
requiring only 37.5% of the training epochs.

When enlarging the model size to ViT-L, our D-iGPT sets a
new benchmark with an accuracy of 87.8%. Notably, this
result surpasses the well-known mask image modeling MAE
by +1.9% and prior art BEiT-v2 by +0.5%.

4.1.2. SEMANTIC SEGMENTATION

For semantic segmentation, we evaluate D-iGPT using the
ADE20K dataset (Zhou et al., 2019), which comprises 150
categories with 20,000 training images and 2,000 validation
images. Following MAE (He et al., 2022), we adopt our
D-iGPT pretrained ViT model as the backbone and Uper-
Net (Xiao et al., 2018) as the framework. The input image
resolution is 512 x 512 for training and evaluation; we report
mloU as the evaluation metric.

The last column in Table 1 reports the performance of D-
iGPT on ADE20K. We note that D-iGPT achieves a mIOU
of 53.8 with ViT-B and a mIOU of 57.3 with ViT-L, which

sets new benchmarks for their respective model sizes. These
impressive results highlight the strong generalization capa-
bilities of D-iGPT on downstream tasks.

Additionally, we assess model robustness on out-of-domain
samples. We note that D-iGPT consistently outperforms
both supervised models like DeiT and self-supervised mod-
els like MAE across all out-of-domain datasets. We refer
interested readers to our appendix for more details.

4.1.3. ROBUSTNESS

We assess model robustness on various out-of-domain Im-
ageNet datasets, including natural adversarial examples
(ImageNet-A (Hendrycks et al., 2021b)), semantic shifts
(ImageNet-R (Hendrycks et al., 2021a)), common image
corruptions (ImageNet-C (Hendrycks & Dietterich, 2019)),
image sketches (ImageNet-S (Wang et al., 2019)), ImageNet-
V2 (Recht et al., 2019), ImageNet-Real (Beyer et al., 2020),
and ImageNet-Hard (Taesiri et al., 2023).

As indicated in Table 2, D-iGPT consistently outperforms
both supervised models like DeiT and self-supervised mod-
els like MAE across all datasets, showcasing notable im-
provements in robustness and generalization. For example,
compared with the prior art BEiT-v2, D-iGPT exhibits su-
perior robustness with improvements ranging from 0.2%
to 2.6% in the ViT-B model size category. These improve-
ments are even more striking with the ViT-L model, i.e.,
D-iGPT makes significant strides in challenging datasets
like IN-Adversarial (improvement of +4.4%), IN-Sketch
(+6.6%), and IN-Rendition (+10.2%).

4.2. Pretraining with Larger Datasets

Next, we explore the impact of pretraining on ImageNet-
21K with ~14 million samples. Following (Fang et al., 2022;
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Method Model

Model Size

Pretraining Data  Pretraining Data  ImageNet-1K

Category Size top-1 (%)
Ryoo et al., 2021
Tu et al., 2022
Liu et al., 2022b
Dai et al., 2021
Chen et al., 2023
BEIT (Bao et al., 2022) ViT 306M I 14M 88.6
iBOT (Zhou et al., 2021) ViT 306M I 14M 87.8
OpenClip-H (Cherti et al., 2023) ViT 632M I-T 2B 88.5
EVA (Fang et al., 2022) ViT I 30M 89.6
BEIT (Bao et al., 2022) ViT 1.9B I-T,TI 21M,160G,14M 89.5
One-Peace (Wang et al., 2023) Transformer 4B I-T,A-T 2B,8k hours 89.8
D-iGPT-L (ours) ViT 306M I 14M 89.5
D-iGPT-H (ours) ViT 632M I 14M 90.0
Table 3. Summary of D-iGPT on various vision benchmarks. I, T, and A indicate images, texts, and audios respectively. indicate
using private training data.
Bao et al., 2022), we initially undertake supervised fine- Linear Prob on ImageNet
tuning on the ImageNet-21K training dataset for 60 epochs; Top-1
subsequently, we fully finetune models on the ImageNet-1K (%)
training dataset. 86
Main Results. The scaling results of D-iGPT, as depicted
in Table 3, are particularly noteworthy. When pretrained 21k
with ImageNet-21K, D-iGPT successfully helps ViT-L to Dataset
secure a top-1 accuracy of 89.5%. This performance not Scale
only parallels other baselines such as BEiT-3 and EVA, 83
but also is attained with a considerably smaller model and
training data size. By scaling the training to the larger ViT-
H, we observe a further improvement, achieving an accuracy INLIK
of 90.0%. This result is particularly noteworthy as it beats
all existing solutions that build on public datasets; moreover, 80 >
this 90.0% accuracy is even comparable to those achieved Base Large Huge
by substantially larger models that have been trained with Model Size

extensive private datasets (Liu et al., 2022a; Dai et al., 2021;
Chen et al., 2023). These results demonstrate the scalability
and efficacy of D-iGPT for visual representation learning.

Linear probing. Following (Peng et al., 2022; EI-Nouby
et al., 2024), we also study model performance under the lin-
ear probing setup, i.e., we freeze the backbone and linearly
evaluate the performance on ImageNet-1K. Specifically, we
consider different model sizes, by scaling the vanilla ViT
from Base size to Huge size, and different dataset sizes, by
scaling from ImageNet-1K to ImageNet-21K.

As shown in Figure 3, we can observe that 1) D-iGPT brings
consistent improvements with bigger model sizes, and 2)
larger datasets can help D-iGPT yield stronger performance.
These observations demonstrate the strong scalability of
D-iGPT. Additionally, it is worth mentioning that our best
result is achieved by ViT-H pretrained on ImageNet-21k,

Figure 3. The model and dataset scalability of D-iGPT. D-iGPT
shows significant performance gain with the growth of model size
and dataset size.

with 85.9% linear probing accuracy.

4.3. Zero-shot Classification

We finetune our D-iGPT on the vision-language dataset for
zero-shot ImageNet classification. With such fine-tuning,
our D-iGPT can be applied to a wide array of computer
vision classification tasks directly with class names, without
the need for task-specific fine-tuning. Additionally, the
finetuned feature can be utilized in both uni-modal and multi-
modal applications (Liu et al., 2023), akin to the capabilities
demonstrated by CLIP features (Radford et al., 2021).

For this process, we use the D-iGPT pretrained image en-
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Pretraining | Model | DataSet | Samples | top-1

CLIPA ViT-L/16 | LAION-400M 128M 69.3
D-iGPT VIiT-L/16 | LAION-400M 128M 71.6
OpenClip | ViT-L/14 | LAION-400M 1B 75.3
D-iGPT ViT-L/14 | LAION-400M 1B 77.1

Table 4. Zero-shot classification performance on ImageNet-1K.
Samples indicate the seen samples in finetuning.

. Training | ImageNet-1K | ADE20K
Method | Tokenizer Cost (h) top-1 Acc. mloU
MAE Pixel 181 83.2 48.0
IGPTT Pixel 80 82.0 _; .2 44.1 —3.9
MAE VQVAE 317 83.2 47.2
iGPTY VQVAE 100 82.3 0.9 47.0 0.2
MAE DINO 259 84.4 50.5
D-iGPT DINO 79 84.7 103 51.0 405
MAE CLIP 666 854 524
D-iGPT CLIP 159 86.2 ;0.3 538 ;1.4

Table 5. Ablation on different semantic tokens. T denotes our re-
implementation with the ViT architecture. MAE is pretrained 1600
epochs while D-iGPT is pretrained 300 epochs.

coder and the OpenCLIP (Cherti et al., 2023) pretrained
text encoder as our starting point. The model is then fine-
tuned on the LAION-400M dataset (Schuhmann et al., 2021;
2022). The results, as summarized in Table4, showcase sig-
nificant enhancements achieved by D-iGPT. For example,
compared to CLIPA (Li et al., 2023) and OpenClip, D-iGPT
improves the zero-shot ImageNet classification accuracy by
2.3% and 1.8%, respectively.

4.4. Ablation Study

Semantic tokens. Our study begins with an examination of
various semantic token sources. Beyond our chosen CLIP
tokens and iGPT’s pixel-based tokens, we also consider al-
ternatives like DINO features (Caron et al., 2021; Wei et al.,
2021) and VQVAE tokens (Peng et al., 2022). The results,
shown in Table 5, reveal notable differences in performance.
While autoregressive pretraining using low-level pixels or
VQVAE tokens shows lesser efficacy compared to MAE, the
application of tokens from discriminatively trained models
significantly enhances D-iGPT’s performance, surpassing
MAE by a notable margin. More importantly, with CLIP as
the tokenizer, D-iGPT reduces training costs by 77% (from
666 hours to 159 hours).

Given the superior performance achieved with CLIP fea-
tures, we next delve deeper into the effects of utilizing
tokens from different CLIP variants. As detailed in Table
6, when we use a larger tokenizer (i.e., CLIP-L), D-iGPT
achieves better performance compared to using a smaller to-
kenizer (i.e., CLIP-B). However, interestingly, if we employ

Student Tokenizer ImageNet-1K | ADE20K
ude Source top-1 Acc. mloU
ViT-B CLIP-B 85.7 53.0
ViT-B CLIP-L 85.9 533
ViT-B CLIP-L@336 84.6 51.8
ViT-B DINO-L 84.8 52.0
ViT-B CLIP-L 85.9 533
ViT-B OpenCLIP-L 85.9 53.2
ViT-B OpenCLIP-H 86.2 53.6

Table 6. Ablation on tokenizer model.

Num of Clusters | Cluster shape ‘ Top-1(%)

1 224x224 85.3
2 224112 85.6
4 112x112 86.2
14 112x32 85.8
49 32x32 85.7
196 16x16 85.4

Table 7. Ablation study on the number of clusters.

CLIP-L@336 as the tokenizer while maintaining the input
size of 224 x 224, the performance of D-iGPT drops sig-
nificantly. We conjecture this is mainly due to a resolution
mismatch during the training phase and the inference phase
of CLIP-L@336.

Further experiments explore various large-size tokenizers,
including DINO, CLIP, and OpenCLIP. One the one hand,
we note that using OpenCLIP-L as the tokenizer, which
is the same as CLIP-L in architecture but varies in train-
ing data, results in comparable performance to employing
CLIP-L. Scaling to the even larger tokenizer, OpenCLIP-H,
can further enhance D-iGPT’s performance. On the other
hand, we interestingly note that tokenizers like DINO do
not yield comparatively favorable results. This may suggest
that larger pretraining datasets and the inclusion of textual
information are likely beneficial in generating high-quality
semantic tokens for guiding D-iGPT’s learning process.

Number of Clusters We configure the number of clusters
from 1 to 196, corresponding to cluster shape ranging from
224 %224 to 16x 16, as shown in Table 7. The performance
initially increases from 85.3% to a peak of 86.2% as the
number of clusters increases from 1 to 4. However, further
increasing the number of clusters causes the performance to
gradually decline, reaching 85.4% at 196 clusters.

Pretraining paradigm In our evaluation of various pre-
training paradigms, we consider Mask Image Modeling
(MIM), Knowledge Distillation (KD), and our D-iGPT. To
facilitate a fair comparison, especially for the MIM-based
MAE model, we modify it to utilize CLIP features as the su-
pervision target, moving away from the conventional pixel-
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ImageNet-1K | ADE20K
Method top-1 Acc. mloU
MAET (He et al., 2022) 84.6 52.1
EVA (Fang et al., 2022) 85.0 52.6
KD (Wei et al., 2022) 85.0 52.5
D-iGPT 86.2 53.8

Table 8. Ablation on the pretraining paradigm. MAET is our re-
implementation with CLIP features as supervision targets.

. ImageNet-1K | ADE20K
Dec. Depth | Dec. Dim top-1 Acc. mloU
1 1024 85.6 52.8
2 1024 86.2 53.6
4 1024 86.0 53.2
2 512 85.8 53.0
2 768 85.9 53.3
2 1024 86.2 53.6

Table 9. Ablation on the decoder design.

based approach. The results are presented in Table 8.

The baseline pretraining methods, such as MAE, EVA, and
KD, exhibit comparable performance levels in both Ima-
geNet classification and ADE20K semantic segmentation.
In contrast, our D-iGPT achieves markedly better results.
For instance, while the highest performance among baseline
models is 85.0% accuracy on ImageNet and 52.6 mIOU
on ADE20K, D-iGPT significantly elevates these bench-
marks to 86.2% accuracy on ImageNet and 53.8 mIOU on
ADE20K. These findings underscore the potential of au-
toregressive pretraining, implemented in D-iGPT, as a more
scalable and effective visual representation learner.

Decoder Design Our investigation begins with an examina-
tion of Decoder Depth. Our decoder design is lightweight,
with the number of layers at most 4 (by default is 2). Intrigu-
ingly, this simpler decoder architecture not only significantly
reduces GPU computational load but also enhances overall
performance. As shown in Table 9, a 2-layer decoder outper-
forms a 4-layer decoder, even when maintaining the same
decoder dimension of 1024. In contrast, MAE, by default,
uses an 8-layer decoder for attaining the best performance.

Building on the success of the 2-layer decoder, we next turn
our attention to the Decoder Dimension (Dim). Through
our experiments, we note that a reduction in decoder dimen-
sion results in a slight decrease in model performance. For
example, by halving the decoder dimension from 1024 to
512, we observe an accuracy drop of 0.4% on ImageNet and
a mIOU drop of 0.6 on ADE20K. This finding highlights
the nuanced impact of decoder dimensionality on D-iGPT’s
effectiveness.

ImageNet-1K

Method | Gen Decoder | Dis Decoder
(top-1 Acc.)
FD 84.9
D-iGPT v 84.7
D-iGPT v 85.5
D-iGPTy v 85.1
D-iGPT v v 86.2

Table 10. Ablation on the discriminative decoder. t indicates D-
iGPT takes extra distillation

Discriminative Decoder. We ablate the discriminative de-
coder that predicts the semantic tokens of the visible pixels.
Firstly, we check the setting where we remove both the
discriminative decoder and the generative decoder, and im-
plement feature distillation supervision (Wei et al., 2022)
directly on the output feature map of the encoder. The cor-
responding result is reported in the second row of Table 10,
showing 84.9% accuracy. This is 1.3% lower in accuracy
than the default setup of D-iGPT (86.2%). Besides, if we
keep the generative decoder and knowledge distillation, the
performance is 0.4% and 1.2% lower than the generative
decoder only and the default setup of D-iGPT, respectively.
Next, if we keep only the discriminative decoder and re-
move the generative decoder, the accuracy will drop by
1.5% (from 86.2% to 84.7%). This outcome underscores
the critical role of the discriminative decoder in maintaining
the efficacy of the pretraining process in D-iGPT.

5. Conclusion

In this work, we introduce D-iGPT, an enhancement of
iGPT that transitions the focus of autoregressive prediction
from raw pixels to semantic tokens and supplements the
supervision of visible pixels. This simple yet essential modi-
fication has led to a significant achievement: D-iGPT attains
an impressive 90.0% top-1 accuracy on the ImageNet-1K
dataset, a feat accomplished using solely publicly available
datasets. We hope our D-iGPT can inspire more research on
rethinking autoregressive pretraining for visual representa-
tion learning and bring fresh perspectives on building vision
foundation models on publicly available data sources.

Impact Statement

D-iGPT showcases its extremely strong performance on Im-
ageNet, which can motivate the community to rethink and
further explore the potential of auto-regressive pretraining
for visual representation learning. Furthermore, D-iGPT
potentially helps to lay the foundation for an autoregres-
sive framework capable of universal learning with different
modalities, including vision, language, audio, and more.
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A. Implementation within One Trianing Iteration

Generative
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We adopt the attention mask strategy in our implementation. Specifically, for an image with 4 clusters, we can have the
following {Sl, 32}, {Sl, S92, 83} and {81, S9,83, 84}.

By default, as shown in the left part of the figure below, the supervisions applied by the Discriminative Decoder focus
on {s1}in {s1,s2}, {s1,82} in {s1, 2,83} and {s1, s2, s3} in {s1, s2, 83, 54}. We note there are redundancies in the
Discriminative Decoder’s supervisions, i.e., in this single iteration, {s;} is being supervised for 3 times and {s2} is being
supervised for 2 times.

To mitigate such redundancies, we can modify the Discriminative Decoder to supervise only on {s1} in {s1, s2}, {s2} in
{s1, 82,53} and {s3} in {s1, 2, 83, 54} in this single iteration, as illustrated in the right part of the figure below.

To sum up, the autoregressive prediction in D-iGPT is formulated as

Lo=— Zcosine(G(f(;vsl:sFl);Gg)7f¢(x)si), 8)
i=1

where f(-) is the encoder, f;(x)s, is the semantically enriched tokens corresponding to the cluster s;, and G(-; 6¢) is the
generative decoder for autoregressive prediction. The supervision on visible clusters is formulated as

Lp=-— Zcosine(D(f(msl:sFl);9D),f¢(gc)si71) 9)
i=1

where D(-; 6p) is the discriminative decoder, tasked with predicting the semantic tokens of visible pixels.
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