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Abstract
Mixture of experts (MoE) has become the stan-001
dard for constructing production-level large lan-002
guage models (LLMs) due to its promise to003
boost model capacity without causing signif-004
icant overheads. Nevertheless, existing MoE005
methods usually enforce a constant top-k rout-006
ing for all tokens, which is arguably restric-007
tive because various tokens (e.g., “<EOS>” vs.008
“apple”) may require various numbers of ex-009
perts for feature abstraction. Lifting such a010
constraint can help make the most of limited re-011
sources and unleash the potential of the model012
for downstream tasks. In this sense, we intro-013
duce AdaMOE to realize token-adaptive rout-014
ing for MoE, where different tokens are per-015
mitted to select a various number of experts.016
AdaMOE makes minimal modifications to the017
vanilla MoE with top-k routing—it simply in-018
troduces a fixed number of null experts, which019
do not consume any FLOPs, to the expert set020
and increases the value of k. AdaMOE does not021
force each token to occupy a fixed number of022
null experts but ensures the average usage of023
the null experts with a load-balancing loss, lead-024
ing to an adaptive number of null/true experts025
used by each token. AdaMOE exhibits a strong026
resemblance to MoEs with expert choice rout-027
ing while allowing for trivial auto-regressive028
modeling. AdaMOE is easy to implement and029
can be effectively applied to pre-trained (MoE-030
)LLMs. Extensive studies show that AdaMOE031
can reduce average expert load (FLOPs) while032
achieving superior performance. For example,033
on the ARC-C dataset, applying our method to034
fine-tuning Mixtral-8x7B can reduce FLOPs by035
14.5% while increasing accuracy by 1.69%.036

1 Introduction037

Large language models (LLMs) have exhibited ex-038

ceptional performance across diverse tasks and do-039

mains (Touvron et al., 2023; Chiang et al., 2023;040

Chowdhery et al., 2023; Zhang et al., 2022). Nev-041

ertheless, LLMs’ efficacy is heavily impacted by042

the substantial number of parameters they possess, 043

with some high-performing LLMs containing up 044

to 540B parameters (Chowdhery et al., 2023). The 045

mixture of experts (MoE) mechanism (Shazeer 046

et al., 2017) offers a compelling way to enhance 047

model capability without a corresponding increase 048

in computational overhead. Recent research further 049

underscores the merits of MoE, vividly demon- 050

strating its potential to support production-level 051

applications (Jiang et al., 2024; Qwen, 2024). 052

MoE operates on the core assumption that a 053

(small) subset of experts is sufficient to handle a 054

single token effectively. MoE-LLMs, with Mix- 055

tral (Jiang et al., 2024) and DeepSeekMoE (Dai 056

et al., 2024) as popular examples, often replace the 057

feed-forward network (FFN) in the model with a set 058

of FFN experts. A token-level router is introduced 059

to sparsely activate the experts for various tokens, 060

so the computational cost is constrained to a low 061

level. We can also build experts with parameter- 062

efficient fine-tuning (PEFT) modules (Hu et al., 063

2021; Liu et al., 2022) like LoRA, giving rise to 064

Mo-LoRA approaches (Zadouri et al., 2023). 065

MoE routinely routes each token to a fixed 066

amount of experts, typically the k ones with top 067

routing probabilities. However, not all tokens re- 068

quire the same number of experts for feature ab- 069

straction. Intuitively, the semantic tokens deserve a 070

higher concentration of experts, while others with 071

less significant meaning can be processed more 072

swiftly. Lifting the top-k routing constraint can 073

help make the most of limited resources and un- 074

leash the potential of the model. To achieve this, 075

MoE with expert choice routing (Zhou et al., 2022) 076

performs expert-level routing, where each expert 077

chooses a fixed number of tokens for processing 078

and different tokens could be processed by different 079

numbers of experts. Yet, an unacceptable drawback 080

is that it is not suited to casual language modeling 081

due to the reliance on future tokens for the top-k 082

token selection (Zhou et al., 2022). 083
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Figure 1: The number of selected experts for various tokens in an AdaMOE variant of Mixtral-8x7b. As shown,
after applying AdaMOE, the model possesses the ability to perform token-adaptive routing. Also note that some
tokens only require 1 expert for feature abstraction, which offers the opportunity for inference acceleration.

This work introduces AdaMOE, a novel method084

designed to achieve token-level adaptive routing085

in MoE, allowing different tokens to select vary-086

ing numbers of experts. An illustrative example087

is presented in Figure 1. AdaMOE requires mini-088

mal changes to the vanilla MoE with top-k routing089

by incorporating a fixed number of null experts090

into the expert set. These null experts do not con-091

sume any computational resources. By increasing092

the value of k, more experts can be activated. To093

encourage the average usage rate of the null ex-094

perts, AdaMOE minimizes a load balancing loss.095

This leads to an adaptive number of null experts096

and true experts being employed by each token.097

Notably, AdaMOE shares similarities with existing098

MoE with expert choice routing while also enabling099

straightforward causal language modeling.100

AdaMOE is easy to implement and can be ap-101

plied to both pre-trained regular LLMs and MoE-102

LLMs for supervised fine-tuning. For the for-103

mer, we experiment on Llama2-7B (Touvron et al.,104

2023) by introducing LoRA experts and corre-105

sponding routers to the model. For the latter, we106

experiment on Mixtral-8x7B (Jiang et al., 2024) by107

augmenting the original router with extra weights108

for the null experts. The results underscore the109

effectiveness of AdaMOE’s token-adaptive mech-110

anism in enhancing both computational efficiency111

and model performance. For example, when fine-112

tuning Llama2-7B, AdaMOE achieves much higher113

accuracy across almost all evaluated datasets.114

Moreover, when fine-tuning Mixtral-8x7B with115

AdaMOE on ARC-Challenge (Clark et al., 2018),116

we observed a 14.5% reduction in total FLOPs,117

accompanied by a 1.69% increase in accuracy.118

2 Related Works 119

2.1 Mixture of Experts 120

Mixture of Experts (MoE) (Jacobs et al., 1991; 121

Shazeer et al., 2017) is an efficient scaling tech- 122

nique that allows for larger model sizes with less 123

computation, resulting in enhanced performance. 124

MoE models can be trained and used for inference 125

more efficiently compared to dense models, requir- 126

ing substantially fewer computational resources. 127

Due to these advantages, pioneering works (Jiang 128

et al., 2024; Dai et al., 2024) have applied MoE 129

to transformer-based language models and demon- 130

strated their superiority. Typically, they replace the 131

feed-forward network (FFN) in each layer of the 132

model with a routing function and multiple FFNs, 133

referred to as experts, with only a subset of these ex- 134

perts being activated at any time. We refer to these 135

models, which combine MoE and large language 136

models (LLMs), as MoE-LLMs. 137

In addition to MoE-LLMs, fine-tuning tech- 138

niques have also seen significant advancements. 139

Pre-trained LLMs are often fine-tuned for down- 140

stream tasks. However, as models increase in size, 141

full fine-tuning becomes increasingly computation- 142

ally expensive (Brown et al., 2020; Chang et al., 143

2024). LoRA (Hu et al., 2021) addresses this chal- 144

lenge by providing an effective fine-tuning method- 145

ology for scenarios with constrained computational 146

resources. LoRA freezes model weights and injects 147

trainable rank decomposition matrices, thereby 148

modifying the behavior of dense linear layers with- 149

out substantially changing the original model pa- 150

rameters (Lester et al., 2021; An et al., 2022). Re- 151

cent studies (Zadouri et al., 2023; Liu et al., 2023; 152

Dou et al., 2023) convincingly show that integrat- 153
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Figure 2: Comparison of Routing Mechanisms: vanilla MoE v.s. AdaMOE. Left: In vanilla MoE, each token selects
the top 2 experts based on the routing probabilities. Right: AdaMOE introduces an additional set of null experts and
makes each token select the top 4 experts, which can include both the true and null experts. For example, token 1
selects three true experts, while token 2 selects only one true expert. Despite this variation, the average number of
true experts selected per token remains two, maintaining parity with the vanilla method.

ing LoRA with MoE offers a promising approach154

for achieving high performance with minimal pa-155

rameter updates. Methods like MixLoRA (Li156

et al., 2024), MoLE (Wu et al., 2023), and Lo-157

RAMoE (Dou et al., 2023) combine MoE with158

LoRA by learning multiple pairs of low-rank ma-159

trices, known as LoRA experts, and use a router160

to compute the probabilities of each expert for the161

inputs. MoLA (Gao et al., 2024) explores the re-162

lationship between the number of LoRA experts163

and the depth of model layers. For consistency164

and convenience, we will refer to these methods165

collectively as Mo-LoRA in the following text.166

2.2 Routing Strategies167

The early MoE architecture utilized gate units as168

the router to select experts for each token (Shazeer169

et al., 2017; Lepikhin et al., 2020). Following the170

success of the Switch Transformer (Fedus et al.,171

2022) in large-scale pre-training, MoE received in-172

creased attention, leading to the development of173

more advanced routing algorithms. For example,174

BASE Layers (Lewis et al., 2021) use a linear as-175

signment problem to maximize token-expert affini-176

ties while ensuring each expert receives an equal177

number of tokens. Hash layers (Roller et al., 2021)178

employ hashing techniques on input tokens to allo-179

cate different sets of weights. A different approach,180

Expert-Choice Routing (Zhou et al., 2022), allows181

experts to select their preferred tokens, achiev-182

ing a more balanced expert load and better cost-183

effectiveness. Furthermore, DeepMind’s Mixture-184

of-Depths (MoD) (Raposo et al., 2024) introduces185

a router to determine the necessity of computation186

for each input token at each layer. 187

3 Method 188

In this section, we introduce AdaMOE, which incor- 189

porates null experts to allow for more flexible and 190

efficient expert selection for various tokens. An 191

illustrative comparison between vanilla MoE and 192

AdaMOE is presented in Figure 2. 193

3.1 Preliminary on MoE 194

MoE has been widely applied in two scenarios for 195

large language models: MoE-LLMs (Jiang et al., 196

2024; Dai et al., 2024) and Mo-LoRA (Dou et al., 197

2023; Gao et al., 2024; Li et al., 2024) , as briefly 198

introduced in Section 2. The core component of 199

both is the MoE layer, which consists of n special- 200

ized experts Ei : Rdin → Rdout , i = 1, . . . , n and 201

a router G : Rdin → Rn. The experts often have 202

the same parameterization, such as feed-forward 203

neural networks (FFNs) in MoE-LLMs or LoRA 204

modules in Mo-LoRA. The router usually activates 205

the k (k < n) experts with the highest routing 206

probabilities (i.e., the top-k experts) and distributes 207

input tokens to corresponding experts. 208

Given an input token x ∈ Rdin , the routing pro- 209

cess works as: 210

G(x) ∈ Rn := Softmax
(
TopK(x ·Wg, k)

)
, (1) 211

where Wg ∈ Rdin×n is the parameter matrix of the 212

router, and TopK(·, k) retains only the top-k ele- 213

ments, setting the rest to −∞ (so that after Softmax, 214

the corresponding routing probabilities are zero). 215
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The output of the MoE layer is then computed as:216

y ∈ Rdout :=

n∑
i=1

G(x)i · Ei(x) . (2)217

Additionally, an auxiliary loss is applied during218

the training stage to encourage a balanced load219

across experts within the same MoE layer (Fedus220

et al., 2022). Given a batch B of tokens, this load221

balancing loss for a MoE layer is defined as:222

ℓload := α · n ·
n∑

i=1

fi · Pi , (3)223

where α is a hyperparameter, and fi represents the224

fraction of tokens dispatched to expert Ei,225

fi =
1

|B|
∑
x∈B

1{G(x)i ̸= 0} , (4)226

and Pi denotes the average fraction of the router227

probability allocated for expert Ei, i.e.,228

Pi =
1

|B|
∑
x∈B

Softmax
(
x ·Wg

)
i
. (5)229

3.2 Drawback of Top-k Router230

Almost all traditional MoE methods adopt a top-k231

routing strategy for expert selection (Fedus et al.,232

2022; Lepikhin et al., 2020; Jiang et al., 2024).233

Therefore, each token passes through exactly k234

experts and occupies the same amount of computa-235

tion. We first question the rationality of the fixed236

top-k routing with the following studies.237

Concretely, the SocialIQA dataset (Sap et al.,238

2019) is fed into Mixtral-8x7B (Jiang et al., 2024),239

which employs a top-2 routing strategy for expert240

selection. We record the routing distribution for all241

tokens in each MoE layer of the model. To evaluate242

the sharpness of the routing distribution, we count243

the number of top experts whose cumulative rout-244

ing probabilities exceed 50% and according to this,245

all tokens can be divided into four categories. The246

proportions of the tokens are displayed in Figure 3.247

As shown, the proportions of tokens within dif-248

ferent counts show substantial variation. Namely,249

the sharpness of the routing distribution varies sig-250

nificantly. A considerable number of tokens have251

highly uneven routing distributions. Some tokens252

tend towards a single expert, while a significant pro-253

portion of tokens distribute attention to more than254

2 experts. These observations imply that the tra-255

ditional fixed top-k routing strategy, which selects256
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Figure 3: Proportions of the number of top experts with
cumulative routing probabilities exceeding 50% for to-
kens in the SocialIQA dataset. Each bar represents the
proportion of different counts of tokens at the corre-
sponding MoE layer in Mixtral-8x7B.

the same number of experts for each token, may not 257

be optimal. This is also implied by the argument in 258

MoD (Raposo et al., 2024) that some tokens may 259

not need to pass through all MoE layers. 260

3.3 Null Experts for Token-Adaptive Router 261

AdaMOE achieves token-adaptive expert selection 262

by incorporating null experts, which are defined as 263

an empty operation requiring zero FLOPs to pro- 264

cess the token feature. In the context of LLMs, 265

common operations satisfying this requirement in- 266

clude a constant zero mapping and an identity map- 267

ping (we take the zero mappings null expert as 268

the default choice in the following just for sim- 269

plicity). Consequently, an AdaMOE layer includes 270

n + m experts, where {Ei}ni=1 are true experts 271

and {Ei}n+m
i=n+1 are null experts, and a top-k router 272

G : Rd → Rn+m, which functions the same as the 273

vanilla MoE router except for its output dimension. 274

Token-level adaptive routing. The router still 275

performs fixed top-k selection but with k larger 276

than in vanilla MoE. When null experts are chosen, 277

no additional computation occurs due to their def- 278

inition. Consequently, the number of true experts 279

selected varies for different tokens. 280

Prespecified expert load. We can adjust the 281

number of null experts according to the compute 282

budget, and then reinforce the usage of null experts 283

with a load balancing loss (see Section 3.4). This 284

4



Transformer-based
language model

Multi-head attn

Mixture of LoRAs with null experts

Weights
of the

pretrained
model

Top-4 router

E1 E2 E3 E4
❄

8 true
experts

Input

Output

Top-2 router

🔥
8 true

experts

Output

Top-3 router

8 null
experts

Input

0
5 null
expertsMLP

🔥

Figure 4: Left: Adding null experts to Mo-LoRA. Right: Adding null experts to the MoE layer of MoE-LLMs.

way, the load of true experts (or the overall FLOPs)285

can be easily adjusted to an appropriate degree.286

Autoregressive task suitability. Expert-choice287

routing (Zhou et al., 2022) also allows varying num-288

bers of experts for different tokens but struggles289

with autoregressive text generation since it requires290

considering both past and future tokens. In contrast,291

our token-choice method avoids this issue.292

Bypassing MoE layers. MoD (Raposo et al.,293

2024) uses expert-choice routing to let tokens by-294

pass some FFN layers, speeding up inference. Simi-295

larly, in AdaMOE, if all selected experts for a token296

are null experts, the token effectively bypasses the297

AdaMOE layer, achieving a similar effect.298

3.4 More Details299

Load balancing loss with null experts. Including300

null experts in the load balancing loss is necessary301

to prevent tokens from disproportionately selecting302

true experts. However, since all null experts are303

identical in nature, it is unnecessary to balance the304

load among them. Treating null experts as distinct305

entities for load balancing can significantly hinder306

performance, as shown in Table 3.307

To address this, we modify the load balancing308

loss in Equation (3) as309

ℓnull = α · (n+m) ·
n+m∑
i=1

f̃i · Pi , (6)310

where311

f̃i =


fi if i ≤ n

1
m

n+m∑
j=n+1

fj if i > n
.312

By using an average load among the null experts,313

we make no distinction between them, which can314

avoid unnecessary constraints on the router.315

Load balancing constraints: from tight to316

loose. In practice, we anneal the weight α of317

our load balancing loss to chase a better balance- 318

efficiency trade-off. In particular, we first set a 319

larger α to enforce strict load balancing, ensuring 320

tokens do not disproportionately select true experts, 321

leading to a more even load distribution among all 322

experts. In the latter, we use a smaller α to give 323

tokens greater freedom in choosing experts. The 324

empirical efficacy of doing so is verified in Table 5. 325

Normalization of routing probabilities. In 326

vanilla MoE, TopK(x ·Wg, k) is normalized using 327

the Softmax activation function. With null experts, 328

we have two options: 1) normalizing over all se- 329

lected top-k experts, or 2) normalizing over only 330

the true experts within the top-k ones. We choose 331

the latter to ensure that the weighted average output 332

by the AdaMOE layer remains consistent with the 333

scale of that from the vanilla MoE layer. 334

3.5 Compatibility with Vanilla (MoE-)LLMs 335

AdaMOE is designed to be plug-and-play, able to 336

be seamlessly integrated with pre-trained LLMs 337

and MoE-LLMs, as illustrated in Figure 4. Due 338

to resource constraints, we mainly focus on fine- 339

tuning such models. For fine-tuning regular LLMs 340

with the Mo-LoRA architecture, we need to add a 341

randomly initialized router and multiple LoRA ex- 342

perts to the corresponding module. When applying 343

AdaMOE to MoE-LLMs, the router’s output dimen- 344

sions are expanded to provide corresponding prob- 345

abilities for null experts. The parameters for the 346

new dimensions can be derived from the original 347

parameter values. This ensures the expanded router 348

balances the load across all experts, including both 349

true and null experts, at the beginning of the fine- 350

tuning process. For more specific implementation 351

details, see Section 4.2.1. To fine-tune AdaMOE, 352

we need to adjust the router and experts to meet 353

our token-adaptive routing strategy and follow the 354

detailed modifications outlined in Section 3.4 to 355

achieve adaptive routing. 356
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Figure 5: Performance comparison across five datasets: RTE, COLA, SQA, CQA, and OQA. The baseline is
fine-tuned Llama2-7B using the vanilla Mo-LoRA method with top-1/top-2 routing. Acc. represents accuracy, and
Load represents the average number of experts used per Mo-LoRA module or AdaMOE layer. AdaMOE use different
configurations: m5k2 (5 null experts, top-2 selection), m9k4, m7k4 and m5k4. As shown, AdaMOE achieves higher
accuracy across almost all datasets compared to the baseline. The exact accuracy values can be found in Table 7.

4 Experiments357

In this section, we demonstrate the superior per-358

formance of AdaMOE across various benchmarks,359

particularly in reducing expert load and enhanc-360

ing task performance through its token-adaptive361

routing strategy. We first apply our method to reg-362

ular LLMs with the Mo-LoRA architecture (Sec-363

tion 4.1). Then apply it to traditional MoE-LLMs364

(Section 4.2). Additionally, We also include exten-365

sive ablation studies to provide further insights into366

our approach’s effectiveness.367

4.1 Application to Regular LLMs368

4.1.1 Experiments Setup369

Model and datasets. We select Llama2-7B (Tou-370

vron et al., 2023) as our base model due to its371

strong performance and popularity within the AI372

community. To validate the effectiveness of our373

method, we evaluate it on two distinct task types374

using five widely recognized datasets. The first task375

focuses on semantic understanding, for which we376

use two datasets from the renowned GLUE Bench-377

mark (Wang et al., 2018): Recognizing Textual378

Entailment (RTE) and the Corpus of Linguistic379

Acceptability (COLA). The second task involves380

commonsense reasoning and includes the follow-381

ing datasets: ScienceQA (SQA) (Lu et al., 2022),382

CommonsenseQA (CQA) (Talmor et al., 2018),383

and OpenBookQA (OQA) (Mihaylov et al., 2018).384

Baseline and implementation details. To high-385

light our method’s significance, we use the typical386

Mo-LoRA method as the baseline for comparison.387

For each MoE/AdaMOE layer, we set n = 4 (4388

true experts). For the baseline, we set k = 1, 2 for 389

the top-k routing strategy, which are the most com- 390

mon choices. For our AdaMOE, we selected vari- 391

ous configurations for k (the number of top-k ex- 392

perts) and m (the number of null experts). We use 393

AdamW (Loshchilov and Hutter, 2017) as the opti- 394

mizer with a learning rate of 3e-4. The rank of each 395

LoRA expert is set to 8, and the initialization of the 396

LoRA modules follows the original LoRA imple- 397

mentation (Hu et al., 2021). For each LLM layer, 398

we applied LoRA to (Wq,Wk,Wv,Wo) in the self- 399

attention modules and (Wgate,Wdown,Wup) in the 400

MLP modules. We trained on each dataset for 2 401

epochs, using 3 random seeds, and averaged the 402

results to obtain the final performance metrics. 403

4.1.2 Experiments Results 404
The results are shown in Figure 5. We use accuracy 405

as the main metric to evaluate the model’s perfor- 406

mance 1. It is evident that AdaMOE achieves higher 407

accuracy across almost all datasets compared to 408

the traditional baseline. For instance, on the RTE 409

and OQA datasets, all configurations of AdaMOE 410

surpass the baseline in accuracy. This trend con- 411

tinues across the other datasets, demonstrating the 412

robustness and effectiveness of AdaMOE in achiev- 413

ing better performance with more adaptive expert 414

utilization. 415

4.2 Application to MoE-LLMs 416

4.2.1 Experiments Setup 417

Model and datasets. We use Mixtral-8x7B (Jiang 418

et al., 2024) as the base model, where each 419

1LoRA expert load has minimal impact on total FLOPs;
therefore, it is not considered a primary evaluation metric.

6



Metric WINO HELLA PIQA SIQA OQA ARC-C Avg.

Original Mixtral-8x7B Acc. 55.96 53.62 68.06 64.59 65.40 83.73 65.23
Fine-tuned Mixtral-8x7B Acc. 80.43 84.10 90.48 76.36 89.00 87.46 84.64

AdaMOE
Acc. 81.93 85.50 90.32 76.97 88.20 89.15 85.35

%FLOPs↓ 14.99 14.10 18.07 16.31 13.22 14.55 15.21
Load 1.66 1.68 1.59 1.63 1.70 1.67 1.66

Table 1: Comparison of performance and computational efficiency across six datasets: WINO, HELLA, PIQA,
SIQA, OQA and ARC-C. Metrics include Acc. (accuracy), %FLOPs↓ (percentage of FLOPs reduction by AdaMOE
compared to the baselines), and Load (the average number of experts used per MoE/AdaMOE layer). The baselines
are original/fine-tuned Mixtral-8x7B, both using the top-2 routing strategy (Load = 2.00). AdaMOE not only reduces
FLOPs but also achieves better accuracy across most datasets compared to the fine-tuned Mixtral-8x7B with LoRA.

MoE layer has 8 FFN experts and a top-2 router.420

We selected six well-known datasets from differ-421

ent categories for our experiments: WinoGrande422

(WINO) (Sakaguchi et al., 2021) for coreference423

resolution, Hellaswag (HELLA) (Zellers et al.,424

2019), PIQA (Bisk et al., 2020), and SIQA (Sap425

et al., 2019) for commonsense reasoning, Open-426

BookQA (OQA) (Mihaylov et al., 2018) for read-427

ing comprehension, and ARC-Challenge (ARC-428

C) (Clark et al., 2018) for science examination.429

Baseline and implementation details. Due to430

the substantial resources required for pre-training,431

we focus on fine-tuning. To save memory, we use 4-432

bit quantization and the QLoRA method (Dettmers433

et al., 2024). The LoRA target modules for the base-434

line are gate, w1, w2, and w3. For our AdaMOE,435

we modify this architecture as described in Sec-436

tion 3.5. Specifically, we add null experts to each437

MoE layer, and the router expands its output di-438

mension to assign probabilities to all experts. To439

simplify the modification, we define an additional440

module, gate2, whose parameters can be derived441

from gate. 2 Together, gate and gate2 form the442

router that assigns weights to all experts. Thus,443

the LoRA target modules for our method are gate,444

gate2, w1, w2, and w3. The rank of the LoRA445

module is set to 8, and the learning rate is 5e-5.446

Due to the tendency of MoE-LLMs to overfit dur-447

ing fine-tuning, we use 1000 samples for training448

on each dataset and train for 2 epochs. In the 2449

epochs, we set different values of α in Equation (6)450

to α1 = 0.02, α2 = 0.0001, as described in Sec-451

tion 3.4. All evaluations are conducted using Open-452

Compass (Contributors, 2023) to assess accuracy.453

2For instance, if gate2 has an output dimension of 16,
meaning there are 16 null experts, the parameters of gate2
can be copied from gate in two segments.

4.2.2 Experiment Results 454

In this section, we present the results for the config- 455

uration with m = 8 and k = 3 (i.e., 8 null experts 456

and top-3 expert selection), as shown in Table 1. 457

Additional results are in Section 4.3 and Table 8. 458

Accuracy. AdaMOE outperforms the baseline 459

on WinoGrande, HellaSwag, SIQA, and ARC- 460

Challenge. Although the baseline slightly sur- 461

passes AdaMOE on PIQA and OpenBookQA, 462

AdaMOE achieves a higher average accuracy. 463

FLOPs. FFNs account for the majority of the 464

FLOPs during inference. This issue is exacerbated 465

in Mixtral-8x7B, which replaces the FFN with a 466

set of 8 FFNs and selects the top-2 during each 467

inference step. This greatly increases the computa- 468

tional load. AdaMOE significantly reduces FLOPs 469

across all datasets, achieving an average reduction 470

of 15.21% compared to the baseline. This demon- 471

strates that AdaMOE is more computationally effi- 472

cient while maintaining competitive performance. 473

Load. The Load metric indicates the average 474

number of experts used per MoE/AdaMOE layer. 475

The baseline method has a Load of 2. In contrast, 476

AdaMOE achieves a lower average Load of 1.66, 477

indicating more efficient utilization of experts. 478

Overall, the results confirm the effectiveness of 479

the token-adaptive mechanism in improving both 480

computational efficiency and model performance. 481

4.3 Ablation 482

In this section, we provide results for various m 483

and k, beyond the single configuration shown in 484

Section 4.2. We also present ablation studies for 485

AdaMOE, corresponding to Section 3.4. Additional 486

ablation experiments can be found in Appendix A. 487

More results for Section 4.2. We tested dif- 488

ferent combinations of m and k on the SIQA 489
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Baseline AdaMOE

m, k 0, 2 8, 3 16, 4 32, 4 32, 5 32, 6 40, 6 40, 7 40, 8 48, 8

Acc. 76.36 76.97 76.92 66.27 72.93 76.46 69.86 76.05 77.23 74.67
Load 2.00 1.63 1.66 0.77 1.05 1.54 1.01 1.49 1.64 1.48

Table 2: Performance of different m and k combinations on the SIQA dataset. The Baseline represents fine-tuned
Mixtral-8x7B using LoRA method, with a Load of 2. Bold values indicate accuracy higher than the baseline.

RTE COLA SQA OQA

Acc. Load Acc. Load Acc. Load Acc. Load

ℓbal 56.68 1.77 83.68 1.77 65.65 1.78 69.80 1.76
ℓnull 67.51 1.77 85.01 1.77 66.64 1.80 71.40 1.77

Table 3: Comparison of accuracy and load on four datasets using load balancing
loss with and without balancing among null experts. ℓbal represents the loss
with load balancing constraints among null experts, and ℓnull represents the loss
without these constraints. Bold values indicate higher accuracy.

SIQA

Option Acc. Load

1) 80.19 1.50
2) 81.27 1.54

Table 4: 1) Normalizing all
selected top-k experts, and 2)
normalizing only the true ex-
perts within the top-k.

dataset, with results shown in Table 2. Com-490

pared to the m = 8, k = 3 configuration in Sec-491

tion 4.2, AdaMOE can further reduce the expert492

load (FLOPs) while maintaining competitive per-493

formance. For example, with m = 32, k = 6, the494

expert load is 1.54 (79.57% of baseline FLOPs), yet495

accuracy remains higher than the baseline. There496

are also accuracy differences among configurations497

with similar loads. For instance, m = 40, k = 7498

and m = 48, k = 8 have nearly identical loads499

but differ in accuracy. This discrepancy highlights500

areas for further exploration in future research.501

Load balancing loss with null experts. To ver-502

ify the effectiveness of the modified load balancing503

loss introduced in Equation (6), we selected two504

datasets from each of the semantic understanding505

and commonsense reasoning tasks. The results,506

illustrated in Table 3, show that lifting the load bal-507

ancing constraints among null experts significantly508

improves the performance of the fine-tuned model509

on the RTE, COLA, SQA, and OQA datasets.510

Load balancing constraints: from tight to511

loose. The effectiveness of the annealing train-512

ing process described in Section 3.4 is validated513

in Table 5. The tight load balancing constraints in514

the first epoch effectively control the expert load in515

AdaMOE, meeting our expectations. The loose con-516

straints in the second epoch allow tokens greater517

freedom in selecting experts, thereby enhancing518

performance with almost no increase in expert load.519

For example, on the WINO dataset, the accuracy520

WINO SIQA

Acc. Load Acc. Load

α1
Baseline 78.14 2.00 75.38 2.00
AdaMOE 76.24 1.65 75.90 1.62

α2
Baseline 80.43 2.00 76.36 2.00
AdaMOE 81.93 1.66 76.97 1.63

Table 5: Performance for finetuning Mixtral-8x7B with
AdaMOE on the WINO and SIQA datasets for two
epochs with α1 = 0.02 and α2 = 0.0001.

increased by 5.69% compared to the result after 521

epoch 1, with almost no increase in expert load. 522

Normalization of routing probabilities. We 523

tried the two options mentioned in Section 3.4 on 524

the SIQA dataset, and the results are shown in Ta- 525

ble 4. As we can see, option 2) is a superior choice, 526

showing a significant improvement in accuracy , 527

with only a minor change in expert load. 528

5 Conclusion 529

MoE has been a promising method for training 530

powerful models with fewer parameters. In this 531

paper, we introduced AdaMOE, which uses null 532

experts to enable token-level adaptive expert allo- 533

cation and overcome the drawbacks of fixed expert 534

allocation. Extensive experiments validate its ef- 535

fectiveness. The AdaMOE approach significantly 536

enhances efficiency and adaptability, paving the 537

way for more capable large language models. 538
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Limitations539

One potential drawback of this work is that we540

did not pre-train a MoE-LLM using our AdaMOE541

method. Pre-training an MoE-LLM would have542

allowed us to thoroughly evaluate the full capabili-543

ties and performance improvements of our method,544

but the significant resources required made it im-545

practical for our current study. Additionally, we did546

not explore the scenario of null experts as identity547

mappings, where null experts would also need zero548

FLOPs to process input tokens. We hypothesize549

that this approach might accelerate training conver-550

gence because null experts as identity mappings551

would potentially update their corresponding router552

parameters more frequently.553

We acknowledge these limitations and leave554

these aspects for future work. Addressing these555

issues could provide a more comprehensive eval-556

uation of the AdaMOE method and potentially un-557

cover additional benefits or areas for improvement.558
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A Additional Ablation747

Robustness. We primarily considered the impact748

of two hyperparameters, the number of epochs and749

the rank of LoRA module. We evaluated their im-750

pact on the SQA dataset, as shown in Table 6. Re-751

gardless of the number of training epochs and rank752

of the LoRA, our method outperforms the base-753

line consistently. Therefore, we can conclude that754

our method demonstrates strong robustness across755

different epochs and ranks of LoRAs.756

B Additional Results757

Exact values for results in Figure 5. Table 7758

presents the exact values corresponding to Figure 5,759

averaged from results with three random seeds. The760

performance metrics evaluated include accuracy761

and average number of experts used per Mo-LoRA762

module/AdaMOE layer across five datasets: RTE,763

COLA, SQA, CQA, and OQA.764

For the baseline model, two configurations (k1765

and k2) are tested. The k1 configuration, with a766

fixed top-1 routing strategy, achieves an accuracy767

of 65.06 on RTE, 85.39 on COLA, 63.35 on SQA,768

76.09 on CQA, and 65.81 on OQA. The k2 config-769

uration, with a fixed top-2 routing strategy, results770

in slightly lower accuracy values of 63.66 on RTE,771

84.69 on COLA, 58.41 on SQA, 76.77 on CQA,772

and 65.57 on OQA.773

The AdaMOE model is evaluated with four con-774

figurations (m5k4, m7k4, m9k4, and m5k2). The775

m5k4 configuration achieves an accuracy of 66.64776

on RTE, 85.01 on COLA, 66.64 on SQA, 76.96 on777

CQA, and 66.48 on OQA, with a load ranging from778

1.77 to 1.80. The m7k4 configuration shows im-779

proved accuracy, reaching 67.19 on RTE, 85.83 on780

COLA, 68.17 on SQA, 77.64 on CQA, and 66.79781

on OQA, with a load between 1.44 and 1.47. The782

m9k4 configuration presents an accuracy of 68.38783

on RTE, 84.95 on COLA, 63.62 on SQA, 76.47784

on CQA, and 67.98 on OQA, with a load consis-785

tently around 1.22. Lastly, the m5k2 configuration786

records an accuracy of 67.01 on RTE, 84.61 on787

COLA, 66.82 on SQA, 76.52 on CQA, and 67.89788

on OQA, with a significantly lower load of 0.44.789

Additional results for Section 4.2. Table 8790

presents the performance of various m and k com-791

binations for the AdaMOE model across different792

datasets, including ARC-C, HELLA, OQA, PIQA,793

and WINO. These results supplement the experi-794

mental findings discussed in Section 4.2.795

For the ARC-C dataset, the baseline model with796

m = 0 and k = 2 achieved an accuracy of 87.46797

and a load of 2.00. The AdaMOE configurations 798

demonstrated varying performance, with the high- 799

est accuracy of 89.15 observed for m = 8 and 800

k = 3, accompanied by a load of 1.67. As the 801

values of m and k increased, the load generally 802

decreased, with the lowest load of 1.34 recorded 803

for m = 40 and k = 8. On the HELLA dataset, 804

the baseline model achieved an accuracy of 84.10 805

and a load of 2.00. The AdaMOE model’s best per- 806

formance was observed with m = 8 and k = 3, 807

achieving an accuracy of 85.50 and a load of 1.68. 808

Similar to the ARC-C results, higher values of m 809

and k led to reduced loads, with a minimum load 810

of 1.37 for m = 40 and k = 7. For the OQA 811

dataset, the baseline model achieved an accuracy 812

of 89.94 and a load of 2.00. The AdaMOE config- 813

urations showed varying results, with the highest 814

accuracy of 89.2 observed for m = 16 and k = 4, 815

and the load varying between 1.49 and 1.71. The 816

lowest load of 1.50 was recorded for m = 40 and 817

k = 8. In the case of the PIQA dataset, the base- 818

line model reached an accuracy of 90.48 and a load 819

of 2.00. The best accuracy among the AdaMOE 820

configurations was 90.32 for m = 8 and k = 3, 821

with a load of 1.59. The load decreased as m and k 822

values increased, reaching a minimum of 1.32 for 823

m = 40 and k = 7. Finally, on the WINO dataset, 824

the baseline model achieved an accuracy of 80.43 825

and a load of 2.00. The highest accuracy of 81.93 826

was observed for m = 8 and k = 3, with a load 827

of 1.66. The load showed a decreasing trend with 828

increasing values of m and k, with the lowest load 829

of 1.45 recorded for m = 40 and k = 8. 830

C Additional Discussion 831

The top-p router can also implement token-adaptive 832

expert selection. It selects experts based on the 833

sum of routing probabilities exceeding a threshold 834

p. This allows for a variable number of experts to 835

be chosen for different tokens. However, compared 836

to our AdaMOE, this approach has the following 837

drawbacks: 838

1. The value of p cannot be predefined according 839

to the compute budget, and finding an appro- 840

priate p often requires multiple attempts. 841

2. It cannot enable tokens to bypass some layers. 842

Moreover, our method is actually compatible 843

with the top-p approach. We can incorporate null 844

experts and simultaneously use top-p. This com- 845

patibility opens up avenues for further exploration 846

in the future. 847
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Epoch Rank of LoRAs

1 10 8 32

Baseline
Acc. 45.95 87.19 45.95 46.72
Load 2.00 2.00 2.00 2.00

AdaMOE
Acc. 48.88 88.54 48.88 49.01
Load 1.92 1.88 1.92 1.89

Table 6: Robustness of our method under different epochs and ranks of LoRAs.

Metric RTE COLA SQA CQA OQA

Baseline
k1

Acc. 65.06 85.39 63.35 76.09 65.81
Load 1.00 1.00 1.00 1.00 1.00

k2
Acc.. 63.66 84.69 58.41 76.77 65.57
Load 2.00 2.00 2.00 2.00 2.00

AdaMOE

m5k4
Acc. 66.64 85.01 66.64 76.96 66.48
Load 1.78 1.77 1.80 1.77 1.78

m7k4
Acc. 67.19 85.83 68.17 77.64 66.79
Load 1.47 1.45 1.47 1.44 1.47

m9k4
Acc. 68.38 84.95 63.62 76.47 67.98
Load 1.22 1.23 1.22 1.22 1.22

m5k2
Acc. 67.01 84.61 66.82 76.52 67.89
Load 0.44 0.44 0.44 0.44 0.44

Table 7: Exact values for Figure 5, averaged from results with 3 random seeds.
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ARC-C Baseline AdaMOE

m, k 0,2 8,3 16,4 24,5 32,6 40,7 40,8

Acc. 87.46 89.15 87.12 86.10 85.08 86.10 85.76
Load 2.00 1.67 1.70 1.56 1.49 1.59 1.34

HELLA Baseline AdaMOE

m, k 0,2 8,3 16,4 24,5 32,6 40,7 40,8

Acc. 84.10 85.50 83.10 81.30 80.40 82.50 79.20
Load 2.00 1.68 1.64 1.45 1.39 1.37 1.44

OQA Baseline AdaMOE

m, k 0,2 8,3 16,4 24,5 32,6 40,7 40,8

Acc. 89 94 88.2 89.2 86.6 86.8 85 82.6
Load 2.00 1.70 1.71 1.49 1.54 1.56 1.50

PIQA Baseline AdaMOE

m, k 0,2 8,3 16,4 24,5 32,6 40,7 40,8

Acc. 90.48 90.32 89.99 88.30 86.67 86.78 85.42
Load 2.00 1.59 1.53 1.46 1.39 1.32 1.33

WINO Baseline AdaMOE

m, k 0,2 8,3 16,4 24,5 32,6 40,7 40,8

Acc. 80.43 81.93 79.32 78.17 77.66 71.43 79.16
Load 2.00 1.66 1.72 1.71 1.73 1.59 1.45

Table 8: Performance of more m and k combinations on various datasets. As a supplement to the experimental
results in Section 4.2.
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