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ABSTRACT

Convolutional Neural Networks (CNN5s) are the backbone of many deep learning
methods, but optimizing them remains computationally expensive. To address
this, we explore multiscale training frameworks and mathematically identify key
challenges, particularly when dealing with noisy inputs. Our analysis reveals that
in the presence of noise, the gradient of standard CNNs in multiscale training may
fail to converge as the mesh-size approaches to 0, undermining the optimization
process. This insight drives the development of Mesh-Free Convolutions (MFCs),
which are independent of input scale and avoid the pitfalls of traditional convo-
lution kernels. We demonstrate that MFCs, with their robust gradient behavior,
ensure convergence even with noisy inputs, enabling more efficient neural network
optimization in multiscale settings. To validate the generality and effectiveness of
our multiscale training approach, we show that (i) MFCs can theoretically deliver
substantial computational speedups without sacrificing performancein practice,
and (ii) standard convolutions benefit from our multiscale training framework in
practice.

1 INTRODUCTION

In this work, we consider the task of learning a functional y(x) = ¢(u(x)), where x is a position (in
2D x = (x1,X2) and in 3D x = (X1, X2,X3)), u(x) € U and y(x) € Y are families of functions. To
this end, we assume to have discrete samples from ¢/ and Y, (u = u;(xp,),y? = ¢(ui(x1))), i =
1,..., M associated with some resolution h. A common approach to learning the function is to
parameterize the problem, typically by a deep network, and replace ¢ with a function f(-,-) that
accepts the vector u” and learnable parameters @ which leads to the problem of estimating 8 such
that

Yl f(ul8), i=1,.., M. 1)
To evaluate 6, the following stochastic optimization problem is formed and solved:
rnein Euh7yh£ (f(uha 9)5 yh) ) (2)

Where £(-, -) is a loss function, typically mean square error. Standard approaches use variants of
stochastic gradient descent (SGD) to estimate the loss and its gradient for different samples of
(u”, y™). In deep learning with convolutional neural networks, the parameter @ (the convolutional
weights) has identical dimensions, independent of the resolution. Although SGD is widely used, its
computational cost can become prohibitively high as the mesh-size h decreases, especially when
evaluating the function f on a fine mesh for many samples u/. This challenge is worsened if the
initial guess @ is far from optimal, requiring many costly iterations, for large data sizes M. One way
to avoid large meshes is to use small crops of the data where large images are avoided, however, this
can degrade performance, especially when a large receptive field is required for learning (Araujo
et al.,[2019)

Background and Related Work. Computational cost reduction can be achieved by leveraging
different resolutions, a concept foundational to multigrid and multiscale methods. These methods
have a long history of solving partial differential equations and optimization problems (Trottenberg
et al., 2001} Briggs et al.,2000; Nash} 2000). Techniques like multigrid (Trottenberg et al.,2001) and
algorithms such as MGopt (Nashl 2000; [Borzi, [2005)) and Multilevel Monte Carlo (Giles} 2015} [2008};
Van Barel & Vandewallel 2019) are widely used for optimization and differential equations.
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Figure 1: Ilustration of our Multiscale-SGD, introduced in Section

In deep learning, multiscale or pyramidal approaches have been used in image processing tasks such
as object detection, segmentation, and recognition, where analyzing multiple resolutions is key (Scott
& Mjolsness| 2019} [Chada et al., |2022)), reviewed in [Elizar et al.| (2022). Recent methods improve
standard CNNs for multiscale computations by introducing specialized architectures and training
methods. For instance, [He & Xu| (2019) uses multigrid methods in CNNs to boost efficiency and
capture multiscale features, while [Eliasof et al.|(2023b) focuses on multiscale channel space learning,
and|van Betteray et al.|(2023) unifies both. |Li et al.|(2020b)) introduced the Fourier Neural Operator,
enabling mesh-independent computations, and Wavelet-NNs were explored to capture multiscale
features via wavelets (Fujieda et al.|[2018; [Finder et al.| [2022; [Eliasof et al.| 2023a).

While often overlooked, it is important to note that these approaches, can be divided into two families
of approaches that leverage multiscale concepts. The first is to learn parameters for each scale, and a
separate set of parameters that mix scales, as in UNet (Ronneberger et al.,[2015). The second, called
multiscale training, enables the approximation of fine-scale parameters using coarse-scale samples
(Haber et al., 2017; |Wang et al.| [2020; Ding et al.| [2020; |(Ganapathy & Liewl [2008). The second
approach aims to gain computational efficiency, as it approximates fine mesh parameters using coarse
meshes, and it can be coupled with the first approach, and in particular with UNets.

Our approach. This work falls into the second category of multiscale training. We study multiscale
algorithms that use coarse meshes to approximate high-resolution quantities, particularly the gradients
of network parameters. Computing gradients on coarse grids is significantly cheaper than on fine
grids, as noted in|Shi & Cornish|(2021). However, for efficient multiscale training, parameters on
coarse and fine meshes must have "similar meaning," implying that both the loss and gradient on
coarse meshes should approximate those on fine meshes. Specifically, the loss and gradient with
respect to parameters should converge to a finite value as h — 0. In this work, we show that standard
CNN gradients may not converge as the mesh size h approaches 0, suggesting CNNs under-utilize
multiscale training. This motivates our development of mesh-free convolution kernels, whose values
and gradients converge as h — 0. Our approach builds on Differential-Operator theory (Wong, 2014)
to create a family of learnable, mesh-independent convolutions for multiscale learning, resembling
Fourier Neural Operators (FNO) (Li et al., [2020a)) but with further expressiblity.

Our main contributions are: 1. Propose a new multiscale training algorithm, Multiscale SGD.
2. Analyze the limitations of standard CNNs within a multiscale framework. 3. Introduce a family of
mesh-independent CNNss inspired by differential operators. 4. Validate our approach on benchmark
tasks, showcasing enhanced efficiency and scalability.

2  MULTISCALE STOCHASTIC GRADIENT DESCENT

We now present the standard approach of training CNNs, identify its major computational bottleneck,
and propose a novel solution called Multiscale Stochastic Gradient Descent (Multiscale-SGD).

Standard Training of Neural Networks. Suppose that we use a gradient descent-based method to
train a CNN, with input resolution hE| with trainable parameters 6. The k-th iteration reads:

Ori1 = 0 — E [g(u”, y", 01)] A3)

'In this paper, we define resolution h as the pixel size on a 2D uniform meshgrid, where smaller & indicates
higher resolution. For simplicity, we assume the same h across all dimensions, though different resolutions can
be assigned per dimension.
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Figure 2: Illustration of the Full Multiscale Training described in Section

where £ is some loss function (e.g., the mean-squared-error function), and the gradient of the loss
with respect to the parameters is g(u”,y",8) = V ¢ ( f(u", 86y), yh). The expectation E is taken

with respect to the input-label pairs (u”, y"). Evaluating the expected value of the gradient can be
highly expensive. To understand why, consider the estimation of the gradient obtained via the average

over g with a batch of N samples:
Euh,yh [g( 7y 0 Z g i ,yl s Ok (@]

This approximation results in an error in the gradient. Under some mild assumptions on the sampling
of the gradient value (see Johansen et al.| (2010)), the error can be bounded by:

C
< —, 5

VN ®
where C' is some constant. Clearly, obtaining an accurate evaluation of the gradient (that is, with
low variance) requires sampling g across many data points with sufficiently high resolution h. This
tradeoff between the sample size IV and the accuracy of the gradient estimation, is the costly part of
training a deep network on high-resolution data. To alleviate the problem, it is common to use large
batches, effectively enlarging the sample size. It is also possible to use variance reduction techniques
(Anschel et al} 2017} [Chen et al} 2017} [Alain et al., 2015)). Nonetheless, for high-resolution images,
or 3D inputs, the large memory requirement limits the size of the batch. However, a small batch size
can result in noisy, highly inaccurate gradients, and slow convergence (Shapiro et al.}[2009).

E[g( ,y ak Zg 173’1)

2.1 EFFICIENT TRAINING WITH MULTISCALE STOCHASTIC GRADIENT DESCENT

To reduce the cost of the computation of the gradient, we use a classical trick proposed in the context
of Multilevel Monte Carlo methods 2015). To this end, let h = hy < hy < ... < hy be a
sequence of mesh step sizes, in which the functions u and y are discretized on. We can easily sample
(or coarsen) u and y to some mesh h;,1 < j < L. We consider the following identity, based on the
telescopic sum and the linearity of the expectation:

E[g"(0)] =E[g"*(8)] + E [g"*~(6) —g"*(0)] + ... + E[g" () —g"(0)]. (6)

where for shorthand we define the gradient of @ with resolution h; by g"i(0) = g(u"s,y"i,8).
The core idea of our Multiscale Stochastic Gradient Descent (Multiscale-SGD) approach, is that the
expected value of each term in the telescopic sum is approximated using a different batch of data with
a different batch size. This concept is demonstrated in Figure [T and it can be summarizes as:

Elg"(0)] =~ N%Zgi”(e) + NLl,l S (@ -gr @)+ ... @
b (e -ge)).

To understand why this concept is beneficial, we analyze the error obtained by sampling each term in
Equation (7). Evaluating the first term in the sum requires evaluating the function g on the coarsest
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mesh (i.e., lowest resolution) using downsampled inputs. Therefore, it can be efficiently computed,
while utilizing a large batch size, Np,. Thus, following Equation (), the approximation error of the
first term in the Equation (/) can be bounded by:

2

1 C
E [ght(0)] — — hegyl| < . 8)
£ 0)] - 5 Ye )| <
Following this step, we need to evaluate the terms of the form
r;=E[g"~(0) - g"(0)], ©)
Similarly, this step can be computed by resampling, with a batch size IV;:
N 1 hj_ h;
= (8770) - (09). (10)
7o
forj =1,..., L — 1. The key question is: what is the error in approximating r; by the finite sample

estimate r;? Previously, we focused on error due to sample size. However, note that the exact term
r; is computed by evaluating g on two resolutions of the same samples and subtracting the results.

If the evaluation of g on different resolutions yields similar results, then g computed on mesh with
step size h; can be utilized to approximate the gradient g on mesh a mesh with finer resolution h;_1,
making the approximation error ; small. Furthermore, assume that

hj_ hj
lg;” " (8) — 2" (0)| < Bh] p>0, (1

7

for some constant B > 0 and p > 0, both independent of the pixel-size h;. Then, we can bound the
error of approximating r; by r';, as follows:

hP

- J
[[r; — 8] < BC—=. (12)

VN;
Note that, under the assumption that Equation (IT)) holds, the gradient approximation error between
different resolutions decreases as the resolution increases (i.e., h — 0). Indeed, sum of the gradient
approximation error between subsequent resolutions (where each is defined in Equation (9)), where
the approximation is obtained from the telescopic sum in Equation (7), can be bounded by:

e—c| 2 +BY —|. (13)

Let us look at an exemplary case, where p = 1 and h; = 2h;_1, i.e., the resolution on each dimension
increases by a factor of 2 between input representations. In this case, the sampling error on the

coarsest mesh contributes IV, Y 2 Tt then follows that, it is also possible to have the same order of
error by choosing Ny, _; = N, /4. That is, to obtain the same order of error at subsequent levels,
only 1/4 of the samples are required at the coarser grid compared to the finer one.

Following our Multiscale-SGD approach in Equation (7), the sample size needed on the finest mesh
is reduced by a factor of 4" from the original N;, while maintaining the same error order, leading
to significant computational savings. For instance, Table [3] shows that using 4 mesh resolution
levels achieves an order of magnitude in computational savings compared to a single high-resolution
gradient approximation.

Beyond these savings, Multiscale-SGD is easy to implement. It simply requires computing the loss at
different input scales and batches, which can be done in parallel. Since gradients are linear, the loss
gradient naturally yields Multiscale-SGD. The full algorithm is outlined in Algorithm 1}

2.2 MULTISCALE ANALYSIS OF CONVOLUTIONAL NEURAL NETWORKS

We now analyze under which conditions Multiscale-SGD can be applied for neural network optimiza-
tion without compromising on its efficiency. Specifically, for Multiscale-SGD to be effective, the
network output and its gradients with respect to the parameters at one resolution should approximate
those at another resolution. Here, we explore how a network trained at one resolution, h, performs at
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Algorithm 1 Multiscale Stochastic Gradient Descent (Multiscale-SGD)

Set batch size to Ny, and sample, Ny, samples of u” and y"
Pool u"t =R} uM, yht =R} yM
Set loss = L(u"r y"t 0)
for j =1, ..., L (in parallel) do
Set batch size to N; and sample, N; samples of uM and y™

h; _ phi, h h; _ phigh hi—1 _ pht h1 hi_1 _ pht h1
Pool u®™ =R, u™, y" =R, y" andu™~' =R;' u™, y"'=R;' y

Compute the losses £(ui,y"s, 6) and ((uhi-1 yhi-1 @)
loss + loss — (u",y"i @) + f(uhi—1, yhi-1 @)
end for

Resolution 1/1024 1/512 1/256 1/128 1/64 1/32

Noisy input 9.3 x 107% 7.1 x107% 49x107% 28x107% 20x107% 1.7x1073
Smoothinput 1.2x107* 25x107* 51x107* 1.0x107® 19x107% 3.7x1073

Table 1: The discrepancy between two consecutive gradients for the problem in Equation (14). As the
mesh resolution increases, the discrepancy reduces for smooth data, while it increases for noisy data.

a different resolution, 2h. Specifically, let f(u”, @) be a network that processes images at resolution
h. The downsampled version, u?" = R2"u", is generated via the interpolation matrix R?". We aim
to evaluate f(u?", 8) on the coarser image u?". A simple approach is to reuse the parameters € from
the fine resolution, h. The following Lemma, Lemmal[I] justifies such a usage under some conditions
Lemma 1 (Convergence of standard convolution kernels.). Let u”,y" be continuously differentiable
grid functions, and let u*" = Rihuh, y2h = R%Lhyh be their interpolation to a mesh with
resolution 2h. Let g" and g*" be the gradients of the function in Equation with respect to 6.
Then the difference between g" and g*" is

|g*" — g"| = O(h).

As can be shown in the proof (see Appendix B), the convergence of the gradient depends on the
amount of noise in the data. However, as we now show in Example[] for noisy problems, this method
may not always yield the desired outcome.

Example 1. Assume that f is a 1D convolution, that is f(u",0) = u" x 0, and a linear model
1
0(0) = —(u"x0)Ty", (14)
n

where y" is the discretization of some function y on the fine mesh, h. We use a 1D convolution with
kernel size 3, whose trainable weight vector is @ € R3>*! and compute the gradient of the function y
on different meshes. The loss function on the i-th mesh can be written as

loi,(0) = ;(Rﬁ "a" < 0)T (R} M), (15)

?

where R,%lh is a linear interpolation operator that takes the signal from mesh size h to mesh size 2*h.
We compute the difference between the gradient of the function on each level and its norm

39 = ||V olai, — V gloisin|*. (16)
We conduct two experiments. In the first, we use smooth inputs, and in the second, we add Gaussian
noise N(0, 1) to the inputs. We compute the values of §g, and report it in Table The experiment
demonstrates that for noisy inputs, the gradient with respect to the convolution parameters grows in
tandem with the mesh. Thus, using convolution in its standard form will not be useful in reducing the
error using the telescopic sum in Equation (6) as described above.

The analysis suggests that for smooth signals, standard CNNs can be integrated into Multilevel
Monte-Carlo methods, which form the basis of our Multiscale-SGD. However, in many cases, inputs
may be noisy or contain high frequencies, leading to large or unbounded gradients across mesh
resolutions. This explains the lack of convergence of standard CNNs in Example[T] High-frequency
inputs can hinder learning in multiscale frameworks like Multiscale-SGD. To address this, we propose
a new convolution type in Section [3|that theoretically alleviates this issue.
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3  MULTISCALE TRAINING WITH MESH-FREE CONVOLUTIONS

In Section[2.2] we analyzed standard convolutional kernels when coupled with our Multiscale-SGD
training approach. As we have shown, standard convolutional kernels can scale poorly in the presence
of noisy data. To address this limitation, we now propose an alternative to standard convolutions
through the notion of *'mesh-free’ or weakly mesh-dependent convolution kernels.

3.1 MESH-FREE CONVOLUTIONS

We introduce Mesh-Free Convolutions (MFCs), which define convolutions in the functional space
independently of any mesh, then discretize them on a given mesh. Unlike standard convolution
kernels tied to specific meshes, MFCs converge to a finite value as the mesh refines, overcoming the
limitations of standard kernels discussed in Section[2.2] One way to achieve this goal is to define the
convolution in functional space directly by an integral, that is

v(x) = /Q Ke(x — x")u(x")dx’, 17

where the kernel function K¢ is, parametrized by learnable parameters £. This general convolution can
be clearly defined on any mesh and is basically mesh-free. The question remains, how to parametrize
the kernel. Clearly, there are many options for this choice. A too restrictive approach leads to limited
expressivity of the convolution. Our goal and intuition is to generate kernels that are commonly
obtained by trained CNNs. Such filters are rarely random but contain some structure (Goodfellow:
et al.l 2016). To this end, we use the interplay between the solution of partial differential equations
(PDEs) and convolutions (Evans, |1998)). In particular, the solution of parabolic PDEs (that is, the
heat equation) is a kernel that exhibits the behavior that is often required from CNN filters.

Let u be input functions (that is, © can have more than a single channel, or so-called vector function)
and let v = C(&)u be the application of the mesh-free convolution is parameterized by £. We obtain a
mesh-independent convolution by composing two processes. The first is a trainable matrix R € R%*¢
whichis a 1 x 1 convolution, that embeds w into a subspace v, yielding the initial condition of the
PDE defined in Equation (T8). The second is the solution of the parabolic PDE of the form below,
which maps the initial condition ©(0, x) into 9(7, x)

o =L()d, 9(t=0)=Ru, tc0,7], v="0+ N V)ix7). (I18)

Finally, the output v(x) is obtained by taking a directional derivative of ¥(7, x) in a direction ~. All
the processes above are encompassed by the mesh-free convolution operator C(&). The operator
L(a) = diag (L(ev1), - .., L(g)) is an Elliptic Differential Operator, that we define as

0%v 0%v 0%
The trainable parameters are £& = [r,c,~] € R7, where 7 is a scalar, ¥ = [y0,7z,7y], and

o = [Qga, Oy, Qyy. We enforce oy, ayyy > 0 and oy, — a2, > 0, ensuring £ is elliptic and
invertible (Trottenberg et al.,2001). Integrating the PDE over time [0, 7] and differentiating in the
direction [y, 7, effectively applies the convolution to the input u. The parameter 7 acts as a scaling
factor: increasing it widens and smooths the kernel, while as 7 — 0, the kernel becomes more
localized. To visualize our convolution, we sample random parameters £ and plot the resulting MFC
filters in Figure[3] By varying &, we generate a range of convolutional kernels, from local to global,
with different orientations. Here, a controls orientation, ~y sets the lobe direction, and 7 determines
the kernel width. The figure demonstrates that our choice of convolutions yields trainable filters to
the ones that are typically obtained by CNN (Goodfellow et al.,|2016)). These filters can change their
field of view by changing ¢, change their orientation by changing &, and change their side lobes’
strength and direction by changing ~.

Computing MFCs on a Discretized Mesh. Our MFCs are defined by the solution of Equation (T8)
and are continuous functions. Here, we discuss their computation on a discretized mesh for application
to images. For a rectangular domain €2, we use periodic boundary conditions and the Fast Fourier
Transform (FFT) to compute the convolution. Let u” be a discrete tensor. First, we compute its
Fourier transform, Gi” = Fu”, and use a frequency mesh to obtain the 2D frequency grid k, and
k,. The discrete symbol L(k,,k,) is a 3D tensor operating on each channel, similar to standard
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Figure 3: An illustration of Mesh-Free Convolutions (MFCs) is provided to showcase the effect of
parameter variations. First row: The parameters are set as oz, = 1, ayy = 3, while oy, varies
from O to 1, and v, changes from O to 1. Second row: The parameters are set as v, = 7y, = 0,
Yo = 1, with oy varying from O to 1, and ¢ changing from 0 to 1. These visualizations highlight the
flexibility and expressiveness of MFCs in adapting to different parameter configurations.

2D filters. We then compute a point-wise product and use the inverse FFT to return to image space.
Interestingly, given some fixed mesh of size i and a regular 2D convolution C it is always possible to
build an MFC, C¢, such that they are equivalent when evaluated on that mesh. The proof is given in
Appendix [B] and it implies that MFCs have at least the same expressiveness as standard convolutions.

Computational Complexity. MFC first applies a standard pointwise operation to expand a d-channel
tensor into a c-channel tensor. The main cost comes from the spatial operations on the ¢ channels,
particularly the FFT, which has a cost of n log(n), where n is the number of pixels. With ¢ channels,
the total cost becomes O(cnlog(n)). As other operations in the network scale linearly with n, the
overall cost is dominated by the FFT.

3.2 FOURIER ANALYSIS OF MESH-FREE CONVOLUTIONS

We now analyze the ability of MFCs to produce consistent gradients across scales, enabling effective
use of Multiscale-SGD from Section [2] Unlike standard convolutions, MFCs are defined as a
continuous function, not tied to a specific mesh. This allows us to compute gradients directly with
respect to the function, equivalent to computing gradients at the finest resolution, as A — 0.
Following the analysis path shown in Section[2.2] consider the linear loss obtained by these MFCs
when discretizing the functions w and y. In the case of functions, such as with our MFCs, the inner
product in Equation (T4) is replaced by an integral that reads:

() = /ﬁ y(£)C(E)u(x) da. (20)

We study the behavior of our MFC, denoted by C(&), on a function u(z), by computing its symbol.
Because the heat equation is linear, the symbol of C(&) is given by (see Trottenberg et al.|(2001)):

L(ky, ky) = (0 + ikyye + ikyyy) €xp (—T(ozmk‘fJ + 200,k ky + ayykz)) . 21

We now provide a Lemma that characterizes the behavior of our MFCs and, in particular, shows that
unlike with traditional convolutional operations, our MFCs yield consistent gradient approximations
independently of the mesh resolution — thereby satisfying the assumptions of our Multiscale-SGD
training approach. The proof is provided in Appendix [B]

Lemma 2 (MFCs yield consistent gradients independently of mesh resolution.). Let the loss be defined
as Equation and let u(x) and y(x) be any two integrable functions. Then, —oo < {* < oo, that
is, the loss of any two integrable functions is a finite number. Furthermore, let V ¢{* be the gradient
of the loss with respect to its parameters. Then we have that —oco < V ¢0* < oo, that is, its gradient
is a vector with finite values.

The property described in Lemma 2] carries forward to any discrete space, i.e., chosen mesh. Namely,
by discretizing our MFCs on a uniform mesh with mesh-size i we obtain its discrete analog:

(e) =~ (") (CEn"). 2)

Furthermore, using the discrete Fourier Transform F, we obtain that

1 1 ~ ~
") = ~(Fy") T (Llkar ky)Fu") = — 3 7 L(ka by) © 7" (ks ) © 6" (ke k). (23)
ke ky
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Resolution 1/1024 1/512 1/256 1/128 1/64 1/32

Noisy input 1.6 x 107*  32x107* 6.1x107* 13x107% 29x107% 5.9x1073
Smoothinput 1.1 x 10™% 2.1 x107* 42x107* 78x107* 15x107% 3.1x1073

Table 2: The discrepancy between two consecutive gradients for the example problem Equation
using mesh-free convolutions. The discrepancy is reduced for both noisy and smooth data.

Algorithm 2 Full-Multiscale-SGD
Randomly initialize the trainable parameters 8.
forj=1,...,Ldo
Set mesh size to h; = 2177 h and 05” =641,
Solve the optimization problem on mesh £ ; using SGD and Algorithm mfor ol
Set 01 + @77
end for

As both ¥ and 6" are discrete Fourier transforms of the functions y and u, they converge to their
continuous counterparts as b — 0. Thus, £ converges to £* as h — 0, leading to a key result: unlike
standard convolutions, the gradients of our MFCs converge to a finite value as the mesh refines,
making them suitable for multiscale techniques like Multiscale-SGD, summarized in Lemma 3]

Lemma 3 (MFCs gradients converge as the mesh resolution refines.). Let ("(£) be define by
Equation 22)). Then at the limit,

lim ¢ =¢* and lm Vgl =V 0"
h—0 h—0

To demonstrate this property of the mesh-free convolution, we repeat Example[I] but this time with
the mesh-free convolutions. The results are reported in Table

4 THE FULL-MULTISCALE ALGORITHM

To leverage a multiscale framework, a common method is to first solve on a coarse mesh and
interpolate it to a finer mesh, a process called mesh homotopy (Haber et al.,[2007). When training
a neural network, optimizing the weights 8 on coarse meshes requires fewer iterations to refine on
fine meshes (Borzi & Schulz, [2012). Using Multiscale-SGD (Algorithm , the number of function
evaluations on fine meshes is minimized. This resolution-dependent approach is summarized in
Full-Multiscale-SGD (Borzi & Schulz, 2012)) (Algorithm 2)) and illustrated in Figure [2]

Convergence rate of Full-Multiscale-SGD. To further understand the effect of the full multiscale
approach, we recall the stochastic gradient descent converge rate. For the case where the learning
rate converges to 0, we have that after £ iterations of SGD, we can bound the error of the loss by

|E [¢(6,)] — E [¢(6M)]] < CO%, (24)

where C' is a constant, 8" is the parameter that optimizes the expectation of the loss, and Cj is a
constant that depends on the initial error at 8. Let 87 and 8" be the parameters that minimize the
expectation of the loss for meshes with resolution H > h and assume that || @7 — 0"|| < vH, where
- is a constant. This assumption is justified if the loss converges to a finite value as h — 0. During
the Full-Multiscale-SGD iterations (Algorithm [2), we solve the problem on the coarse mesh H to
initialize the fine mesh h. Thus, after &k steps of SGD on the fine mesh, we can bound the error by:

C
|[ECOK)] — E [((0)] | < vH . (25)
Requiring that the error is smaller than some ¢, renders a bounded number of required iterations
k~~C % Since in Algorithm , H = 27h, the number of iterations for a fixed error € is halved at
each level, the iterations on the finest mesh are a fraction of those on the coarsest mesh. As shown in
Table|3| multiscale speeds up training by a factor of ~160 compared to standard single-scale training.
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= Full-Multiscale-SGD, h=1 = Full-Multiscale-SGD, h=1 = Full-Multiscale-SGD + Convolution
F D, h - SGD + Convolution

—— SGD + MFC

= Full-Multiscale-SGD + MFC

||Gradient||

||Gradient]||

0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200
Iteration Iteration Iteration

(a) STANDARD CONVOLUTION (b) MESH-FREE CONVOLUTION (c) TRAINING LoOSs

Figure 4: Training on a Single Scale vs. Full-Multiscale-SGD (Ours). (a) uses standard convolutions,
and (b) shows Mesh-free convolutions (MFCs). Standard convolutions struggle with varying input
resolutions, as seen in the gradient increase, while MFCs handle continuous training with varying
resolutions. (c) plots training loss for standard and multiscale strategies with both convolution types,
showing that standard convolutions are unsuitable for multiscale training, whereas MFCs enable it.

5 EXPERIMENTAL RESULTS

In this section, we evaluate the empirical performance of our training strategies: Multiscale-SGD
(Algorithm [T)) and Full-Multiscale-SGD (Algorithm [2)), compared to the standard CNN training
with SGD. We demonstrate these strategies on architectures like ResNet (He et al.}|2016) and UNet
(Ronneberger et al.,|2015), and their MFC versions, where we replace standard convolutions with
our mesh-free convolutions (Section[3.1)). We denote these modified architectures as MFC-X, where
X is the original network architecture (e.g., MFC-ResNet and MFC-UNet). Additional details on
experimental settings, hyperparameters, architectures, and datasets are provided in Appendix [E]

Research Questions. We seek to address the following questions: 1. How effective are standard
convolutions with multiscale training? 2. Do mesh-free convolutions (MFCs) perform as predicted
theoretically in a multiscale setting? 3. Can multiscale training be broadly applied to typical CNN
tasks, and how much computational savings does it offer compared to standard training?

Metrics. To address our questions, we focus on performance metrics (e.g., MSE or SSIM) and the
computational effort for each method. As a baseline, we use a standard ResNet or UNet trained on a
single input resolution. We define a work unit (#WU ) as one application of the model on a single
image at the finest mesh (i.e., original resolution). In multiscale training, this unit decreases by a
factor of 4 with each downsampling. We then compare #WU across training procedures.

Blur Estimation. We begin by solving a quadratic problem to validate the theoretical concepts
discussed in Sections [2.2]and [3.2] Specifically, we estimate a blurring kernel directly from data (see
Nagy & Hansen|(2006)) for the definition). We assume both the image u and its blurred version y are
available on a 256 fine mesh. The relationship is linear, given by y = G x u + ¢, where G is the
blurring kernel. Given u and y, we solve the optimization problem ming $Eyy|ly — G * u]|2.

This is a quadratic stochastic optimization problem for the kernel G. We simulate u as a Random
Markov Field (Tenorio et al., [2011]) using a random 7 x 7 blurring kernel for G. The problem is
solved with standard CNNs and MFCs, comparing SGD, Multiscale-SGD, and Full-Multiscale-SGD
strategies. As seen in Figure ] for standard convolutions, the loss increases with mesh refinement,
making multiscale approaches ineffective. However, our MFCs maintain stable loss across meshes,
making the multiscale process efficient, with the final 50 iterations on the finest mesh. We measure
computational work by running 200 iterations on the fine mesh with SGD, Multiscale-SGD, and
Full-Multiscale-SGD, and early-stopping when the test loss plateaus. Table [3] shows that using
Multiscale-SGD yields significant savings, and Full-Multiscale-SGD offers even further savings.

Image Denoising. Here, one assumes data of the form u” = ty” + (1 — t)z where y” is some image
on a fine mesh h and z ~ N (0, I) is the noise. The noise level ¢ € [0, 1] is chosen randomly. The goal
is to recover u” from y”. The loss to be minimized is loss(0) = FEyn yn (|| f(u",t,0) — y"||.

We use the STL10 dataset, and the training complexity of SGD with Multiscale-SGD from Al-
gorithm [T] and Full-Multiscale-SGD from Algorithm [2] on several architectures. The results are
presented in Table [d] with additional results on the CelebA dataset in Table[6] We notice that both
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Training Strategy Iterations  #WU ({)
SGD (Single Scale) 200 12800
Multiscale-SGD (Ours) 200 187
Full-Multiscale-SGD (Ours) 145 81

Table 3: Tterations and #WU for blur estimation. Multiscale training significantly reduces costs.

Training Strategy #WU () MSE ()

UNet ResNet MFC-UNet MFC-ResNet
SGD (Single Scale) 480,000 0.1918  0.1629 0.1800 0.1862
Multiscale-SGD (Ours) 74,000  0.1975 0.1653 0.1719 0.1522
Full-Multiscale-SGD (Ours) 28,750  0.1567  0.1658 0.2141 0.1744

Table 4: Comparison of training strategies on the denoising task on the STL10 dataset.

multiscale training strategies achieved similar performance to SGD for all networks (see Table []
and Table[6) with a considerably lower number of #WU . The calculations for #WU for the three
training strategies have been presented in Appendix [C}] We provide visualizations of the results in
Appendix[G] and additional details on the experiment in Appendix [E]

Image Super-Resolution. Here we aim to predict a high-resolution image u” from a low-resolution
image y', which is typically a downsampled version of u”. The downsampling process is modeled
as y' = Du” + z, where D(-) is a downsampling operator (e.g., bicubic), and z is noise. The
goal is to invert this process and reconstruct u” using a neural network f(y', ). The loss function
is loss(0) = $Ey un || f(y'. 6) — uhH2 . The model f(y!,8) predicts the high-resolution image
u” from the low-resolution input y'.In Table our Full-Multiscale-SGD significantly accelerates

training while maintaining image quality, measured by SSIM. Additional details and visualizations
are provided in Appendix [E|and Appendix [G]

Training Strategy #WU () SSIM (1)

ESPCN ResNet MFC-ESPCN  MFC-ResNet
SGD (Single Scale) 16,000 0.84 0.82 0.84 0.83
Multiscale-SGD (Ours) 2,500 0.82 0.81 0.83 0.83
Full-Multiscale-SGD (Ours) 340 0.81 0.81 0.82 0.83

Table 5: Comparison of SSIM for ESPCN (Shi et al.} 2016), ResNet, MFC-ESPCN and MFC-ResNet
on the Urban100 dataset for the Super-Resolution using different training strategies.

6 CONCLUSIONS

In this paper, we introduced a novel approach to multiscale training for deep neural networks,
addressing the limitations of standard mesh-based convolutions. We showed that theoretically,
standard convolutions may not converge as h — 0 for noisy inputs, hindering performance. To solve
this, we proposed mesh-free convolutions inspired by parabolic PDEs with trainable parameters.
Our experiments demonstrated that mesh-free convolutions ensure consistent, mesh-independent
convergence, also in the presence of noisy inputs. Moreover, our empirical findings suggest that
our multiscale training approach can also be coupled with standard convolutions — positioning our
multiscale training approach as an alternative to standard SGD. This approach is well-suited for high-
resolution and 3D learning tasks where scalability and precision are crucial. Although the current
implementation of FFT-based convolutions like our MFCs is slower than standard convolutions, their
theoretical FLOPs count is competitive. We hope that the theoretical merits discussed in this paper
will inspire the development of efficient implementations of such methods.
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Reproducibility Statement. In Section [5} we outline the setups employed in our experiments,
followed by additional details in Appendix |E] such as dataset descriptions, the experimental settings
for each task, and the hyperparameters used in our studies. All our experiments are conducted on
publicly available datasets. We provide implementation details of our method that are reported in
Section[3.1] and in Algorithm[T]and Algorithm 2] To further facilitate the reproducibility of our work,
we will release all the data and code to reproduce our empirical evaluation upon acceptance.

REFERENCES

Guillaume Alain, Alex Lamb, Chinnadhurai Sankar, Aaron Courville, and Yoshua Bengio. Variance
reduction in sgd by distributed importance sampling. arXiv preprint arXiv:1511.06481, 2015.

Oron Anschel, Nir Baram, and Nahum Shimkin. Averaged-dqn: Variance reduction and stabilization
for deep reinforcement learning. In International conference on machine learning, pp. 176-185.
PMLR, 2017.

André Araujo, Wade Norris, and Jack Sim. Computing receptive fields of convolutional neural
networks. Distill, 4(11):e21, 2019.

A. Borzi. On the convergence of the mg/opt method. Number 5, December 2005.

Alfio Borzi and Volker Schulz. Computational optimization of systems governed by partial differential
equations, volume 8. SIAM, Philadelphia, PA, 2012. ISBN 978-1-611972-04-7. URL http:
//www.ams.org/mathscinet—getitem?mr=MR2895881.

W. Briggs, V. Henson, and S. McCormick. A Multigrid Tutorial, Second Edition. Society for
Industrial and Applied Mathematics, second edition, 2000. doi: 10.1137/1.9780898719505. URL
https://epubs.siam.org/doi/abs/10.1137/1.9780898719505/

Neil K. Chada, Ajay Jasra, Kody J. H. Law, and Sumeetpal S. Singh. Multilevel bayesian deep neural
networks, 2022. URL https://arxiv.org/abs/2203.12961.

Jianfei Chen, Jun Zhu, and Le Song. Stochastic training of graph convolutional networks with
variance reduction. arXiv preprint arXiv:1710.10568, 2017.

Lei Ding, Jing Zhang, and Lorenzo Bruzzone. Semantic segmentation of large-size vhr remote sensing
images using a two-stage multiscale training architecture. IEEE Transactions on Geoscience and
Remote Sensing, 58(8):5367-5376, 2020.

Moshe Eliasof, Benjamin J Bodner, and Eran Treister. Haar wavelet feature compression for quantized
graph convolutional networks. IEEE Transactions on Neural Networks and Learning Systems,
2023a.

Moshe Eliasof, Jonathan Ephrath, Lars Ruthotto, and Eran Treister. Mgic: Multigrid-in-channels
neural network architectures. SIAM Journal on Scientific Computing, 45(3):S307-S328, 2023b.

Elizar Elizar, Mohd Asyraf Zulkifley, Rusdha Muharar, Mohd Hairi Mohd Zaman, and Seri Mastura
Mustaza. A review on multiscale-deep-learning applications. Sensors, 22(19):7384, 2022.

L. C. Evans. Partial Differential Equations. American Mathematical Society, San Francisco, 1998.

Shahaf E Finder, Yair Zohav, Maor Ashkenazi, and Eran Treister. Wavelet feature maps compression
for image-to-image cnns. Advances in Neural Information Processing Systems, 35:20592-20606,
2022.

11


http://www.ams.org/mathscinet-getitem?mr=MR2895881
http://www.ams.org/mathscinet-getitem?mr=MR2895881
https://epubs.siam.org/doi/abs/10.1137/1.9780898719505
https://arxiv.org/abs/2203.12961

Under review as a conference paper at ICLR 2025

Shin Fujieda, Kohei Takayama, and Toshiya Hachisuka. Wavelet convolutional neural networks.
arXiv preprint arXiv:1805.08620, 2018.

Velappa Ganapathy and Kok Leong Liew. Handwritten character recognition using multiscale neural
network training technique. International Journal of Computer and Information Engineering, 2(3):
638-643, 2008.

Michael B Giles. Multilevel monte carlo path simulation. Operations research, 56(3):607-617, 2008.
Michael B Giles. Multilevel monte carlo methods. Acta numerica, 24:259-328, 2015.
Ian Goodfellow, Yoshua Bengio, and Aaron Courville. Deep Learning. MIT Press, November 2016.

E. Haber, S. Heldmann, and U. Ascher. Adaptive finite volume method for the solution of discontinu-
ous parameter estimation problems. Inverse Problems, 2007.

Eldad Haber, Lars Ruthotto, Elliot Holtham, and Seong-Hwan Jun. Learning across scales - A
multiscale method for convolution neural networks. abs/1703.02009:1-8, 2017. URL http|
//arxiv.org/abs/1703.020009.

Juncai He and Jinchao Xu. Mgnet: A unified framework of multigrid and convolutional neural
network. Science china mathematics, 62:1331-1354, 2019.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image
recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 770-778, 2016.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. Denoising diffusion probabilistic models. Advances in
neural information processing systems, 33:6840-6851, 2020.

Adam M Johansen, Ludger Evers, and N Whiteley. Monte carlo methods. International encyclopedia
of education, pp. 296-303, 2010.

Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014.

Alexander Kirillov, Eric Mintun, Nikhila Ravi, Hanzi Mao, Chloe Rolland, Laura Gustafson, Tete
Xiao, Spencer Whitehead, Alexander C Berg, Wan-Yen Lo, et al. Segment anything. In Proceedings
of the IEEE/CVF International Conference on Computer Vision, pp. 4015-4026, 2023.

Yann Lecun and Corinna Cortes. The MNIST database of handwritten digits. URL http://yann,
lecun.com/exdb/mnist/\

Zongyi Li, Nikola Kovachki, Kamyar Azizzadenesheli, Burigede Liu, Kaushik Bhattacharya, Andrew
Stuart, and Anima Anandkumar. Fourier neural operator for parametric partial differential equations.
arXiv preprint arXiv:2010.08895, 2020a.

Zongyi Li, Nikola Kovachki, Kamyar Azizzadenesheli, Burigede Liu, Kaushik Bhattacharya, Andrew
Stuart, and Anima Anandkumar. Neural operator: Graph kernel network for partial differential
equations. arXiv preprint arXiv:2003.03485, 2020b.

Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ramanan, Piotr
Dollar, and C Lawrence Zitnick. Microsoft coco: Common objects in context. In Computer Vision—
ECCV 2014: 13th European Conference, Zurich, Switzerland, September 6-12, 2014, Proceedings,
Part V 13, pp. 740-755. Springer, 2014.

J. Nagy and P.C. Hansen. Deblurring Images. SIAM, Philadelphia, 2006.

S.G. Nash. A multigrid approach to discretized optimization problems. Optimization Methods and
Software, 14:99-116, 2000.

Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang, Zachary DeVito,
Zeming Lin, Alban Desmaison, Luca Antiga, and Adam Lerer. Automatic differentiation in
pytorch. In Advances in Neural Information Processing Systems, 2017.

12


http://arxiv.org/abs/1703.02009
http://arxiv.org/abs/1703.02009
http://yann.lecun.com/exdb/mnist/
http://yann.lecun.com/exdb/mnist/

Under review as a conference paper at ICLR 2025

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomedical
image segmentation. CoRR, abs/1505.04597, 2015. URL http://arxiv.org/abs/1505.
04597.

C. B. Scott and Eric Mjolsness. Multilevel artificial neural network training for spatially correlated
learning. SIAM Journal on Scientific Computing, 41(5):S297-S320, 2019.

A. Shapiro, D. Dentcheva, and D. Ruszczynski. Lectures on Stochastic Programming: Modeling and
Theory. SIAM, Philadelphia, 2009.

Wenzhe Shi, Jose Caballero, Ferenc Huszér, Johannes Totz, Andrew P Aitken, Rob Bishop, Daniel
Rueckert, and Zehan Wang. Real-time single image and video super-resolution using an efficient
sub-pixel convolutional neural network. In Proceedings of the IEEE conference on computer vision
and pattern recognition, pp. 1874-1883, 2016.

Yuyang Shi and Rob Cornish. On multilevel monte carlo unbiased gradient estimation for deep
latent variable models. In International Conference on Artificial Intelligence and Statistics, pp.
3925-3933. PMLR, 2021.

L. Tenorio, F. Andersson, M. de Hoop, and P. Ma. Data analysis tools for uncertainty quantification
of inverse problems. Inverse Problems, pp. 045001, 2011.

U. Trottenberg, C. Oosterlee, and A. Schuller. Multigrid. Academic Press, 2001.

Andreas Van Barel and Stefan Vandewalle. Robust optimization of pdes with random coefficients
using a multilevel monte carlo method. SIAM/ASA Journal on Uncertainty Quantification, 7(1):
174-202, 2019.

Antonia van Betteray, Matthias Rottmann, and Karsten Kahl. Mgiad: Multigrid in all dimensions.
efficiency and robustness by weight sharing and coarsening in resolution and channel dimensions.
In Proceedings of the IEEE/CVF International Conference on Computer Vision, pp. 1292—-1301,
2023.

Yating Wang, Siu Wun Cheung, Eric T Chung, Yalchin Efendiev, and Min Wang. Deep multiscale
model learning. Journal of Computational Physics, 406:109071, 2020.

Man-Wah Wong. Introduction to pseudo-differential Operators, An, volume 6. World Scientific
Publishing Company, 2014.

Bolei Zhou, Hang Zhao, Xavier Puig, Tete Xiao, Sanja Fidler, Adela Barriuso, and Antonio Torralba.
Semantic understanding of scenes through the ade20k dataset. International Journal of Computer
Vision, 127:302-321, 2019.

13


http://arxiv.org/abs/1505.04597
http://arxiv.org/abs/1505.04597

Under review as a conference paper at ICLR 2025

A BACKGROUND ON THE SOLUTION OF PARABOLIC EQUATIONS

The convolution we use is defined by the solution of the parabolic PDE
v = Lo v(0,x) = Ru (26)
equipped with periodic boundary conditions and on the bounded domain [0, 1]2. We now review the
basic principles of parabolic PDEs to shed light on this choice.
We start with the operator £ that has the form
0*v 0%v 0*v

LU= gy

We say that the operator is elliptic if

Ol g Qlyy — aiy >0 (28)
The ellipticity of the operator guarantees that it has an inverse (up to a constant) and that the parabolic
Equation 27]is well-posed.

It is easy to verify that the eigenfunctions are given by Fourier vectors of the form

Gmn(2,y) = exp(2mi(mz + ny))
Substituting an eigenfunction in the differential operator, we obtain that the corresponding negative
eigenvalue is
Amn, = 42 (0¢wm2 + ayyn?® + 2ozwynm)
Note that the eigenvalues are negative as long as Equation 28] holds.

Consider now a time-dependent problem given by Equation[26] Consider a solution of the form

’U(t, x, y) = Z 'Umn<t)¢mn(x’ y)

Substituting, we obtain an infinite set of ODEs of the form

avmn
En v (29)

with the solution

Umn = exp(_>\7ant)Um7L(O)-
Since A, > 0, the solution for each component decays to 0 with faster decay for high-frequency
components. Thus, the convolution is well-posed as long as the condition in Equation [28]is kept.

B PROOFS

B.1 PROOF TO LEMMAI

Proof. To prove Lemmal[I] we further analyze Example[T]by asking: how does the gradient of the
function behave as we downsample the mesh? To this end, we study the linear model in Example/[T]for
a single input and output channels, with a 1D convolution kernel of size 3. The loss to be optimized
is defined as:
1 1
06, u",y") = E(yh)T(e wul) = - Z(alug_1 + 62u) + 63u, | )y", (30)
J

where 0 are trainable convolution weights, and y” is a discretization of some function on the grid x".
The derivative with respect to 0 is given by:

1 1 1
h hoh } hoh h hoh
g1 = " E Y%t g = n E y;juy, g3 = " E Yiui_q- €1y}
Let us also consider the same analysis, but on a nested mesh with mesh size 2h, that yields:
2 2 2
2h 2h hoh 2h h.h
W , Su, = — W 9. 32
gl—ngyjﬁz g5 nEij g3 nEijz (32)

If both functions u(z) and y(z) are smooth, then, we can use Taylor’s theorem to obtain
iz = ¥i (41 +haj g + O(h%)) =y + O(h),

and therefore, the gradients computed on mesh sizes h and 2h are O(h) away, where the error
depends on the magnitude of the derivative of u(x) at point x; 4. O
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B.2 PROOF TO LEMMA[2

Proof. To prove the Lemma, we recall that the convolution is invariant under Fourier transform.
Indeed, let u(ky, ky) = Fu and y(k,, k) = Fy, then, we can write

(&) = /E(km,ky)ﬁ(kz7ky)§(kx,ky) dk,dk,. (33)

Since the symbol limy,, %, L(kz, ky) — 0 exponentially, the loss in continuous space, £* converges
to a finite quantity. Moreover, the derivatives of the loss with respect to its parameters are

aae —_ / bkt 7L (ks by (ks by YKoy by) dbndky mil =2y (340)

Qml

% - /y(km,ky)ﬂ(km,ky)ﬁ(k:m,k:y) dkydk, (34b)
0

gi :/yj(k:w,ky)ﬂ(kx,ky)iklﬁ(kx,ky) dkydky 1=,y (340)
1

which also converges to a finite quantity by Parseval’s theorem.

B.3 EQUIVALENCE BETWEEN REGULAR CONVOLUTIONS AND DISCRETIZED MFCS ON A
FIXED MESH

Lemma 4. Given a fixed mesh of size h and a k x k convolution K. There exists a MFC Kg with
parameters 0 that is discretized on the same mesh such that given € > (

[Kou — Ku|> <e, Yu (35)

The implications of the lemma is that given a standard network it is always possible to replace the
convolutions with MFC and remain within the same accuracy, as our experiments show.

Proof. The proof for this lemma is straight forward. Notice that the convolution is made from two
parts. The first is a spatial component that involves the Fourier transform and the operation in Fourier
space and the second is a 1 x 1 convolution that combines the spacial channels. We prove the lemma
for a single channel. For problems with ¢ channels it is possible to concatenate the same structure ¢
times with different parameters.

To obtain any k x k convolution we need to be able to express the convolution stencil by a basis of k2
convolutions that are linearly independent. To be specific, the standard convolution can be written as

k k
KU. = Z Z Kij (eij * ll) (36)
j=1i=1

where e;; represents a convolution with a stencil of zeros and 1 in the 7, j location and Kj;; is the ij
entry of K. For Mesh Free convolution discretize on a regular mesh and using different values of
0izy then the solutions of the parabolic PDE are linearly independent (Evans} [1998). Now use any
combination the parameters -y and vary «,, over m > k? different values. Choose 7 sufficiently
small such that it covers the same apparatus of the standard convolution. We obtain k? different
spatial convolutions €;, each corresponds to a different tilting parameter c,. Since the new set of
convolutions are linearly independent they form a basis for any m convolution. In particular, it is
possible to minimize the over-determined linear system for the coefficients c such that

2
m

k k
Incin Z Z Kijei]‘ — Z czél(é?) (37)
j=11i=1 i=1
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C COMPUTATION OF #WU WITHIN A MULTISCALE FRAMEWORK

Definition 1 (Working Unit (WU)). A single working unit (WU) is defined by the computation of a
model (neural network) on an input image on its original (i.e., highest) resolution.

Remark 1. To measure the number of working units (#WUs) required by a neural network and its
training strategy, we measure how many evaluations of the highest resolution are required. That is,
evaluations at lower resolutions are weighted by the corresponding downsampling factors. In what
follows, we elaborate on how #WUs are measured.

We now show how to measure the computational complexity in terms of #WU for the three training
strategies SGD, Multiscale-SGD, and Full-Multiscale-SGD. For the Multiscale-SGD approach, all
computations happen on the finest mesh (size i), while for Multiscale-SGD and Full-Multiscale-SGD,
the computations are performed at 4 resolutions (h, 2h, 4h, 8h). The computation of running the
network on half resolution is 1/4 of the cost, and every coarsening step reduces the work by an
additional factor of 4. In the Equations below, we denote use the acronyms MSGD for Multiscale-
SGD, and FMSGD for Full-Multiscale-SGD From equation @ we have,

Eg"(0) =E [g"(0) —g*"(0)] +E [¢*"(6) —""(6)] +E [g""(0) —&*"(0)] +E [g(8)] (38)

With Multiscale-SGD, the number of #WU in one iteration needed to compute the Eg”(8) is given
by,

! 1) Ny (39)

1 1 1
H#W =Nogl1l+ - N- No|l —+ —
U wisap 0( +4) * 1( * 16) * 2(16 T61) " 6
where Ny, N1, N2 and N3 represent the batch size at different scales. With Ny = 2Ny, Ny = 4N
and N3 = 8Ny, #WU for [ iterations become,

37TNoI

#WU wmisap = ~ 2.31NoI (40)

Alternately, seeing an equivalent amount of data, doing these same computations on the finest mesh
with SGD, the #WU per iteration is given by, No x 1 + N; x 1 + Ny x 1 + N3 x 1 images in
one iteration (where each term is computed at the finest scale). With Ny = 2Ny, No = 4Ny, and
N3 = 8Ny, the total #WU for [ iterations in this case, becomes,

#WU ggp = 156Nl (41)
Thus, using Multigrid-SGD is roughly 6.5 times cheaper than SGD.

The computation of #WU for the Full-Multiscale-SGD framework is more involved due to its cycle
taking place at each level. As a result, #WU at resolutions h, 2h, 4h and 8h can be computed as,

1 1 1 1 N}
#WU pwsap(h) = I X [NO (1 4) + Ny ( 16) TN (16 " 64) } @
_ I 2h 1 an (1 1 N3"

#WU pysop(2h) = e {NO 14— 1 + Ny 1 + 16 + 16 (43)
I4h 4h 1 N

WU pvscp (4h) 16 [ 0 1)ty @

1,
#WU pusop(8h) = 682 x Ny™ 45
(46)

where I, Iop, I4n, and Iy, represent the number of training iterations at each scale. Choosing 1
iterations at the coarsest scale with I = Igy, = 214y, = 4Ig), = 81}, and N| = 2N, N = 4N{, and
NI = 8N} for each r € {h, 2h,4h,8h}, the total #WU for Full-Multiscale-SGD become,

37 17 7

#WU pmsgp = NéLI + 7N2hl + 7N61hl +

NShJ 4
16 -8 32. 64 -2 0 “7)

64
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Finally, choosing Ngjh = 2/ Ny, total #WU simplifies to,
115
#WU pvsop = 1728NOI ~ 0.90NoI (48)

Thus, it is roughly 16 times more effective than using SGD.

D ADDITIONAL RESULTS

D.1 EXPERIMENTS FOR THE DENOISING TASK ON THE CELEBA DATASET

To observe the behavior of the Full Multiscale algorithm, we performed additional experiments for
the denoising task on the CelebA dataset using UNet, ResNet, MFC-UNet, and MFC-ResNet. The
results have been presented in Table [f] showing that both multiscale training strategies achieved
similar performance to SGD for all networks with a considerably lower number of #WU .

Training Strategy #WU () MSE ()

UNet ResNet MFC-UNet MFC-ResNet
SGD (Single Scale) 480,000 0.0663 0.0553 0.0692 0.0699
Multiscale-SGD (Ours) 74,000  0.0721 0.0589 0.0691 0.0732
Full-Multiscale-SGD (Ours) 28,750  0.0484 0.0556 0.0554 0.0533

Table 6: Comparison between the performance of different networks (UNet, ResNet, MFC-UNet,
and MFC-ResNet) for the denoising task on the CelebA dataset using various training strategies. We
report the mean MSE computed over 512 images from the validation set and the total #WU under
each training framework.

D.2 EXPERIMENTS AND COMPARISONS WITH DEEPER NETWORKS

While we have shown that MFCs can replace convolutions on shallow networks as well as UNets,
in our following experiment, we show that they can perform well even for deeper networks. To this
end, we compare the training to ResNet-18 and ResNet-50, as well as UNets with 5 levels, for the
super-resolution task on Urban 100. The results are presented in Table [7]

D.3 COMPARISON WITH FOURIER BASE CONVOLUTIONS IN SUPER-RESOLUTION TASKS

We conducted experiments on the Urban100 dataset to evaluate the performance of different convo-
lutional techniques in super-resolution tasks. Specifically, we compared the widely used ESPCN
architecture with our proposed MFC-ESPCN (which uses parabolic, mesh-free convolutions) and
FNO-ESPCN (which incorporates spectral convolutions used by the FNO paper). The results,
measured using the SSIM metric, highlight that our MFC-ESPCN achieves comparable or better
performance than standard convolutional methods while requiring lower computational resources.
Furthermore, MFC-ESPCN outperforms the FNO-based spectral convolution approach, as it ef-
fectively captures both local and global dependencies without being limited by the truncation of
frequencies in the Fourier domain. The results for the task of multi-resolution are presented in Table|[g]

D.4 EXPERIMENTS WITH A FIXED BUDGET
An additional way to observe convergence is to plot the convergence as a function of work units. In

this way, it is possible to assess the convergence of different methods for giving some value to the
work units. To this end, we plot such a curve in Figure 3]

D.5 INCORPORATION OF MFCS IN SEGMENT-ANYTHING MODEL

While mesh-free convolutions are designed to have an adaptive receptive field that can change for
different problems, they can also be used as a replacement in standard architectures. To this end, we
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Training Strategy #WU () MSE (1)

ResNetl8 ResNet50 MFC-ResNetl8 MFC-ResNet50  UNet(5 levels) MFC-Unet(5 levels)
SGD (Single Scale) 480,000 0.1623 0.1614 0.1620 0.1611 0.1610 0.1609
Multiscale-SGD (Ours) 74,000 0.1622 0.1611 0.1617 0.1602 0.1604 0.1605
Full-Multiscale-SGD (Ours) 28,750 0.1588 0.1598 0.1598 0.1599 0.1597 0.1594

Table 7: Comparison of training strategies on the denoising task on the STL10 dataset for ResNet18,
ResNet50 and a deeper UNets.

Training Strategy SSIM (1)

ESPCN MFC-ESPCN FNO-ESPCN
SGD (Single Scale) 0.841 0.842 0.744
Multiscale-SGD (Ours) 0.822 0.831 0.743
Full Multiscale-SGD (Ours)  0.811 0.823 0.732

Table 8: Performance Comparison of ESPCN, MFC-ESPCN, and FNO-ESPCN across different
training strategies, on the super-resolution task on the Urban100 dataset. SSIM is used as the
evaluation metric, where higher values indicate better image similarity to the ground truth.

conducted the following experiment. We downloaded the popular Segment Anything model (SAM)
with ViT-B backbone, trained on 11 million images from the SA-1B dataset (Kirillov et al.l[2023).
This network contains a number of standard 2D convolutions. We replaced all 2D convolutions
with kernel size 3 x3 with our MFCs, and trained only the parameters for MFCs, keeping the rest of
the model weights frozen during training. The training was performed on a single image obtained
from the SA-1B dataset (Kirillov et al.l 2023)). The final trained model, MFC-SAM, was tested on
1000 images from validation of the MS COCO and ADE20K
segmentation datasets. The inference was performed using the SamAut omaticMaskGenerator
(Kirillov et al} [2023) with points_per_side = 64. We present the results comparing the
performance of SAM and MFC-SAM on mean predicted IoU and mean stability score metrics in
Table[9] which shows the very similar performance of SAM and MFC-SAM in terms of the quality of
the predicted segmentation masks. A sample comparison between segmentation is shown in Figure [f]

Given Lemmaf] the results of replacing 2D convolutions with MFCs are not surprising as it is always
possible to replace a standard convolution with an MFC on a particular mesh.

Data Methods ~ Mean predicted IoU (1) Mean stability score (1)

SAM 0.934 0.968
COCO  MrC-sam 0.928 0.965

SAM 0.931 0.969
ADE20K  \iec saM 0.928 0.966

Table 9: Comparison between SAM and MFC-SAM for the prediction of segmentation masks on
mask quality metrics like predicted IoU and stability score on 1000 images from the MS COCO and
ADE20K datasets.

D.6 TRAINING FOR LONGER
We have experimented with longer training of our network by doubling the number of epochs of

the experiment reported in Table|/|for the ResNet-18 and ResNet-50. The results for a single mesh
(SGD) are summarized in Table

D.7 COMPARISON OF RUNTIMES BETWEEN A SINGLE STANDARD 2D CONVOLUTION AND
MFC

We compared the runtimes of a single standard 2D convolution (nn.Conv2d from PyTorch) over
different kernel sizes (3 X 3,5 X 5,7 x 7,9 x 9 and 13 x 13) and image sizes ranging from 32 x 32
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Figure 5: Convergence of different methods as a function of work-units

Input SAM MFC-SAM

Mean Predicted loU: 0.940 Mean Predicted loU: 0.942 A

Figure 6: Left: The input image; Middle: Predicted masks using SAM (ViT-B backbone); Right:
Predicted masks using MFC-SAM, where all 3 x 3 convolutions in SAM are replaced by our proposed
MFCs.

to 512 x 512 with 3 channels. Similarly, we also computed runtimes for a single MFC operation
(with scaling factor 7 = 0.1) over different image sizes. All operations were performed on an Intel(R)
Xeon(R) Gold 5317 CPU @ 3.00GHz with x86_64 processor, 48 cores, and a total available RAM of
819 GB. The average of the runtimes (in milliseconds) over 500 operations for all experiments have
been presented in Figure[7] In addition, we report the FLOPs required by standard convolutions with
varying kernel and input image sizes, with the FLOPs required by our MFCs, in Table [T}

D.8 MULTISCALE-SGD vS. RANDOM CROPS

A method that implicitly includes multiscale training is that of the data-augmentation technique of
random crops. We now compare the performance between using random crops and our Multiscale-
SGD, using the "RandomResizedCrop’ transform from torchvision in PyTorch (Paszke et al 2017).
As shown in Table[T2] the performance with random crops exhibits a slight deterioration compared to
fixed-size images. This reduction in performance can likely be attributed to the smaller receptive field
introduced by the use of random crops, compared with our Multiscale-SGD, which uses multiple
resolutions of the image.

D.9 RESULTS WITH DIFFUSION MODELS

We now study the applicability of our Multiscale training framework to the training of a diffusion
model. Specifically, we use the architecture and training loss in Denoising Diffusion Probabilistic
Models (DDPM) (Ho et al.} [2020) coupled with our Full-Multiscale-SGD framework, on the MNIST
dataset (Lecun & Cortes). We compare the generated images by the standard DDPM and DDPM
augmented with our Full-Multiscale-SGD framework in Figure[§] alongside the ground-truth images
from MNIST, for reference. As evident, both methods yield images that are similar to MNIST images,
indicating the applicability of our Multiscale training framework for diffusion models.
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Double #iterations  Architecture MSE ()

No ResNet-18 0.1622
No ResNet-50 0.1611
Yes ResNet-18 0.1599
Yes ResNet-50 0.1585

Table 10: Experiments with longer training (double the number of iterations) of ResNetl8 and
ResNet50 on the denoising task on the STL10 dataset.

104 4

103 4

Runtime (ms)
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—e— MFC(t=0.1)

== cnlog(n), where c=3

1024
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Figure 7: Comparison of runtimes (milliseconds) for a single standard 2D convolution with different
kernel sizes (3 X 3,5 X 5,7 X 7,9 x 9 and 13 x 13) and MFC over images of different sizes ranging
from 32 x 32 to 512 x 512 with 3 channels. All runs were performed on the CPU.

E EXPERIMENTAL SETTING

For the denoising task, the experiments were conducted on STL10 and CelebA datasets. The networks
used were UNet, ResNet with standard convolutions MFC-UNet, and MFC-ResNet with mesh-free
convolutions. The key details of the experimental setup are summarized in Table[T3] For the image
super-resolution task, the experiments were conducted on the Urban100 dataset, employing a deep
residual network and utilizing a multiscale training strategy. The key details of the experimental setup,
including the optimizer, loss function, and training strategies, are summarized in Table[T4] All our
experiments were conducted on an NVIDIA A6000 GPU with 48GB of memory. Upon acceptance,
we will release our source code, implemented in PyTorch (Paszke et al., 2017).

F RUNTIMES

To have a fair time comparison, we measure the time for the network to process the same number of
examples in each of the experiments. Let us consider the case of 4 levels within a Multiscale-SGD
training strategy. In this case, a multiscale computation of the gradient processes for every single
image on the finest resolution, 2 images on the next resolution, 4 on the third resolution, and 8 on the
coarsest resolution. Thus, we compare its runtimes with the time it takes to process a batch of 15
fine-scale images, as with the standard approach of SGD. The results are measured on ResNet and
MFC-ResNet architectures.

We observe a significant time reduction when considering the multiscale strategy. Note that the
MEFC-ResNet is more expensive than the standard ResNet. This is due to the computation of the
Fourier transform, which is more expensive than a simple convolution.
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Image Size (nxn) / Kernel Size (k xk)

32

64

128

256

5 2.62 x 107/5.56 x 107 1.05 x 10%/2.65 x 10%  4.19 x 108/1.23 x 10°  1.68 x 10°/5.57 x 10°
7 5.14 x 107/5.56 x 107 2.06 x 108/2.65 x 108  8.22 x 108/1.23 x 10°  3.29 x 10?/5.57 x 10°
9 8.49 x 107/5.56 x 107 3.40 x 10%/2.65 x 108  1.36 x 10°/1.23 x 10°  5.44 x 10°/5.57 x 10°
1 1.27 x 108/5.56 x 107 5.08 x 10%/2.65 x 10°  2.03 x 10°/1.23 x 10°  8.12 x 10/5.57 x 10°
13 1.77 x 108/5.56 x 107 7.09 x 10%/2.65 x 10%  2.84 x 109/1.23 x 10°  1.13 x 10'/5.57 x 10°
15 2.36 x 108/5.56 x 107 9.44 x 10%/2.65 x 10%  3.77 x 10°/1.23 x 10°  1.51 x 10'°/5.57 x 10°

Table 11: Comparison of FLOPs for Standard Convolutions and MFCs across different image and
kernel sizes. The reported FLOPs are in the format of Standard Convolutions / our MFCs.

Training Strategy UNet MFC (Random crops) UNet Regular Convs. (Random crops) UNet MFC UNet Regular Convs.

Multiscale 0.1623 0.1612 0.1605 0.1604
Full Multiscale 0.1619 0.1601 0.1609 0.1597
Single Mesh 0.1602 0.1621 0.1594 0.1610

Table 12: Comparison of training strategies with UNet using MFCs and regular convolutions, with
random crops vs. our Multiscale-SGD.

G VISUALIZATIONS

In this section, we include visualization of the outputs obtained from baseline UNet and ResNet
models, as well as our MFC-UNet and MFC-ResNet networks. The visualizations for the super-
resolution task are provided in Figure [I3|and Figure [T4] The visualizations for the denoising task on
the STL-10 dataset are provided in Figure[Q]and Figure[I0} The visualizations for the denoising task
on the CelebA dataset are provided in Figure[IT]and Figure[12]

H COMPARING FEATURE MAPS BETWEEN CNNS AND MFCs

As seen in the experimental results, standard convolutions can benefit from the multiscale framework
even though they may not converge in theory. We hypothesize that this is due to the smoothing
properties of the filters that are obtained in the training of CNNs. To this end, we use the denoising
experiment and plot the feature maps after the first layer in a ResNet-18. A few of the feature maps
for our convolutions, as well as regular convolutions, are presented in Figure[T3] As can be seen in
the figure, both our filters and standard CNNs tend to smooth the noisy data and generate smoother
feature maps. This can account for the success of standard CNN training in this experiment.

I ANALYSIS OF THE COST OF TRAINING COMPARED TO LOSS

One possible way to observe the advantage of multiscale training is to record the loss as a function of
computational budget; that is, rather than recording the number of iterations, we record the loss as a
function of computational cost. To this end we add a figure of the loss as a function of WU.
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Table 13: Experimental details for training for the denoising task

Component Details

STL10 and CelebA. Images from both datasets
were resized to a dimension of 64 x 64

UNet: 3-layer network with 32, 64, 128 filters,
and 1 residual block (res-block) per layer

Network architectures ResNet: 2-layer residual network 128 hidden channels
MFC-UNet: 3-layer network with MFCs with 32
hidden channels and 1 res-block per layer
MFC-ResNet: 2-layer residual network with MFCs
with 128 hidden channels

UNet: 2,537,187;

Number of traini ) ResNet: 597,699,
umber of training parameters e {Ner: 2307411,

MFC-ResNet: 532,163

SGD, Multiscale-SGD and
Full-Multiscale-SGD for all networks

Dataset

Training strategies

Loss function MSE loss
Optimizer Adam (Kingma & Ba,2014)
Learning rate 5 x 10~* (constant)

Dynamic batch sizing is used, adjusting the batch size
Batch size strategy upwards during different stages of training for
improved efficiency. For details, see Appendix

Multiscale levels 4

SGD and Multiscale-SGD: [2000, 2000, 2000, 2000],
Full-Multiscale-SGD: [2000, 1000, 500, 250] for the 4 levels

Evaluation metrics MSE over the 512 images from the validation set

Iterations per level
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Figure 8: Left: Ground-truth images from MNIST; Middle: Images generated using DDPM with
standard convolutions; Right: Images generated using DDPM with Full-Multiscale-SGD.

Table 14: Experimental details for training for the super-resolution task

Component

Details

Dataset

Network Architecture

Training Strategy
Loss Function
Optimizer
Learning Rate
Batch Size Strategy
Multiscale Levels
Early Stopping

Evaluation Metric

Urban100, consisting of paired low-resolution and high-resolution image
patches extracted for training and validation.

A deep residual network (ResNet) with 5 residual blocks, specifically
designed for image super-resolution. The ESPCN and the modified
architectures with MFC were also included for a better comparison.

A multiscale training approach is employed, utilizing Full-Multiscale-
SGD cycles to progressively refine image resolution during training.
The Structural Similarity Index Measure (SSIM) is used to maximize
perceptual quality between predicted and target images.

The Adam (Kingma & Bal 2014} optimizer, initialized with a learning
rate of le-3, is used for its adaptive gradient handling.

Set to an initial value of le-3.

Dynamic batch sizing is used, adjusting the batch size upwards during
different stages of training for improved efficiency. For details, see
Appendix [C}

A hyperparameter capped at 4.

Implemented based on the validation loss and gradient norms, aiming to
prevent overfitting and reduce computation time.

Validation loss is calculated using SSIM to evaluate the quality of the
generated high-resolution images.

ResNet
Training Strategy SGD  Multiscale-SGD (QOurs, 4 levels)
Time (ms) 21.5 1.43
MFC-ResNet
Training Strategy SGD  Multiscale-SGD (Ours, 4 levels)
Time (ms) 27.3 1.79

Table 15: Runtime (milliseconds) per training iteration using standard convolution kernels, and our
MFCs. The results are measured on ResNet and MFC-ResNet architectures with an input image size
of 256 x 256 on an NVIDIA A6000 GPU.
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Figure 10: A comparison of different network predictions for Single Scale, Multiscale, and Full-
Multiscale for an image from the STL10 dataset. The first two columns display the original image
and data (same for all rows), followed by results from UNet, ResNet, MFC-UNet, and MFC-ResNet.
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Ground truth MFC-UNet

Noisy input UNet ResNet - MFC-ResNet

Multiscale Single Scale

Full-Multiscale

Figure 11: A comparison of different network predictions for Single Scale, Multiscale, and Full-
Multiscale for an image from the CelebA dataset. The first two columns display the original image
and data (same for all rows), followed by results from UNet, ResNet, MFC-UNet, and MFC-ResNet.
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Figure 12: A comparison of different network predictions for Single Scale, Multiscale, and Full-
Multiscale for an image from the CelebA dataset. The first two columns display the original image
and data (same for all rows), followed by results from UNet, ResNet, MFC-UNet, and MFC-ResNet.
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Figure 13: A comparison of different networks predictions for SGD, Multiscale-SGD, and Full-

Multiscale-SGD for an image from the Urban100 dataset.
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Figure 14: A comparison of different networks predictions for Single Scale, Multiscale, and Full-

Multiscale for an image from the Urban100 dataset..
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Figure 15: First row: Input images. Second row: feature maps obtained after the first layer of a
ResNet-18 with our MFCs. Third row: feature maps obtained after the first layer of a ResNet-18
with standard convolutions. Both networks are trained on the denoising task on the STL10 dataset.
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