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Abstract

It has been recently observed in much of the literature that neural networks exhibit
a bottleneck rank property: for larger depths, the activation and weights of neural
networks trained with gradient-based methods tend to be of approximately low rank.
In fact, the rank of the activations of each layer converges to a fixed value referred
to as the “bottleneck rank”, which is the minimum rank required to represent the
training data. This perspective is in line with the observation that regularizing
linear networks (without activations) with weight decay is equivalent to minimizing
the Schatten p quasi norm of the neural network. In this paper we investigate
the implications of this phenomenon for generalization. More specifically, we
prove generalization bounds for neural networks which exploit the approximate
low rank structure of the weight matrices if present. The final results rely on the
Schatten p quasi norms of the weight matrices: for small p, the bounds exhibit

a sample complexity 5(W7’L2) where W and L are the width and depth of the
neural network respectively and where r is the rank of the weight matrices. As p
increases, the bound behaves more like a norm-based bound instead.

1 Introduction

The success of neural networks in many applications during the most recent artificial intelligence boom
has driven substantial research efforts into understanding their generalization behavior [[1, 12} 13} 4} 5L 16].
Whilst early work [[7] focused on traditional approaches such as VC dimensions and parameter count,
the increasingly evident ability of DNNSs to generalize well (even in massively overparametrized
regimes) has shifted the community’s focus beyond purely architectural bounds [8} 9]. It is now
accepted that a satisfactory explanation of Neural Networks’ generalizing abilities must incorporate
more refined information about the training process and the properties of the representation functions,
which spontaneously arise from training DNNs on natural data 10, [11]].

One of the simplest ways to characterize the ‘simplicity’ of functions learnt by neural networks
through the geometry of weight space is by considering norms of the weight matrices. Indeed, several
works have provided various bounds with reduced or absent explicit dependence on architectural
quantities, preferring to express neural network capacity through various functions of the weight
matrices. Such generalization error bounds, which primarily rely on the norms of the weight matrices
to express function class capacity are generally referred to as ‘norm-based bounds’. The earliest
attempts include many bounds obtained through various vector contraction inequalities and the
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‘peeling technique’ [12, [13]]. In this subcategory of bounds, the Rademacher complexity is bounded
iteratively by peeling off layers, resulting in a product of norms of the weight matrices. For instance,
the Rademacher complexity bound in [13]], which extends earlier work from [[12], scales asﬂ

B2LT, A2, (1.1)
N ' '

Here, N is the number of samples, 9B is an upper bound on the norms of the samples and A4, ..., Ar
are the network’s weight matrices. A remarkable feat of this bound is the complete lack of explicit
dependence on architectural parameters (i.e., depth, width, etc.). However, the implicit dependence
introduced by the product of Frobenius norm is large: even assuming that each weight matrix has
unit spectral norm, if the rank of each A, is r and each matrix has homogeneous spectrum, then the
bound will still correspond to a sample complexity of 7, an exponential dependence on the depth L.

Later norm-based bounds have largely favored alternative approaches via covering numbers, which
yield a less dramatic exponential depth dependence. The most recognizable examples of such results
include the bounds of [3] and [1]], which were independently discovered through two approaches:
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Here the Mys are arbitrary reference matrices chosen in advanceﬂ The implicit exponential depen-
dence in depth is reduced to a product of spectral norms which, at least in theory, could be expected
to scale as O(1) or forced to be a unit value [14]. With this interpretation, it becomes clearer that the
bounds improve when the networks stay close to initialization, especially if the number of updated
weights is sparse, which would make the norm || (A, — M) T |21 small.

Such observations can begin to explain some of DNNs’ successes, in particular with respect to the
lottery ticket hypothesis [15]. However, they do not paint a complete picture, and are largely vacuous
by large margins. In fact, the most impressive recent bounds in the theory of neural networks tend to
implicitly incorporate data dependence. For instance, in [3} 16, [16] various upper bounds on norms
of activations of intermediary layers and Lipschitz constants of gradients are replaced by empirical
equivalents through a powerful technique called loss function augmentation, greatly attenuating
the implicit exponential dependency on depth. Pushing it to the extreme, [[11] prove bounds which
incorporate a notion of confidence for intermediary concepts learnt at each layer.

The discovery of the Neural Tangent Kernel [17} 18] is certainly one of the biggest breakthroughs in
deep learning theory in recent years. Indeed, the underlying theory demonstrates that Neural Networks
behave approximately like kernels at the overparametrized regime, and are able to characterize the
model’s generalization behavior directly in terms of the alignment between the labels and the NTK
features of the data distribution. However, such bounds rely on very strict overparametrization
assumptions. Furthermore, it has been shown that the NTK regime does not outperform the moderate
overparametrization regime [19, [20]].

Another tremendous advance towards understanding the generalization power of neural networks
occurred with the gradual understanding that depth induces low-rank representations 21, 22,123\ 24,
25, 26]. In other words, the training dynamic of DNNs through gradient based methods naturally
encourages low-rank representations, converging to a bottleneck intrinsic dimension which captures
the data’s features parsimoniously. In particular, the connection between weight decay and implicit
Schatten quasi-norm regularizaion has been made in (26| [24]. There has been a lot of recent interest
in this phenomenon, which has been demonstrated experimentally in various contexts spanning both
DNNs, CNNs and even LLMs [27]]. The phenomenon can most easily be understood by initially
considering the case of linear neural networks. In this case, we have the following powerful result:

"For simplicity, we assume that the nonlinearities are 1-Lipschitz in this related works section.
2For instance, they can be set to zero or the initialized values of the weights



Theorem 1.1 (cf. [24], Theorem 1). Let w = min(C, d) and let By, ..., Br, be matrices such that

By e Rv*4 By e RE*Y B, ..., Br_1 € R"*Y. For any matrix A € RE*? we have
2 L 9
L|A|Z , =min ) |By|* subjectto BpBj_i...By = A. (1.4)
SC,Z e:1

For any matrix Z and any 0 < p < 2, our notation || Z s, refers to the Schatten p quasi norm of Z E}
AL (1.5)

where o;(Z) refers to the ith singular value of Z (listed in decreasing order). Thus, as p approaches
zero, the quantity | Z||L, , approaches the rank of the matrix Z. Slightly larger values of p induce
a softer form of rank sparsity. Thus, Theorem [I.T]implies that a simple weight decay constraint

on factor matrices By, ..., By, is equivalent to a rank-sparsity inducing constraint on || A||}’ where
p = % — 0 when L — co. Deep results [24} [22] in optimization theory demonstrate that under
specific circumstances, the above described implicit rank-sparsity inducing effect of weight decay
at large depth occurs even in the presence of activation functions: the ranks of each layer’s post
activation representationsﬂ converges to a single quantity referred to as the “bottleneck rank”, which
can be understood as the minimum dimension required to effectively represent the data.

In this work, we characterize the effects of rank-sparsity in the weight matrices in terms of generaliza-
tion. We provide bounds which interpolate between the norm-based and parametric regimes at each
layer with the parametric interpolation technique originally developed for matrix completion [28].
This allows us to control the L* (cf. Prop. or L? (cf. Prop. covering number of each layer
in term of the Schatten p quasi norms of the weight matrices. Treating Lipschitz and boundedness
conditions on the loss function as constant, our contributions are summarized as follows.

* We prove new generalization bounds for linear networks which incorporate the implicit
low-rank effects of depth by incorporating the Schatten p quasi norm of the weight matrix.
As p — 0, the bound provides a sample complexity of O ([C + d]rank(A)). To the best of
our knowledge, this is a new characterization of the generalization behavior of multi-class
linear classification with low-rank dependencies between the classes.

* For fully-connected neural networks, we prove (cf. Theorem [3.2)) bounds of the order of
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* Our results hold simultaneously over every sequence of Schatten indices pys, which we tune

]QPe/[Pz +2]

to balance the effects of the norm-based factor [% ]_[iLzl pill Ail and the low rank

structure in the term || A,|22 /|| A¢|P¢ (for M, = 0).

sC,pe

* We also provide extensions of those results relying on Loss Function Augmentation to
replace the norm-based factor B Hle pil Ai| by BE | 4B ]_[,L.L:é pil|Ai| where B | , is
the maximum norm of a convolutional patch at layer ¢ — 1.

* To the best of our knowledge, the proof technique, parametric interpolation has only been
previously used in the context of low-rank matrix completion, which presents a substantially
different learning setting. In particular, our bounds’ dependence on norm-based quantities
such as the norms of the weights and the margin parameter (in classification contexts) is
neither linear nor purely logarithmic, a unique property in the existing literature.

2 Related Works

Deep Learning Theory is a vast and active area of research spanning various topics from optimiza-
tion [29, 30} 31] to generalization [1}32]] and the intersection between both [17}33]. In this section,

3For p = 1, ||+||sc.p is a norm, but we refer to it as a quasi-norm to cover the casesp < 1 and p > 1.

*Whilst the low-rank properties of the activations and weight matrices are not exactly equivalent, they are
closely related. Indeed, consider N input activations x1, ..., x lying on a subspace of dimension r, then for
any weight matrix W € R™*", there exists a matrix W € R™*? of rank < r s.t. Wz = Wz for all 4.



we focus on norm-based and parameter-counting bounds for neural networks satisfying certain norm
constraints. Indeed, this is the branch of literature closest to our work. A more mathematically
detailed description of the related works is available in Sections [B]and [C]

Norm-based Bounds by peeling techniques were established for Deep Neural Networks in [[12]
and [13]], resulting in bounds involving products of Frobenius norms of the weights (cf. equation (T.1J)).
In [34], further norm-based bounds were proved involving the products of the L' norms of the columns
of the weight matrices. Recently, the technique has also been ingeniously extended to Convolutional
Neural Networks (CNNs) in [32]], which elegantly exploits the sparsity of connections to achieve in
L[l 1 AeleevVITTf, w,B
VN
patches at layer £ and B is the maximum L? norm of any convolutional patch. The results in [32]
are not directly comparable to ours, and are especially well adapted to the case where the spatial
dimension is very small. Indeed, as long as the convolutional filters are not one dimensional, the bound
depends exponentially on depth. [[16] also proves generalization bounds for CNNs which take weight
sharing into account, and the bounds form the basis for the treatment of the norm based components
in our proofs. However, the bounds in those works cannot incorporate rank-sparsity into the analysis
and scale unfavorably with depth. There is also a variety of works which applies generalization
analyses to non-standard learning settings or loss functions, including pairwise [35} 136} 37] learning
or triplet-based learning and contrastive learning [38} 39,140, 41, 142} 14311441145/ 146,47, |48]. However,
such works usually focus on the effect of the loss function. In addition to the above fundamental
works, many works provide non-vacuous bounds for practical architectures through various post
processing techniques including data-dependent priors [49], optimization of the bound or network
compression/discretization [50}51},152,153]]. A particularly notable contribution is made in [54], which
manages to provide non-vacuous bounds for two-layer neural networks by ingeniously getting rid of
the additional dependence on the square root of the width which is typical in norm-based bounds.
This is achieved by assuming that the first and second layers are trained on distinct portions of the
training set. In contrast, we aim to provide uniform convergence bounds which are agnostic to the
training procedure and do not require significant post-training bound optimization. The gradient
dynamic of deep neural networks and deep linear networks was widely studied from an optimization
perspective to demonstrate neural rank collapse, with some works also covering networks with
activations [24} 55/ 27, 156} 157, 158} 159, 160, |61} 162]. In terms of the implications of such results for
linear networks on generalization, one can of course consider the results which apply to neural
networks with activations and apply them to this case [, [3] (see Corollary [C.T| for a transfer of
such results to the linear case), or construct Rademacher complexity bounds specifically for linear
networks as in [63]. However, such approaches involve an exponential dependence on depth which
make it more difficult to capture any low-rank structure in the classes, since such structure appears for
larger values of L (smaller values of p). One can also consider all existing bounds for the multi-class
linear classification problem, where the state of the art is provided by [64] which proves a bound

of O A/ ’L‘]%\;W), improving earlier results from [63} 166, |67]] in terms of implicit dependence on

bounds of the order , where w, is the spatial dimension of the convolutional

C. Since then, the result has been extended to many variants of the learning problem, including
multi-label learning, structured output prediction and ranking problems [68 69, 70l [71} [72].

Parameter counting bounds such as those of [4] and [[73]] apply both to CNNs and DNNs (in fact, [[73]]
proves both norm based and parameter counting bounds for DNNs, CNNs and ResNets). Taking into
account implicit factors of L coming through logarithmic factors, the tightest parameter counting

bound in both cases scales like O (4 / WTL> where W is the number of parameters in the network. Our
own result in Corollary additionally takes the low-rank structure into account. Norm-based [74]
and parameter counting [75] bounds have also been recently provided for transformers [[76].

To the best of our knowledge, there are only two works which have utilized the low-rank structure in
neural networks: [[13], relies on Schatten p norms of weight matrices to improve on the bound (I.1))
for matrices with low Schatten p quasi-norm. The argument relies on Lipschitz continuity arguments

and yields bounds with a decay in N worse than O (1 /NN ) The recent work [63] manages to

achieve tighter bounds taking explicit low-rank structure into account. The resulting bound scales
as L) CLB [HgL:1 HAZH] Lry/ % One of the consequences of the proof strategy is the presence of



explicit exponential dependence on L through the term C¥ where C is an intractable constantﬂ In
addition, even ignoring the factor of C, the bound still involves a product of spectral norms (with an
exponent of 1), whereas our bounds involve a product of spectral norms with a potentially smaller,
tunable exponent of p?ﬁf? However, the elegant and short proof in [63] does imply that there are far
fewer polylogarithmic factors compared to our bounds. See Appendix |C|for detailed formulae.

Our proof technique draws some inspiration from [28]], which introduced the parametric interpolation
technique to estimate the complexity of matrix completion with Schatten p quasi norm constraints.
However, the derivations are radically different. Indeed, in the matrix completion literature on
approximate recovery [18), [19] [8Q], the observations are entries of an unknown matrix A: the
independent variable 2z = (4, j) in the supervised learning formulation is drawn from an arbitrary
distribution over the discrete set of entries [m] x [n]. In contrast, in our work, the observations are
modelled as outputs of a neural network, i.e., they take the form F'(x;) where F is a neural network
as defined in equation (3.6). Even for a single linear layer, the learning setting is different and the
outputs take the form Ax; instead of A; ;. The analysis in [28] relies on bounding Rademacher
complexities directly through elaborate chaining arguments, bypassing the need for covering numbers
and interpolating between p = 0 and p = 1. In fact, the authors mention that any readily obtainable
covering number would yield vacuous bounds in the matrix completion context. In contrast, our
analysis interpolates between p = 0 and p = 2 and produces chainable covers for weight spaces with
Schatten constraints. A more detailed discussion of related works is provided in Appendix [C]

3 Main Results

We consider a learning problem using a loss function 1 : R¢ x ) — R*, where C is the number of
classes (in classification) or 1 (in regression). In this work, we assume loss function is L;-Lipschitz
with respect to the L® norm and uniformly bounded by B. In regression, the output space is ) = R
whilst in classification, it is Y = {1,...,C}. In the case of regression, an example of such a loss
function is the truncated square loss

1(9,y) = min(B, |§ — y[?). (3.1)

Indeed, in this case, the loss function is uniformly bounded by B and uniformly 2 B-Lipschitz. For
classification, a typical example used in much of the literature is the following margin loss [l |4]:

1, if argmax; 9; # vy,
Jy—max g;
~ T1FY . ~ ~
(g,y) =1 ————, if0<gy— max i < 7, (3.2)
0, if g, > r{lj;(gjz + .

In this case, the loss function is uniformly bounded by B = 1 and uniformly 2/~-Lipschitz with
respect to the L norm. We assume the learner is provided with N i.i.d. samples z1,...,xy € X =
R? and the associated labels y1, . ..,yn € YV = {1,2,...,C}, each of which is drawn from a joint
distribution D ~ X x ). We are interested in high probability bounds on the generalization gap:

N
GAP = E(Fa(a),)] - E((Fa().)] = EMFa).)] - 1 DM Fale ) G)

where E denotes the empirical expectation over the sample (z1,%1),..., (zn,yn), and Fy =
F(a,,... .A,) is our trained network. For classification, an advantage of the margin loss described in
Eq. @ is that a bound on GAP immediately translates to a bound on the probability of misclassifi-
cation: let I, x = |Z:yy7maj’§;*y 971 denote the proportion of samples which are either classified
incorrectly or correctly but with margin < «. The misclassification probability [[1, 4} [73] satisfies

P (arg max|[Fa(z;)]. # y) <E[I(Fa(z),y)] < GAP +E[I(Fa(2),y)] < GAP +I, x. 34)

The constant is described as ‘rather large’ in [[77], since it accumulates factors of Talagrand’s majorizing
measure theorem and generic chaining, suggesting at an absolute minimum C; > 11.



We provide results for three types of models: Linear Networks, Deep Neural Networks, and Convo-
lutional Neural Networks (CNN). In all the results below, the matrices M, are reference matrices
which can take any fixed value as long as it is chosen in advance. Thus, they play an analogous role
to a prior in PAC-Bayesian bounds [49]. Typical choices for M, include M, = 0 or setting M, to
the initialization when training a neural networks with gradient based methods. Whilst traditional
norm-based bounds such as (T.3) typically benefit from setting M, to the initialization, our bounds

typically perform better by setting My = 0, since this is the configuration which allows the quantity
Ag—M,|%. A2, . . . .
I ZHA@ He{\)lbc,p _ 1 ijxllsuj;‘) to approach rank(A,). We provide an experimental evaluation of the behavior

of our bounds on MNIST and CIFAR-10 for both DNNs and CNNs in Appendix

3.1 Linear Networks

We first present our results for linear networks, which amount to generalization bounds for multi-class
linear classification with a bounded loss in the presence of a low-rank structure over the classes.
However, the true value of those results is to illustrate the potential gains in generalization ability
which arise from the implicit low-rank structure which appears in neural networks trained with
gradient-based methods. In this section, we consider classifiers defined as follows:

F:R* 5RC:2— Az = B.B;_1...Biz (3.3)
for some matrices By, € RE*% By _; € R**¥ ... By e R¥*% B e RWx4,

We have the following result, which shows the implications of Theorem [I.1]for generalization:

Theorem 3.1. Wp. > 1 — § over the draw of the training set, every linear network as defined in

equation (3.3) satisfies the following generalization bound: GAP —O <B log(]\l,/é)) <

[ | Bellg] = [C + d]
NLTH

2271)1) 22%1’ 1 el p% ~ 2
5 \/[Ll%w A minc. e 0 ) ¢[LI%]L+1

where B = suplY, | x|, and the O hides polylogarithmic factors of | A, |Allse,p-C,d, N,p = 2.

The idea of the proof is to separate the function class into two components by applying a tunable
thresholding operator in the singular values of the matrix A. A proof sketch is provided in subsec-
tion [3.2.1] below and the full proof is included in the appendix. Our full results in the appendix
(cf. Theorem [E.2) incorporate a finer dependency on architectural quantities such as the number of
classes through a more refined analysis over different norms at each activation space, though we
omit such subtleties from the main paper to reduce confusion. Assuming L » 1 and L;, B € O(1),

~ 2
By| = 1V4, our Theorem |3.1|scales like O 2 |Bel[C+d] in sample complexity, whereas the
L p p Yy

~ 3 . 2
known result (T.2)) scales as O (L mm(c’cgz‘ |Be H“) in [3]. Thus, the simplified analysis in the

linear case removes a factor of L3, which allows taking the limit as L — o0: in this case, our bound

behaves more and more like a parameter-counting bound since ZlBele rank(A). On the other
hand, the dependency on the input space dimension d is absent in @D Whilst it may be possible
to improve the dependency on d in Theorem [3.1)assuming the input data lies on a low-dimensional
subspace, this would require significant modifications to the proofs, and is best left to future work.

3.2 Fully Connected Neural Networks

We consider neural networks of the following form

x— Fy(x) := ALUL(AL_laL,l(. Lo (Az) . ), (3.6)
where the matrices A € R"¢*™¢-1 are the weight matrices, A = (A%, AL=1 ... Al) denotes the
set of weight matrices considered together, w, denotes the width at layer £ and o1, ..., o, denote
elementwise activation functions with Lipschitz constants p, for £ = 1,..., L. For any pair of

layers indices ¢; < £ we also use the notation F“+=¢2 for the function defined by F**—*2(z) =
Ag,o0, (A2 1oy, 1(.. .04 (A% 2)...). The result below follows from Theoremin O notation:



Theorem 3.2. Fix reference matrices M, ..., M. For every d > 0, w.p. = 1 — 0, the following
generalization bound holds simultaneously over all values of p; € [0, 2] for f =1,...,L:

3
GAP < ( \/W \/L7+B LL] 2+p\/>RFA> ,  Where 3.7

I3 %

T Mg, o2t
%anHA |] X [W] [we +we—1] " PeF?

and the O absorbs polylog factors of B, W, L max; |A;i|, Ly and N. Here, p := max}_, p; denotes
the maximum of all the indices py and B := suplY_, | x| is the maximum input L* norm.

Next, using Loss Augmentation [} 6], we obtain the following extension where norm-based terms
are replaced by milder analogues relying on empirical estimates of intermediary activations. Since

the product of spectral norms estimate ||| Hle | A% is usually large compared to the activation
norm || F9~¢(z)], this can often lead to substantial numerical improvements, as seen in Section D.1}

Theorem 3.3 (Cf. Theorem [E.0). Fix reference matrices My, ..., Mp. For every 6 > 0, with
probability greater than 1 — 0, the following generalization bound holds simultaneously over all
values of py € [0,2] for £ = 1,.

GAP < («/logl/‘s By X +BLL12+p\/>RFA), (38)

where B,_1 4 := max (max,;sN |Far,. ae-1(zs)l], 1) ,

[MES

Py
L L T A - MR, |7 v
14+ =L
Ry = [Z l%é—m HPiIAiII] x [W] [we +we] 772 |
=1 i=t
and the O notation absorbs polylogarithmic factors of By_1, 4, W, Lmax; |A;|,L; and N. Here,
p := max’_, py is the maximum of index p, and B := supl\_, |z;| is the maximum input L? norm.

The bound in Theorem 3.2 holds for all values of p, simultaneously: the p;s do not need to be chosen
in advance and can be optimized after training. For p, = 0 V¢, Thm[3.3]yields a sample complexity

of O <L3 + LY [we + wg_l]rank(Ag)) . However, the additive term of L? can easily be removed

with a simpler argument dedicated to the situation where p, = 0 (cf. Thm.[E.8). Thus, Theorem3.3]
instantiated for p, = 0, provides a parametric complexity estimate for neural networks whose
weight matrices satisfy a low rank property: for a neural network with fixed width W, the sample
complexity is O (W L2r) rather than O (WW2L?) in a pure parameter counting bound: when applying
Corollary -(or Thm. [E.8) to a network with fixed width W, each weight matrix A, € R" *"W onl

contributes O(Wr) parameters to the sample complexity, instead of the full 2. Theorem
further incorporates approximate low rank structure implicit in the Schatten p quasi norms. Indeed
in equation (3.7), the indices py interpolate between the parametric and non parametric regimes. For
p = 0, the bounds behave like Theorem | - except for an additional factor of v/L due to the post

hoc nature of the bound w.r.t. all the pys. When p increases, the term H Hi\”\lg;/»’” (setting My = 0
as is usually preferable for this bound) captures low rank structure inherent in very small singular

values which are not quite equal to zero. However, the threshold p, must be carefully tuned due to

2py
a tradeoff with the factor of [% Hf=1 pil A; H] "™ which can be quite large for larger values of
p¢. As a partial limitation, we note that the bound does not exactly coincide with the norm-based
result (T.3)) when p is set to 2, since there is always a parametric dependence on the input dimension

from the term [C + d] 77 : whilst the bound is an interpolation between norm-based and parameter
counting bounds, it maintains a slight bias towards parameter counting. However, this is achieved
without being uniformly inferior to either. To see this, consider the one-layer case in an idealized
situation where all the weights take binary values € {1, —1}. Here, the norm-based bound (I.3) yields

a sample complexity of O(Cd) which agrees with parameter countmg Theorem. 2|also yields a
sample complexity of O (/\/l 72 min(C, d) 77 max(C, d) 2+p) = (\/ HAHFF) = 0 (Cd).



3.2.1 Proof Sketches

To help highlight our proof techniques and the key components of our results, we provide a sketch of
the proof of simplified versions of our results here.

Proposition 3.4 (Simplified form of Proposition[F.2} covenng number bound for one layer). Consider
the following function class of linear maps from R¢ — R™: FP := {M e R™? |M|, <
M;||M| < s}. For any € > 0 and for any dataset x1, . .., € RY such that ||z;| < B for all i, we
have the following bound on the L™ covering number (cf Prop. F2 for formal definition) of the class:

8 (72.6) 5 lm-+-d) | 222 | ™ g,

Proof Sketch. For simplicity we assume B = 1 in the sketch. For any matrix M e FP, write
Z?;i'l](m’d) piuiviT for its singular value decomposition (with the singular values ordered in (any)
decreasing order, including zeros). For a threshold 7 to be determined later, we decompose every M €
FPinto M = My + My where My = Y, _p piugvy and My = Y. 1y psuv] where T is the last
index such that pr > 7. By Markov’s inequality, since | M|} = >, pi < MP, we have rank(M;) <
7 < . In addition, the spectral norm of M is bounded as follows: |M;| = p; = M| <

|M|sc,p < M. Thus, M; belongs to the set ¥ := {Z € FP :rank(Z) < 24, |Z| < M} (a

R

function class with few parameters its members are low-rank). Furthermore, it is clear that

min(m,d)

|Malfe = > Pk < 7°min(m, d).
k=T+1

Therefore Mo belongs to the class 7} := {Z € FP : | Z|2, < 7?min(m, d)} (whose members have

small norms). By a parameter counting argument, we can bound the L® covering number of F7:
M MP M

No(FP,e/2) < [m + d][rank]log(—) < [m + d]—,- log(—).

€ T €

By classic norm-based arguments (Thm. 4 in [81]), we can bound the covering number of .7-"5 as:

mdN Zmi d 2mdN
log(N(FL,€/2)) < [max Frob norm| log(T m ) = T m1n2(m, ) log(T m ).
€ € €

Combining both bounds gives log(Ny (FF)) < log(N (F7, €/2)) + log(N (F5, €/2))

2. 2 P
< T ) (T o+ )™ tog( P

€2

Setting 7 = M #7772 gives log(Noo (FP)) < [m + d] [ ]p“ log(™4NM) a5 expected.
O

We then show how to extend the proof to the two-layer case. Here, we consider networks of
the form Fy : * — A20(A'x) where o is an elementwise 1-Lipschitz activation function (e.g.
ReLU) and A; € R™*9 A2 ¢ RE*™ are weight matrices. We fix p; = p» = p € [0,2] and
81,82, M1, My > 0, and let F denote the class of such networks which further satisfy for all
i€ {1,2}: |AY| < s4; |AY|, < M, (or, by abuse of notation, the corresponding matrices (4%, A')).
For simplicity, the loss £ : R¢ x [C] — R™* is assumed to be 1-Lipschitz w.r.t. the L norm.

Pr0p0s1t10n 3.5 (Simplified form of Proposition [E.I). Suppose we are given an i.i.d. training set
(1,91),- - -, (xN,yn) from a joint distribution over R? x [C] such that |x;| < B w.p. 1. For any
0 >0, w.p > 1 — 6, the generalization gap of any network F 4 € F is bounded by:

0] ([5152] T+p [[rl[m + d]Hﬁ + ro[m + C']] i \/% + log(]\lf/5)> , 3.9)
|

2 .
where fori = 1,2, r; := | =3+ |"*? is a soft analogue of the rank and the O notation incorporates

logarithmic factors of N,m,d,C, sy, s2, M1, Ma.




Proof Sketch. Since the loss function is 1 Lipschitz, we only need to find an L® cover of F, i.e.,a
set C < F such that for any A = (A, A?) € F, there exists a cover element (A, A%) € C such that

Vi, [Fa(zi) = Fa(zi)]o < €

(here, recall F4(x;) € R is a vector of scores for all classes). We achieve this by adapting standard
chaining techniques (see [3,5]), with the caveat that we need to change the norm of the cover at
the 1ntermed1ary layer, mcurrmg a factor of /m. More precisely, let F!, F? denote the set of
matrices A' € R™*¢ and A2 € RE*™ satisfying the relevant constramts above. First, we can
apply Proposition above, with € set to €1 := €/[24/msz], to achieve a C; < F; such that for
all A € F there exists a A € C such that Vi, lo(AY(x;)) — o(AY ()| < |Alz; — Alay| <

Vil < |Atz; — Az < y/me = 55, and log(|C]) € O [m + d][M]m — O [m+

€1

2p_
dlm7¥ [s15, B]7 2 [%] "% ). Similarly, for any A! € Cy, |o(A'2;)| < s1B Vi, and therefore

another application of Prop. [3.4|with B replaced by Bs; B and € replaced by €5 := €/2 yields a cover

€2 €S2

Co(A") with size log(|C2(AY)]) € 0([M2 Bsﬂ] *) = 0([35132],,” [M] +

The cover C := | g1c¢, C2(A") is now an e cover of F. Indeed, for any (A", A%) € F, we can define

A to be the cover element associated to A' in C; and subsequently A? to be the cover element in
C1(A%) associated to A2, which yields for any i < N:

|\A20(Alaji) — AQU(Alxi)HOO < HA2U(A1xi) — Aza(f_llxi)Hoo + HAQU(Alxi) — /_120(/_11%)\\00

< e+ |A%[o(AN(20) — o (A (20))]| < €/2 + s2¢/252 = €.

Furthermore, the resulting cover has cardinality bounded as

log(|C[) €O<[BS€182] " [[m+d]1+#[&]% +[m+C][M2]p+2]>’

€S €S2

which yields eq (3.9) after substituting for r; and calculations based on Dudley’s entropy integral. [

Thm is then derived from a union bound to ensure uniformity over My, M5 etc. This step is
standard for s1, s, M7, My but involves a more tedious continuity argument for the parameter p.

3.3 Convolutional Neural Networks (CNNs)

In this section, we present an extension of our previous result to Convolutional Neural Networks
(CNNs). Since CNNs are a well-known class of neural networks, we leave a more thorough description
of our notation for the forward pass to Appendix |G| Indeed, the only notation which is required to
explain our generalization bound is the following: we denote the filters of each layer by A, (which
incorporates each weight only once), whist we use op(A) to denote matricization of the layer, i.e.,
the matrix which represents the linear operation performed by the convolution at layer ¢ with the
weights Ay. We use dy to refer to the dimension of the input patches. This is counted including both
spatial and channel dimensions: if the input is an RGB image and the filter has spatial dimension
(2,2),dg = 2 x 2 x 3 = 12. We also denote the number of channels at layer ¢ by Uy. Thus, the
number of trainable parameters at layer £ is d,_1 x Uy. We also write wy for the spatial dimension at
layer ¢ (for instance, a 28 x 28 image will have wg = 28 x 28 = 784. Thus, U, x wy is the number
of preactivations at layer ¢.

Theorem 3.6. Fix reference matrices My, ..., My, Forevery § € (0,1), w. — 0, the following
generalization bound holds Yzmultaneomly over all values of 0 < pp < 2 fOr E = 1 , L:

~ log(1/0) L3 o |L
GAP <O (B«/N + B\ + BILL]77 NRgA ., where (3.10)



1
2

2py
(&L 1A= M, | =
RIQ:'A = lgzl l% Epl‘| Op(AZ)|‘| X [ H Op(Ag)|plij:| [UZ + dzil]W;ﬁ )

B = sup;L, |z;|| and the O notation absorbs multiplicative factors of logarithms of the quantities
B, W, AW, L,max; | op(A;)|, L1 and N. Here, Wy := Uy x wy (for £ # L) and Wy, := 1.

The above result takes the weight sharing into account in the same sense as other bounds on

CNNs [4L[16]); the complexity term || Ao —M;|2¢ ,, only involves the weights a single time, irrespective

of the number of patches to which they are applied.

Theorem 3.7 (Cf. Theorem|G.10). For every ¢ € (0, 1), with probability greater than 1 — 6, the
following generalization bound holds simultaneously over all values of 0 < py < 2forl{ =1,...,L:

o~ IIOg(l/(S) L3 2 L ,¢
GAP < (@) (B T +B W + B[L L]] 2+p NRFAP 5 where

et [IAe — M|z,
| op(Ae)|Pe

L L 2 b 3
R;”Z’@ = l Z [%%—1,A n pillop(A;)] :| [Ue + dg_1]W;e+ ] ,
{=1

=0

By | 4 = max (maxi<n,o [[Far, . at-1(n)]si. | 1) denotes the maximum norm of a convolu-

tional patch at layer { — 1 and the O notation absorbs multiplicative factors of logarithms of the
quantities B, W, AW, L, max; | op(A;)||, L1, N. Here, Wy := Uy X wy (for £ # L) and Wy, := 1.

Compared to [4], Thm. [3.7]incorporates a low-rank structure: each layer’s contribution to sample
complexity is reduced from L x Uy x d; (the number of parameters in the layer) to L[U; + d;]rank(Ay)
(Uy is the number of channels at layer ¢ and dy_; is the dimension of patches at layer £ — 1).

4 Conclusion and Future Directions

For linear networks, deep neural networks and convolutional neural networks, we have shown
generalization bounds which capture the implications of approximate low-rank structure in weight
matrices in terms of sample complexity. The bounds are expressed in terms of the Schatten p quasi
norms of the weight matrices, and are, to the best of our knowledge, the first bounds for deep learning
which incorporate both norm-based and parameter counting qualities. When p — 0, the bounds

behave like a parameter-counting sample complexity of 0 (L3 + LZLl[wg + wg_l]rank(Ag)),

taking into account (exact) low-rank structure in the weight matrices. For more moderate values of p,
the bounds incorporate norm-based quantities and incorporate approximate low-rank structure. Even
in the case of linear maps, Subsection [3.1] provides original bounds for multi-class classification in
the presence of low-rank structure over the classes, offering an alternative to state-of-the-art results
such as [64]. We believe such results are of independent interest.

A limitation of our work is that we require the weight matrices to be low-rank, whereas most research
on neural rank collapse [21} 27]] demonstrates instead that the activations at each layer are low-rank.
The two are very closely connected, but are not completely equivalent: it is possible that capturing the
effect of low-rank activations could lead to further improvements and insights. Crucially, we believe a
substantial modification of our proofs could tackle such situations with a more involved use of the loss
function augmentation at each layer. However, this would require a much more challenging network-
wide approach to the simultaneous tuning of the parametric interpolation thresholds and is left to
future work. Like other uniform convergence results which are agnostic to the training procedure, our
bounds are vacuous at for large-scale networks in the absence of aggressive bound optimization, a
limitation which may be addressed in future work by better controlling the norm-based components
during training, manually truncating the ranks or incorporating data-dependent priors with a Bayesian
approach. Lastly, we note that the low-rank assumption requires overparametrization and is not
always satisfied for smaller architectures or layers (cf. Appendix D). Finally, other tantalizing future
directions include proving fast rates in IV, or the the extension of our work to other architectures such
as Resnets and transformers.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss limitations of the results in multiple places in the main paper and
appendix.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification:

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification:

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:
Justification:
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy]) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Computing the bounds over many different runs is computationally prohibitive.
In addition, similarly to norm-based bounds, our results demonstrate the bounds’ ability to
capture the relationship between each trained network’s weight configurations and the test
performance. This cannot be achieved if the results are averaged over many runs. We do
run our experiments over many width configurations on both DNNs and CNNs for many
width configurations and observe similar behavior. Lastly, the focus of our work is mostly
theoretical, and our experimental setup is in line with comparable literature.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification:
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: this work is of purely theoretical nature and there are no negative possible
societal consequences to consider.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

» Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification:

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Table of Notation

Notation Meaning
[-15 -1l Spectral norm of a matrix
I-1l5 0+ 1|2 (L2) Norm of a vector
[l Er Frobenius norm of a matrix
[ sc.p Schatten p quasi norm of a matrix
1]« Nuclear norm
1Z]2,1 22 %
C Number of classes
1 Loss function
L Lipschitz cgonstant of 1
(w.r.t. L* norm)
B upper bound on 1

Ap e RWeXwe—1
M, € Rwexwe-1

Weight matrix at layer ¢

Reference matrix at layer ¢

oy (Elementwise) Activation function at layer ¢
) Lipschitz constant of o,
Fy(x) := NN with weight matrices Ay, ..., Ag

ALJL(AL_l(TL,l(. .. Ul(AILL') .

Fy ()

(Cf. Equation (3.6))
Ty, (Agz O¢5—1 ( e Op41 (Ag_,_l.i’) N ))
Map from layer ¢; to layer {5

Architectural Quantities

L Depth
N Number of samples
wy Width at layer ¢
W max._, wy
(Maximum width of the network)
w, min(we, we—1)
Wy [we 4+ we—1]
Wy [’LU[MZ] if ¢#1L wy, if =1
d input dimension
Function Classes
‘7-—]2\42 {(Z e R™ | Z|j < M}
Fp {ZeR™ | Z|p, , < MP =rsP;
! 1Z] < s}
Ers {AeR™*?: rank(A) <, |A] < s}
B, {Age Ryt 2 Ap — Myflsep, < My Al < s¢}
Fs {FA:F(Al,.A.,AL) :Ape By V1€<L} (cf. Eq. @)
={Fa=Fu,, .. |Ac— Ml <My |A] <50 VE<L}
LAeus {)‘aug(FA=377y) : FAE-FB}
LEAaug {/\aug(FAa €, y) : Fae ‘Fg}

Constraints/scaling factors

De
p = maxypy

Schatten index for layer ¢

Maximum Schatten index over all layers
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Upper bound on || Z|

s
Sp Upper bound on || A¢|| (fully connected)
M Upper bound on || Z s,

M, Upper bound on | A — Mp|sc,p,

r /:f (rank proxy)

) /\S/Zip (rank proxy)

B sup;Ly | i

T a priori upper bound on rank(Ay)

By_1,4 max (max;<n |Far,__ae ()], 1)

Constants/log factors

(16[MP +1][b+p1][l+s][m+d] n 7) mN

Lzp 2
T, 16[ MP +1][b4i][1+s][m+d]2 +7)mN
Fr ep+2
1-\]__?7( [ (16[/\/12” +1bI1E, P;Zgzll[l+se][wz+wz—1]2 + 7) sz:|
62 ¢
F]-_F7L |:<16[MLPL +1][b l_[iL=1 pis;;i[glﬂ»MSL][wLJﬁwL,l] n 7) ’LULN:|
efk
r 128 T2 [Tpi + s + 12[b+ 1[Li L + 1]IW4N?|
. |6+ UL Ly + 1IN T/ o + 1si + 1]
B (T = 40T°, cf. eq (E-I4T))
e, 12 [[b +1[LL +1WN T2, [pi] A + 1]} [4W + b1, pif As ]
Olog 2log [4W + bTT, pill Ail] [og(®)] + L[ SE, Nog(lAel)| + 21og(47W) |
Tr [%B + 2][LL +WN [T, [[oi + 10 Ai] + 2] + 1]
@/\a“g 2log [4VT/ +0o[1, piHAgH] X B
log [1og(®)] + L [ Si, [1og(14c))] + {5, 1og(Br,a) + 2log(477) |

Convolutional Neural Networks

Oy

Wy
Or—1

Up
de

Number of convolutional patches at layer ¢

Spatial dimension at layer ¢
Number of spatial dimensions
before pooling at layer ¢

Number of channel dimensions at layer ¢

Dimension of input patches at layer ¢

S4e € [Ug] x [we]
AE e RU@ X dg
My e RUexde

A

Oy

Fﬁl,A2,.4.,AL

oth Convolutional Patch
at layer ¢

Weight matrix at layer ¢

Initialized weight matrix at layer ¢
Convolution operation
associated to Ay
Represented by the matrix op(Ay)
- RUexOe _, RUexwe
Activation function (including pooling)
(cpoAyro0p_10A e-10...010A)(z)

(Cf. Equation (G.1))
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Si—oUs x Ors
(Total number of preactivations)
Sy deoy x Up
(Total number of parameters in the network)

lop(Ae)| < s¢ VE<L, |AL]

{FA = F(ih...,AL) | Ae = Myllse < Mo,
2,00 S SL}
Spatial patch size at layer ¢
max i | (x:)so.o||

Maximum norm of a convolutional patch at input layer

Constants/log factors for CNNs

Ye

V€ Aaug

T

¢
T 4

/
Tl

'k

I‘Ca)‘aug

12 [[B + UL L +1WAN T [pif op(A:) | + 1]
x [4W + BT, pif op(4)]]
121 + 1L L +WAN [T il op(A0)] + 11 | %
[4W + B []; pil op(A:) ]

(w[MP +1][b+%11[1+s][U’+d] I 7) U'NO

[(16[/\/{@” +1][be=1£ii+1][1+‘/Zsf]WA + 7) NA}
eret?

14

(16[./\/1p +1][b+1][1+s][U"+d]U"w" 7) UNO
epi2

[+ 21[L Lo+ 1IWAN T [[s + 111 4i] + 2] + 1]

[b+ 1[L(Ly +1))WAN [T, [[pi + 1]si + 1]

Table 1: Table of notations for quick reference
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B Table of Comparison to Existing Literature

Linear Classification
Linear Networks

Proof Technique

Bound (excluding polylog factors) Reference
Parameter Counting L \/%7 (4]
(651,
[ZEN (661,
Norm Based Ly %\/C? [82].
(63]
Norm-based/peeling C ming (Rank(By))
from Linear Networks LB N I 1Bl 163]
Norm-based LB % (64]
clal 2 Deduced from
3 L-1 sc, 2 3

Norm-based LiBL|A| T N 01! []1]

Parametric Interpolation

2p 2p
o2 4 [ BEP A [C+d]
BL# \/ B |Alcs [C+d)

B rank(A)[C+d]

cf. Corollary

cf. Theorem [3.

p = 0 in above line

N
DNNSs, norm-based
Peeling L1 B2L H%;/} ”Al ”%‘r [13]
Lo %5 147 2,1 [HL 1A H] 1
Peeling 1o maxe A [He=a 14 [L] Z+p [13]
N 2+13p p
[, Civ Lilee 432, CE=20s vaere Ll
Peeling 1 VN . [63])
x [Tz A B
(Peeling) L CEs [Hfﬂ HAZH] LE\/% Particular case of above
— 2 N 1
Pac Bayes L L\\//TVW (Hle HAeH) (ZeLzl ‘ml}\?) 2 3]
3
i [N
Covering Numbers LljlﬁneL:l 4l { 2 ZI\AJ% = [
DNNE s,
Parameter Counting
WSL
By /WS 4]
B/ (73]

B \/L[Zle [we +%z71]rank(Ag)]

Theorem
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DNNs
Parametric Interpolation

B[LLi|77,/ &
2py
L L pe+2
— B ;P i Ai ] X
lzz_l [BI1 pillAd S
1
2 2
Ag— M|, +2 Py
[” ZHAZHZIUZ — Z]W [’LU£+wé—1]1+w+2 ]
BILL,|7%
2py
L L pe+2
Parametric Interpolation 21 [%@—1714 [Tizepil Ai H] x
. Theorem 3.3
& Loss augmentation 1
2 2
Ag—M|Pt,, 17Pe+2 P
[” EHAZHZJ@ = ] " [we + wg_1]1+m+2 }
CNNes,
Parameter Counting
WSL
B /WS @
By
L[Y7 1 [Ue+de—1]rank(Ap)
B\/ [, U N o] Corollary[G.6
CNNs,
Norm-based
3
2732
i LiTT5 lop(Ad)| | soL Ugwe|[Ae=Me] 2.1\ 3
Covering Numbers % [Ze—1 ( ¢ z\H[O If(Az)EH] 2 1) ] [16]
Peeling Lillr, A H\FPE 17, wB
N
CNNs

Parametric Interpolation

BILLi|?%7 /&

Theorem

2pyp
L L pet2 Note:
_ B L i Al ] X
[2“ |B T il op(A))] w0
2 , 1 (for ¢ # L)
Ag—M |8, 17072 e = 1.
| et | e+ dea1W; “21 and Wi =1
B[LL,]7
L L e
Py
Parametric Interpolation pIya [%%—1,,4 [ iz pill op(Ai) ”] X Th 59
and Loss augmentation eorem .

(NI

2 Py
| Ag—Me|5E,,, | Pet? Py
[7n f;p(Aj)prf] [Ue + deaJW, w
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Table 2: Summary of results and previous State of the Art. By convention, all results are expressed

in O notation, which hides polylogarithmic factors of all relevant architectural W, A, W, L) and
scaling (maxy | A¢|, | A|sc, etc.) quantities. In addition, we only consider the dominant Rademacher

complexity term: for simplicity we ignore both the missing terms of O (B log(]\}/&)> and additional

terms of the form O (« / %) which would occur from making the bounds post hoc w.r.t. to the norm
constraints (some works do this explicitly whilst some do not).
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C In-depth Comparison to Existing Works

In all the descriptions below, the O notation absorbs polylogarithmic factors in
B, W, max; || A, N, L as well as the Lipschitz constant L; of the loss or the margin .

Recall that in [3], it was shown that

os(1/0)\ _ ~ . LNV (- LA
GAP-O | BA|—~2 ] <O | Lj—— A L . C.1

In [1]], it was shown that with probability greater than 1 — § over the draw of the training set we have

log(1/5) 5 L [(Ae — M)T |2%1
GAP-B —y < 1:[ A ;—HAZ”% ) (C.2)

Note that equation (C.I)) was discovered concurrently with (C.2) with a different approach ([3] relied
on a PAC Bayes approach).

C.1 Bounds for Linear Neural Networks

In this subsection, we briefly list generalization bounds which can be obtained for linear maps in the
multi-class classification case, focussing especially on the ones which apply to linear networks of the
form B L--- B]_.

Most of the early literature on generalization bounds for linear multi-class classification focused on
kernels, which are a slightly more general setting.

For a single output (C = 1), it is well known from early results [67) [81] that the Rademacher
complexity [°| of linear classifiers is bounded as O <1/ w> 0 (‘B HA' ) Early

work on generalization bounds for multi-class classification [I83} 67, 165} 66, 84} |85]] used inequal-
ities for Rademacher complexities of composite function classes to obtain bounds of the form

0 (% CHAT”%Y . Later in [86) 64]], the bound was refined to O (% AlFf) by exploiting the L*
continuity of common loss functions.

In [63], the authors proved the following bound specifically targetted at linear networks of the form

A = Bl . .BZB .
~ C[] i Rallk BZ | | ( ;

Note that [ [, | Be| > ||Al| and || A[ ming /rank(By) > | A[+/rank(A) > |A|r. Thus, the bound
in (C3) behaves at least as O <« / Cl?,é) , which exhibits the same behavior as the results in [84} [63]].

The results are expressed in terms of vector output Gaussian complexity, which has the advantage of
yielding bounds for L2 Lipschitz loss functions. When the loss function is L* Lipschitz, the bound

from [[64]] will be tighter by a factor of 1/C (ignoring any logarithmic factors). The main advantage of
the bound in equation (C.3) is the introduction of the novel proof technique which also allows the
authors to derive the bound (C.9) for neural networks with activation functions.

Comparison between Bound (C.I)) and Theorem 3.1]for linear networks:

It is worth noting that the Bound (C.1) can be instantiated as follows:

SFor simplicity, we use O notation, however, many of the result in this section do not require logarithmic
factors when expressed as a function of Rademacher complexity only. However, making them post hoc w.r.t. to
the constraints requires additional logarithmic factors.

30



Corollary C.1. With probability greater than 1 — & over the draw of the training set, every matrix A
satisfies the following generalization bound

ClAl, 2
—=ot (C.4)

~ 1 1 L—1 3
GAP<O|B LEV/‘” + L B|A| T L2

Proof. By the proof of Theorem the values of By, ... By which minimize the weight decay
regulariser 2521 | Be| 3, satisfy || Be| = |A||Z and even o;(B;) = 0;(A)T for all £, where o;(Z)
denotes the ith singular value of the matrix Z. It follows that for this choice of Bys, we have

_ 2
[LizeI1Bi] = HAH% and | B3, = HAHSLC% The theorem follows upon replacing the values into

equation (C.I). O

In contrast, for p = %, our Theorem scales as

0

L2 \/% 245 | Al min(C, d) 752 max(C, d) o
1 p
N

~ L %ASLC%
<0 Llw\/sB il HN@ lCxd (C5)

The two are not directly comparable: for one thing, the bound in (C.4) is purely norm-based, which
means that it enjoys more obvious scaling properties. This also makes it more vulnerable to large
inputs. It is worth noting that both bounds potentially improve when L grows, as this influences
the schatten quasi norm index. However, this benefit is strongly mitigated in the case of (C.I) by
the multiplicative factors of L, which are not present in our case. The explicit dependency on C is
also worse in (C.I)), but we believe this is an artefact of the L? based proof technique and might be
improvable with an argument more carefully dedicated to the linear case.

C.2 Norm-based Bounds for Fully Connected Neural Networks

In [13]], extending work from [12], Rademacher complexity bounds of the following order were
obtained:

N 2L L A 2
(L \/% nzﬁln i) (C6)

In addition, the same paper [[13]] contains other variants, which mostly consist of products of various
norms of the weight matrices. For instance (Corollary 2 page 13) for any fixed value p: GAP <

L L1751
11 Azl] H — |, (C.7)
p

=1 N 2+3p

OB

+ L, BU

log(%)
N

T b . . .
where U is an apriori upper bound on max, “‘m!ﬁ’l . Note: we have simplified the expression to adapt

it to our O notation assuming that AA{;’(%) < O(W% ), where M,,(A) (resp. M (A)) are upper bounds

on the Schatten p and spectral norms of A respectively (such an assumption makes sense since for
e . — ‘ —1 . . .
any matrix with dimensions bounded by W, we have ”?l”ﬁ < Wr). It is not possible to directly

compare the factors of L in our bounds and in (C.7) since a fully post hoc version of that result would
likely involve further factors of L as in our own proof.
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Note that{ < W, thus setting p = + we obtain for instance

log(1/0) ~ L WL
GAP-O | By/—=LZ | <O (L A —2 ] . cs8
(525 =[] ©¥

Still in the category of ‘peeling’ based bounds relying on vector contraction inequalities, the recent
work of [[63] (cf. Theorem 7), which appeared independently of the present work, has established
bounds of the following form for the Gaussian complexity of neural networks with fixed norm and
rank constraints

[A1[Fr L L—¢ =~ | Ae|Fr
L T 2= O Covwere T
/N )

L C'h/wl
O ]14s (€9
{=1

where 7, is an upper bound on the rank of layer ¢. In fact, a notable property of the bound is that
there are no logarithmic factors in the Rademacher complexity bound: however, note the Rademacher
complexity bound into an excess risk bound would incur at least a logarithmic factor of NV, and
making the bound post hoc w.r.t. the norm constraints would incur additional logarithmic factors
of the norms, as well as a non logarithmic factor of +/L. Here, Cq, 5 are unspecified constants
inherited from [77]] (which are described as ‘rather large’ on page 4 of [77]). However, the authors
in [[63]] do conjecture that the constants and the accompanying explicitly exponential dependence on
depth could be removed with a more careful analysis

L w
11 Az||] Lt/ N) , (C.10)
=1

where & denotes the Gaussian complexity, and r the minimum rank of the weight matrices
Aq, .. AL

Comparison between (C.10) in [63] and (E.123)

Both results take the low-rank structure of the weight matrices into account and improve when neural
collapse occurs. However, both the proof techniques and the final results differ significantly. Whilst
translating the bound (C.10) into an excess risk bound would imply at least a logarithmic factor of NV,
and making the bound post hoc w.r.t. the norm constraints would incur additional logarithmic factors
of the norms, as well as a non logarithmic factor of /L, the bound for the Gaussian complexity is free
of any logarithmic factors (in contrast, even our Rademacher complexity bound from the calculation
in Proposition includes logarithmic factors of the norms arising from the application of L*®
results such at Lemma , which could give it an advantage when L is small. On the other hand, the
bound El;?] and [C.9]exhibit both explicit and implicit exponential dependence on depth through the
factors C” and [ [ | A¢l| respectively. In contrast, the result inhas no non logarithmic dependency
on norm based quantities. In fact, it belongs to the family of parameter counting bounds, whilst (C.I0)
is a purely norm based. In the case where all the spectral norms and the norms of the datapoints are
considered to be O(1), the bound (C-I0) amounts to a sample complexity of O(C2Lr2 L2W), whilst
Theorem amounts to a sample complexity of 9] (£L2W): thus, the bounds are nearly identical
in this particular situation apart from the removal of a factor of rC¥' (which removes exponential
dependence on depth) in our work at the cost of additional logarithmic factors. It is worth noting that
the proofs are radically different: we rely on layer-wise covering numbers analogous to [[1} 4} [73} [16]]
whilst [63] relies on vector contraction inequalities and is closer to the works of [12}[13]. In particular,
one of the factors of L inside the square root in Theorem [E.8]arises from making the bounds post hoc
w.r.t. the spectral norms. It would be interesting to investigate whether this factor can be removed
when assuming that | A;| = 1 for all L.

6<0 <Cf%

Several other comparable bounds are proved in [63]], which appeared independently of the present
work. The bounds only apply to the exactly low-rank case, whilst we provide a more refined analysis
based on the singular value spectrum decay implicit in the low Schatten p quasi norm constraints.
In addition, we also consider convolutional neural networks, and the proof techniques are radically
different.
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C.3 Norm-based Bounds for Convolutional Neural Networks:

n [16]], it was shown that

3
2

log(1/0) _ 5 [ [T
GAP -0 (B N><O — (C.11)

whereif { < L —1,

[Taeis | op(Au)]

Te = Be1(X)|(Ae — M")THZ“/@?JI?L( By (X)
andif ¢ = L

M”AL —MLHF )
Y

Here, we denote B,(X) = max; |FQ~¢(x)||¢, where the norm |||, denotes the maximum L2 norm
of a convolutional patch for a vector of activations at layer £.

Tr, =

The above bound relies on loss function augmentation to control the L2 norm of patches at
each layer. However, the following simpler bound (Theorem E.2) can also be of interest:

GAP -0 (B 1%&‘”) <

3
2

~ LlH@ 1 H Op Ae H ZL: (eré Al MZ]T21> 1 ) (C.12)

o N

| op(Ae)|

Recently, in [32] an ingenious approach was used to provide bounds for convolutional neural networks
in terms of products of the Frobenius norms of the weight matrices. The bounds and proof techniques
are closer to the school of [[12}[13]] than those of [[L], and rely on vector concentration inequalities and
direct calculations of Rademacher complexities rather than covering numbers, whilst incorporating
many novel elements specific to the CNN situation. We have, considering a post hoc version of

Theorem 3.2 in [32] and translating to our notation, GAP —O (B A/ log(]\}/é)) <

L / L
~ L2 L = AE T L = ME
Ol 4 IHZ 1H HF Hll L , (C.13)

N VN

where w, denotes the spatial size of the convolutional patches at layer £ and B = max, ; ||(z;)s0.0|
is the maximum L? norm of a convolutional patch in the input.

The bounds (C.12) and (C.13) exploit the sparsity of connections at the first layer to obtain bounds
which only depend on the maximum norm of an input convolutional patch (as opposed to the full
norm of the input), a characteristic which is shared by our result (cf. theorem @ In addition, the
results in [16] exploit the weight sharing to involve only the norms of the weight matrices (rather than
the linear operators op(A4y)) in the numerator. Quite remarkably, the bound in [32]] achieves a similar
effect in the context of peeling type results by relying exclusively on the sparsity of connections.
Our results for CNNs can be interpreted as a low-rank generalization of those in [16] incorporating
low-rank structure in the weight matrices, just as our results for DNNs generalize those of [1]].
However, the results in [32] are not directly comparable, since they belong to the peeling family,
affording them a more favorable dependence on width but a poorer dependence on depth if the norms
| A¢|lg are moderately large.

C.4 Parameter Counting Bounds

In [7], generalization bounds based on VC dimensions were established for fully connected neural
networks. In more recent research the focus of parameter counting bounds has been on different
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architectures such as Convolutional Neural Networks or ResNets. We focus on CNNs below as this
work focuses on DNNs and CNNs.

In [4]] (Theorem 3.1 ), the following bound is proved for CNNs with fixed norm constraints:

~ WSL Nog(1/9)
GAP<O<B«/N+B N), (C.14)

where W := Zle dg—1 x Uy denotes the total number of parameters in the network and S is an a
priori upper bound on [[max, | 4[] — 1].

Later in [73]] (Theorem 3.4), the following result was sh0w1ﬂ

~ WL log(1/0)
GAPéO(Bq/N—&-B«/N). (C.15)

Note: in [4], the regime of interest is that where the spectral norms of the weight matrices approach 1,
which explains the appearance of the quantity S. In fact, the quantity appears through an upper bound
on the product of spectral norms as (1 + v)* < exp(vL), thus, the multiplicative factor of [LS]

can relatively straightforwardly be replaced by 6(L) This results in a bound which looks identical

to equation (C.13) when expressed in O notation. However, the bound in [73]] presents many other
advantages, including applicability to Resnets and much smaller constants and logarithmic factors.

D Experiments

In this section, we present some experiments to demonstrate that our bound can successfully capture
the low rank structure in the weights to improve upon competing bounds. Although the numerical
advantage of our bounds over the best compared method (the parameter counting bounds of [73]]),
the bounds generally show a much milder growth as the width of the layers grows compared to all
existing bounds when the generalization gap is kept relatively constant. Thus, our bounds are able
to adapt to capture the presence of unused function class capacity in the form of low-rank weights.
We present results for both DNNs on the MNIST dataset and CNNs on the CIFAR-10 dataset. All
experiments were run with 128 CPUs with 500GB ram and DGX A100.

D.1 Fully-connected Neural Networks (MNIST)

To evaluate the bounds’ behavior for fully connected neural networks, we conducted experiments
on the MNIST dataset. We set the number of non-linear hidden layers to L = 3 and varied the
width of the hidden layers wy in {300, 400, 500, 700} to explore different regimes. To guarantee
that we could analyze the phenomenon studied in this research, we enforced rank-sparsity through
two complementary approaches: (1) implicitly, by preceding each non-linear hidden layer with four
linear layers. (2) explicitly, by regularizing the neural network through weight decay. We selected
the regularization parameter from {107%,5 x 107%,1073, ..., 10%} and analyzed models with the
highest weight decay that achieved an accuracy of at least 0.9. We then maximize the margin
subjectto I, x < 0.1.

The results can be seen in Figure [D.I] To facilitate comparison, denser bars are lower than less
dense bars when compared to their counterparts, i.e, by considering models with the same width. In
addition, we only plot the bounds in O terms, ignoring all polylogarithmic factors. This facilitates
the comparison since some competing baselines are post hoc whilst some are not: our bounds hold
uniformly over all values of py, || A¢ — M¢||sce,p,, 7y €tc., whilst some of the related works do not
explicitly perform the required union bound to achieve this. The practice of evaluating the numerical

"Note, keeping in line with the convention used for the O notation in this paper, we interpret [max, || A¢|] as
a constant. This implies that the presence of the quantities C; ;) in [73] introduces a logarithmic dependency in

[max, | A¢|]” inside the square root.
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values of generalization bounds only up to polylogarithmic factors [73, 163] or not at all [3 4] is
in line with the literature. When comparing to [63], we evaluate the bound for two values of the
intractable constant C'; = 1, 2. This is to account for the the authors’ statement that the factor of Cf
could potentially be removed with a more refined proof, and certainly underestimates the numerical
value of the established bound, since the constant C1 is ‘rather large’ [77]. We include both versions
of our bound: Theorem @ (without loss function augmentation) and Theorem le (with loss function
augmentation). A key observation is that as the width increases, our bounds do not increase as fast
as the competing results, suggesting a successful use of the rank sparsity of the problem: in this
experiment, the accuracy and generalization gap are constant (overparametrized regime), therefore,
the more modest growth exhibited by our model indicates a better ability to capture true generalization
error than the competing methods, which show a much sharper growth with width.
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Figure D.1: Empirical comparison between our generalization results and previous works.

Further Validation of the Low-rank Condition Moreover, the singular value spectra plots from
Figure[D.6|below demonstrates the presence of rank sparsity in our trained models. This confirms the
observations made by a multitude of recent papers in the optimization literature [21} 22} 27]], which
further explains why our bounds’ advantage improves when the width increases. In this example,

even the value p, = 0 yields an advantage over classic parameter counting bounds due to the exact
low-rank structure.

D.2 Convolutional Neural Networks (CIFAR-10)
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Figure D.2: Spectral Decay of Intermediary Layers in the MNIST Dataset (Fully Connected).
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D.3 Convolutional Neural Networks (CIFAR-10)

In this section, we present experiments on the CIFAR-10 dataset. We train a neural network with 3
convolutional layers with kernel size (3, 3) each followed by 5 fully connected layers. The last (output)
layer has width 10 since there are 10 classes, and the width of the intermediary fully connected
layers is varied between 100 and 1000. Due to the additional computational burden of the task and
the more pronounced overparametrization, we evaluate the bounds on a single trained network for
each architecture. To moderate the effect of norm-based factors, we employ spectral regularization,
constraining the spectral norms of all weight matrices to 1. We set the margin dynamically to ensure
aloss of only 1 percent in accuracy compared to a margin of zero. As in the fully connected case, we
note that as most of the bounds are asymptotic in nature (and many of the sources do not calculate the
explicit constants) their ‘practical evaluation’ challenging. For this reason, we only evaluate dominant
term of each bound (ignoring the constants and logarithmic factors) and we employ a logarithmic
scale, which is better suited to this asymptotic analysis since the bounds differ from each other by
very large factors. This is also standard practice in the related literature 73} 4} (1] whenever bounds
are evaluated. As in the fully connected case, our bounds outperform the competing ones. However,
more interesting is the fact that our bounds exhibit a milder dependency on the width, which better
aligns with the true generalization error.

Figure D.3: Numerical Comparison of our Bounds with other Bounds from the Literature (CNNss,
CIFAR-10).

Furthermore, to provide further evidence of spectral decay and strong approximate low-rank structure
in our trained models, we provide the following plots of the singular spectral of the weights of our
trained models. The plots confirm that the approximate low-rank structure is stronger for larger
widths, which also explains the fact that our bounds’ advantage over existing approaches widens in
such overparametrization regimes.

w =100 w =200 w =300 w =400 w =500

Magnitud
Magnitud
Magnitude
Magnitud
Magnitud

o x o s w10 ] 5 w0 10 20 0 s 100 150 200 250 30 o w0 w0 30 40 o 10 20 0 40 50
Index Index Index Index Index

w =600 w =700 w =800 w =900 w = 1000

Magnitud
Magnitud
Magnitude
Magnitud
Magnitud

0 10 20 00 40 50 600 0 100 200 30 400 500 60 700 o 20 w0 &0 80 0 a0 a0 0 80 0 20 40 60 @0 1000
Index Index Index Index Index

Figure D.4: Illustration of the Spectral Decay of the Trained Models on the Layer fc2.

We also provide a few additional comparisons to validate our conclusion that our bounds respond to
varying degrees of overparametrization better than pure parameter counting bounds. As mentioned
in the main paper, the choice of p, can be made after training, as the bounds hold uniformly over
their choice. In fact, the choice of p, made after optimizing the bounds is a relevant factor in the
interpretation of the bound in terms of overparametrization regime: a larger but moderate value of
p (in the range [0.2, 1]) indicates that the norm-based factors are moderate enough to be involved
in the bound and that the low-rank structure in the weight matrices is sufficiently pronounced to
be exploited. On the other hand, a value of p = 0 can indicate one of two things: either (1) the
norm-based factors are too large for the low rank structure to be exploited, or (2) the weight matrices
are exactly low-rank. In our experiments, we observe the optimization of the bound often results
in the value py = 0 being chosen for convolutional layers, whilst the fully connected layers tend to
correspond to more moderate values of p,. This can be seen in Figure below, which corresponds
to the most overparametrized CNN model (w = 1000) where the p,s are selected based on the
optimization of the bounds from Theorem [3.7) (with loss function augmentation).
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Figure D.5: Chosen Values of p; (with Loss Function Augmentation) for the most Overparametrized
CNN Model (width = 1000)

The results are somewhat expected: convolutional layers are already quite parameter efficient, making
the exploitation of the low-rank structure comparatively less necessary. Furthermore, the norm-based

factors arising from the product ]_[5‘: ¢ i are larger since convolutional layers have a larger spectral
norm due to the repetition over patches. On the other hand, the fully connected layers are able to
select larger values of p, due to a more pronounced low-rank structure and moderate norm-based
factors achieved through a combination of loss function augmentation and spectral regularization
during training.

We note that the choice of p, generally introduces a tradeoff which is only imperfectly captured
by the regime corresponding to the value of p; chosen when optimizing the bound. Indeed, lower
values of py correspond both to a bias towards the parameter-counting component of our bounds and
stronger exploitation of the approximate low-rank structure (assuming the norm based factors are
not too large). Thus, more moderate values of p; are preferable in terms of the bounds’ responsivity
to changes in architecture, whilst setting very close to zero can sometimes be beneficial in terms
of overall numerical performance due to the convergence to a parameter counting result. To better
isolate the bounds’ ability to capture low-rank structure and its indirect effect on function class
capacity, we evaluate the bounds when fixing the value of p, to various values for all layers. We
then compare the behavior of our results from Theorem [G.5] (without loss function augmentation,
in blue) and Theorem [3.7](with loss function augmentation, in turquoise) to the parameter counting
baseline of [73]] (in yellow). To isolate the behavior as the overparametrization increases, we plot the
ratio between the value of the bounds compared to the value of the same bound for a width of 100.
Similarly, we also plot the ratio of the test error (in red) compared to the test error for a width of 100
(i.e. 0.2793). The results are in Figure [D.6] below.

We can directly observe that for moderate values of pg, both our bounds are successful at capturing
the implicit function class restriction that occurs through both norm-based effects and spontaneous
rank-sparsity in the overparametrized regime: for small widths (100 to 300), the bounds all grow
linearly, which correspond to a parameter-counting behavior (indeed, the parameter count grows

quadratically in the width, which results in linear growth of the term 4/ % where D is the number of

parameters), at the regime of moderate overparametrization (width 300 to 700), our bounds maintain
relatively constant behavior, which matches the behavior of the test error. Then, at the extremely
overparametrized regime (widths 800 to 1000), the bounds begin to grow again and exhibit less stable
behavior, which also better matches the behavior of the test error compared to the parameter counting
baseline, which continues to grow linearly.
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Figure D.6: Relative Growth of our Main Results as a Function of Width
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E Generalization Bounds for Fully Connected Networks

In this section, we prove our generalization bounds for classes of neural networks with Schatten p
quasi norm constraints on the weight matrices. For each layer ¢, we have a set of admissible matrices
RWeXwWe-1 5 B, 1= {Ag € Rwexwe-1 . HA@ — Mg”sc,pz < My; HA@” < Sg} and

= Fa,,..,ap) : Ace By VU< L}

(E.1)

= F(AlquL) : HAK - M@Hsc < Mg ”AH <s¢ V<L



We define similarly:
FEt={F " =Fa,.. 4y Ae By Vi< (), (E.2)
where we define

By={A; e RY*"t 1 | Ay — My|sep, < Mes | Agll < s}

Proposition E.1. Fix some reference/initialization matrices M* € RW1*wo — Rwixd — 7Arl e
RWLXWL-1 = REXWL-1  Agsume also that the inputs x € R? satisfy |z|| < bw.p. 1. Fix a set of
constraint parameters 0 < py < 2,89, My (for{ =1,...,L).

With probability greater than 1 — § over the draw of an i.i.d. training set x1, . .., x, every neural

network Fu(z) := Apop(AX=Yor_i(...01(A %) .. .) satisfying the following conditions:

|AY — MY sep, < My VI<(<L
Al < se Vi<i<L-1
1AT [o.00 < 51, (E.3)

also satisfies the following generalization bound:

E[I(Fa(z),y)] — — 21 Fa(x:),yi)
i=1

log(3)  2404/log,(4T)1 )[B+1]
<6[B+1]4/0%V5 083 ( \ﬁog 1] (14 LL) ™5 Rasps  (E4)

where R s pp :=

ISP

2py 2rp

pe+2 5 2 pr,+2 5 2 PL
25 _p,t2 25 _pLt2 2
12w, [wewy] w+2 b | | 0iS; rePL P wt T w " ,

bl

(E.5)

= [[b +1][LT +1]WN ]_[iLzl[[pi +1]s; + 1]] and we use the shorthands ry := /\:T‘:g wy =
£

min(wg, wg_l), Wy 1= [’wg + wg_l].

Proof Write Fj for the class of neural networks satisfying conditions (E3). By Lemma[[.7] with
o= N and Proposition | we have the following bound on the empirical Rademacher complexity
of i

9‘{5(1 O]:B)

2p(

2p

4 12 (B (1 + LLl L o ks

<=+ —= 96 log, (4T) [ Z prst Iy w*? D, W, de
N VNJy =1

1
2py 2
4 1204/log,(4T) P AP N T 1
< -+ ———"——(1+LL)z» Z priSi IVETEER IV AR Y f —de+B—-1
N VN sl X €
2py %
4 120+/log,(4D)[log(N) + B I e, 2o e
< N ng( \/)N[Og( ) ](1 + LL1)2+17 2 lbnp181‘| er[2+2 wé’[-{-?wéﬁeﬁ-Q
=1 P
(E.6)
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Next, by Theorem[[.6] we have w.p. > 1 — 4,

N
E[1(Fa(z Z (Falz:),y;) < 6B 10g(4/5)+ 8 (E.7)

1
2py 2
Pe +2 2 Py

2 _Po
—2— _Dpy+2 ~pgt2
rretE gt Wy

2404/1 4T)|log(N
VN ;

Mh

Il
—

log(5)

6[B +1] ~

2p(
240«/10 (4T) log(N)[B +1] L Pet2 2 ve
g2 g (1 4 LL1 =5 Z lbnplsl] Iy p@2+2 w;e+2 u~)EM+2 ’

where the last inequality holds for N' > 9 (if this doesn’t hold, inequality (E-4) holds trivially).
Plugging equation (E.7) into equation (E.6) yields the result from equation (E:4) as expected.

O

Using Proposition [E.I|we can prove the following post hoc version, where the values of p, can be
optimized.

Theorem E.2. With probability greater than 1 — 6, for any b € R™, every trained neural network
Fy and sampling distribution with ||z|| < bw.p. 1 satisfy the following generalization gap for all
possible values of the pys:

1 51 O V) 1
6[B+1] Og B2 S+ 480[B+1)(1 + L L) ngc osNV) 5

where ©uog i=  2log [4W + 0[], il Ail] | [1og(®)] + L | X, [og([|Ael)| +21og(477) ] |,
Yro =12 [[b +1][LT +1]WN Hszl[szAzH + 1]] [4W + 011, pi Ail]. b is an a priori bound

on the input samples’ L? norm and where

RFA =
L—1 L-1 etz |Ag — My|P: ﬁ _2 Py
l 2, [bmmz , »|Ai||] [|A|] @7 [, 707
=1 1=1 ¢

bp| AL

2 1
HAL MLHqch Lt pr2+2wpz% :
AL 5% Lot '

2pg,
L—-1 pr+2
H piAi|]
i=1

Furthermore, the result also holds with b replaced by the empirical quantity b = max;< | z;].

Proof. Let A1, Ay > 0 be positive real numbers to be determined later. For every set of values
E®) M) k() ¢ Zand 1 < kEP2) < (Where ¢=1,...,L)we apply proposmon-for the
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following values of b, k(°2), My, py, 6:

b—b=exp(Ak®) (E.8)

S¢ — S0 = exp(A k(‘”)/L) (E.9)

My — M, = sml with (E.10)

7o := exp(A kM) (E.11)

pe < P = DokP?) (E.12)

Ok k() kM) o) = SAY 33L1+1 9= Ik 1=, KO =5, (K] (E.13)

This implies that with probability greater than 1 — 0;.s) .(s) k(M) gre) s

1Y log(5k<b> k(sw:w) kw)
E[(Fa(), )] = 5 D, 1(Fa(w:), 5) < 65 At

=1 N
2404 /1Og2 (4£k(b),k(sé)) IOg(N) [B +1] e
+ \/N (1 + LLI)2+P'R,k(pe)’k(MZ)yk(b)’k(SZ), (E.14)

where  Rpowp pmp) gy g 1s  defined  as  the value of Rpaspp  for
b,s¢, My,pe  taking the values defined in equation (EB) and T pe0 =

| [exp(k®) ) + 1][L +1WN [Ty [pe exp(k(+04) + 1]
Note that

1 21" 1 2
5k<b),k("£),k<MZ),k(”l) 5A2 33L+1 ’VAQ“ [Z §]2L+1 < 55 <. (EIS)

k®) k(o) (Me) E(Pe) i€Z

Thus, equation (E.14) holds simultaneously over all admissible values of k), k(s¢) p(Me) [ (pe)
with probability > 1 — 4.

For a given neural network F4 and choice of pys, we utilise the result above for the following values
of k®) k(se) [ (Me) (o).

E® = [log(b)/A1] (E.16)
k) = [log(se) L/ A
KM = [log(r)/A]

(pe) . | PL
R {AJ

where b < masx; | s¢ < |Ael. ro < [A¢ — My22, JJAJP* = X, 04(A — M) (for £ # L)
andry, — |AL — Mp|2e,, /IALIBY, < wr X, 0i(AL — Mp)Pe.

For these values, we certainly have:

Ek(b>7;€(52> <

L
[exp(Ay)b + 1][Ly +1]W 1_[ pisi exp(A1/L) + 1]] (E.17)

:h

<exp(2A4) |[b+ 1][L L +1]W

]] = exp(2A))L,  (EI8)

:1
because I := [[b +1][LL +1]WN Hiil[[pi +1]s; + 1]] Further, we have

7, < g e, (E.19)
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Note also that

2Py 2py 2|pe — pe -
~p - P < []f Pl < 2[pr —pe]/2 < A
pe+2 pe+2 pe+ 2

and

2 2 2Dy — 2A
2 _ A —p] 24 < A2,
pe+2 pe+2  [pe+2][pe+2] 4

Thus, we can continue:

Riwo) pMo) o) glo <

L Py +2 2 _2 Py %
2 eXp(Al)aniSi exp(Al/L) fg>e+2 u_)[pew méplﬁ
l=1 7

2py

1
L Pet2 5 _p Py 2
~B+2 Pt ~ppt2
< exp(Aq) 2 bnpisi Tt W, W,
1

l= i

[ A2/2 % -2 _2
< | exp(Aq) lbnpisz} [bHPiSi] P

N N
9] §]
= g
I3 =
L> —
o>
= —]
] >
S
> &
> [E—
<"
N‘K\J
ol (g
‘ >
=
=
— v
I
1
~
Il
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)
S
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S
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s
N
T
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=
~
g
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S
~
+k\3
|
£
Sy

1
1
|
N‘MD
]

N
m)—t
ot
g
o>
>
I
g
~
M‘M
X
e

RF,

r max(Al,A2;
< 4w + priSi]

Py
ppt2
4

N
[}
=
(o3
>
Z
S
>
S
W
S
Rt
| —
~
NglS
o
|
S
>
S
W
S
|
el
I
T
|
—
=
~
g
Y
s
3
2
+l\.7
N
g
Sy
& [x3
+s
[
| S

2 Py

L pp+2 5

—2_ _ 5,73 5,47
3 o Tos] ™ s af=af
(=1 %

1
2

(E.20)

(E.21)

(E.22)

(E.23)

(E.24)

(E.25)

(E.26)

(E.27)

(E.28)

(E.29)

(E.30)

where at equation (E:23)) we have used equation (E220), at equation (E:26) we have used equa-
tion (E:19), at equation (E.27) we have used the trivial fact that -£- > -PL and at equation (E:28)

; Pet2 = 2+p,
we have used equation (E.21)) and the fact that ry < w,.

Equation (E:30) motivates the choice

log(2)
A=Ay = —
! ? log [AW + b[T; pisi]’

which ensures that

Rk(P[)7k(Mz)_’k(b)’k(sz) < 2Rp,.

Note that for this choice of A; and Ay, we can write first (from equation (E-I7),

Lpoy g <14 l4W + priHAgH
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and then:

1
log
5k(b)’k(w),k<Mz)’k(w>

1
<log(5) + [3L + 1]log(3) + l|k(b)| SDNLAUEY k(Mﬂ)] + Llog(1/As)
14 L

1 _
< log(g) + L l4.3 + loglog l4W + prisi ] + l|k(b)| + Z k9| 4+ Z |k(M2)|] (E.34)
i 4 4
1 _
<log(5) + L [4.3 + loglog [4W + bH p,»AeIIH +2 (E.35)
[I log(b)| + L lZ |log (| Ae|)| + log(W) | | /A (E.36)
=1
1 _
< log(g) + L l4.3 + log léLW + bHPiHAIZH (E.37)

L
+2log [4W + priAZH] [I log(b)| + L [Z [ Tog([|A¢[)| + log(W)H

£=1

L
< log(%) +2+2log lﬁlW + bHPi||A£|1 lI log(b)| + L lE [og (Il Ac[)] + 210g(4W)H

=1

1
= log(5) + 2+ Olog (E.38)

where at equation (E334) we have used the definition of Ay (i.e. equation (E3I)) and the fact

log(log(2)) = —1, at equatlon (LET_%D we have used equations (E-I6) , and at equation (E:37) we
have used the fact that log(2) > 5 and the inequality log log(z) < log(z) and at equation (E.38) we

have used the definition of @log

We now plug equations (E30), (E:32), (E-38) and (E:33) into equation (E:14) to obtain:
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N log(%b) o (50) iww K (Pe) )
E[1(Fu(x Z (Fa(xs),y;) < 6[B+1] B A

2404 /logy (2L ) jor) ) log(N)[B +1] e
+ (1+ LL1)T P Ryte) gMo) gt polee)

VN

6[B +1] 710‘%5\1/5) +6[B+1]4/ 2+ O +A?1°g

/1085 ST [4W + B[, pi Ael]) og(N)

+480B(1 + LL;)757 ~ R, (E.39)
6[B+1]y/ 222D | grp a1y /2O 4 g0 B(1 4+ L1 x
N N
wog(lz |6+ L L+ W N T [l + Vs + 1| [4W + b T, pil Ael]) log(N) _
N Rra
log(1/0) 2 4 Oiog
< 6[B+1] ~ + 6[B+1]4/ N
2/l )1
480 B(1 + LLy) =7 08( VFC og(N RFA, (E.40)

where at line (E39) we have used equation (E32), and at the last line we have used the definition

yro =12 l[b + L LAWN |l Ai] + 1]1 lzw_v + priAi|] .

This concludes the proof of the first statement.

For the second statement, it suffices to use an elementary form of loss function augmentation
by considering the following augmented loss for any value of b greater than 1: !'(x,y) =
max(1(Fa(z),y), B1j;|>s). Indeed, given any training set x1,..., 2y (not necessarily satisfy-
ing |z;|| < b), we can apply Proposition [E.11]to the training set {z; : ||z;| < b}, which results in a
cover of I’ o F with respect to the whole set {x;} since I’ = B whenever ||x;| > b. The cover is
bounded above by the RHS of equation (E.I31)) and we can continue the argument as in the proof
above and conclude that

E[U'(Fa(z),y)] — — Z U'(Fy(z <0, (E.41)

where Q is the right hand side of equation - Note that the argument above already uses a
posthoc argument to show that the bound holds for all values of b simultaneously with a single failure
probability. Thus, the same is true for equation (E.41). Note that it is not necessary for I’ to be
Lipschitz in the input z, since no cover of input space is required.

Next, we have:

E[I(Fa(x ]lvilFA (1)
1=1
1 N
<E[l/(Fa2).9)] - ;1<FA($1‘)7%) (E.42)
<Q+iilFA% i W(Fa(x:),ys) (E.43)
N 1=1 i=1
<@ (E.44)
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where at the second line [E.42] we have used the fact that I’ > 1, at the third line (E:43) we have
used equation (E-4T)) and at the fourth line (E:44) we have used the fact that b = max; |z;|. This
completes the proof.

O

E.1 Tighter Results with Loss Function Augmentation

In this section, we use the technique of Loss Function Augmentation to improve the scaling of the
bound with respect to norm based quantities.

We first recall the following definition of the ramp loss (defined for any B), which we use in controlling
the intermediary activations of the neural network:

(r - B)

Ap(z) = min(B * B). (E.45)

We now consider the following augmented loss function:

laug(FA’ ‘r) (= Inax <2I<HI?X1 [Abe(HFg_)e(x)”)] 71(FA(x)7y)7 B 1x|>b0) : (E46)

We first prove the following extension of Lemma[E.12]to incorporate the loss function augmentation
over activations.

Lemma E.3. Assume sy = 1 and let by (for { = 0,1,..., L) be some positive real numbers with
by = 1/ Ly. Define py = sup,~; pi—u/bu where as before, pi_, = p; Humle Son Prm-

Assume as in Lemma that we have a fixed dataset 1, . ..,z N with |x;| < by for all i < N.

Let B, ..., By be arbitrary subsets of the spaces RV¢*"t=1 and instantiate the rest of the notations
from Lemma and explicitly set €y = Thr
There exist covers Cy < By,...,Coe < By X ... By,...,C, < By x ...Bg such that for all

A= (A1,...,Ar) € By x ...By, there exist A' AV such that forall ¢ < L, A = A'~L .=
(A, ... ALY e Cop and foralli < N, ¢ < L:

‘)\aug(FAafiay) - )\aug(F/Dxivy” < e (E47)

Furthermore the covers satisfy the following covering number bound:

L
log(|Corl) < ) log(No ¢ (Be, €0, N, 3by1)), (E48)
=1

where as before, for any b > 0 and N € N, N o(By, €0, N, b) is defined as the minimum number
N such that for any dataset 571, . .. ,:cfvfl with N < N and |zt7"|, < bforalli < N, where
I-lle = [+l for € # L and ||| . = |- |co-

Proof. The proof is quite similar to the proof of Proposition 8 in [42], itself inspired from [[73} 5} [16].
We will construct the covers such that they satisfy the following claim:

Claim 1: There exists a cover Co_, 1, satisfying equation (E-48)) such that forany A = (A,... , AF) e

B x ...By, there exists a Al, e, AL such that for each x € X and each ¢ < L, one of the following
two conditions is satisfied:
VO <O FSCE g a0 (@) = FE7° g0 a0 (@)]e < epe (E.49)

or there exists #; < £ such that

IFS7% o (@)]e > 3be, (E.50)

Al
1...,AN
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(Here as usual |-, = ||-|2if £ # L and ||| = ||0)-
Proof of Claim 1:

For the first layer, writing X := {z1,..., 2y}, we know by assumption that there exists a cover
C1(X) = Cp—1 < By such that for all A; € By , there exists a A; € C;(Xp) such that for all i < N,

[(AY — AY)(2)|| < €1, (E.51)
from which it also follows that
[Fart (1) — gt ()| = or(Atas) — o1 (AN (20))] < erpr- (E.52)

It follows that { F4>! : A € By} < Fg~tis an L®2 cover of F3~ as required: equation (E49)
holds for ¢ = 1.

For the inductive case:

Assume that the covers Cy_.1,...,Co—¢ have been constructed and satisfy the claim up to and
including layer /.

For each element A°~¢ of Cy_,s, we can split the dataset X into two sets X ¢.0—¢ < X and
[Xe},io—w]c as follows:

Xy foe = {a: € X ¥l < L1 |FIN (@) < 3bgl} . (E.53)

Next, by the definition of N, ¢(By, €, N, 3bs_1 ), there exists a cover Cyy1, 40—+ © Byyy such that
for any AT € By, 1, there exists AT € C; zo0-. such that for any z € X, jo-.,

[ AR () = ATV (@) e < o (E-54)

Accordingly, we define the cover

Comerr= ) {A%7} % Cpuy o (E.55)

AO_’ZECK
For any A%~ — (Al ..., Ay ¢ By x ... x By, the associated cover element A0+
is defined by (A, ..., A%, A“"1) where (A, ..., A") is the cover element of Co_, associated to
(AY, ..., A?) defined by the induction hypothesis, and A**! is the cover element of C; 1 associated

to A“*! by the definition of N ¢(Be, €, N, 3by—1) to satisfy Condition (E.54).

Equation (E.54) implies that for any = € X, 70, condition (E:49) holds for the value ¢; = /. In
addition, we already know from the induction hypothesis that the same condition holds for ¢; < /.
Therefore, the condition holds forall /1 < £+ 1forall z € X ¢, 0t Furthermore, by definition of
Xy go—e, any x € [ X, zo—.]¢ has to satisfy equation (E.50) for some ¢; < £ + 1. Thus, every z € X
indeed satisfies either condition or condition (E.50), as desired.

This concludes the proof of the claim.

To finish the proof of the lemma, it only remains to prove equation |E_L7f_71 Consider an arbitrary
A€ By x ...Byp and the associated cover element A = (A, A2, ... AL).

Let 2 € X be an arbitrary sample. Let £* be the smallest number less than L — 1 such that

|FSTE go(@)]e > 3be. (E.56)

.....

and let £* = L if the above equation doesn’t hold for any value of /.
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By instantiating the claim for any ¢ < ¢*, we know that equation (E:49) holds for all ¢; < ¢. Thus,

!Ab[ 1P >H>—Abe<qurf@< 1] E57)
H Fole(z) — F3oh (@) (E.58)
b Z H 0—>£ AL AL Ae( ) F0—>.l At Al Ag(x)H (E.59)
l1=1
1 L
< 7 Z 651p€1—>€ (E.60)
Pei—e (E61)
b( Elzl Lppl’l
1 ¢ € g

P, -0 S —€ K E, (E.62)

g J— -
be /~Z, Lpe,—0/be L

where at equation (E:60) we have used the claim, at line (E.6T)) we have used the definition of ¢, ,
and at line (E-62) we have used the definition of /g, .

In particular, it certainly follows that if / < L — 1,
|Faoe@)] = [FRo” (@) = [Faoe (@) = Fga”he (2)]| > 8be = be = 26, (E63)

which implies that Agyg(Fa, 2, y) = Aaug(F1, 2, y) = 0 and equation (E47) indeed holds. On the
other hand, if £* = L, then since by, = 1/ L, equation (E:62) instantiated for £ = ¢* = L also shows
that

W(EFa(x),y) —1(Falz). y)l < e (E.64)
whilst (E.62) instantiated for any ¢ < L — 1 also shows that

jmax [N (|FA"(@))] = max [, (IF3 (@))]) < e (E.65)
Together, equations and (E.63)) imply that equation (E.47) holds, as expected.
O

Proposition E.4. For any granularity € > % and any values of 1 < by, ,...br_1, s¢, pe, there exists

a cover C of the augmented loss class {/\aug(FA,x,y) cA= (A AN e By x ... x BL} with
cardinality bounded as follows:

2py
pet+2 5 Py Py
s o Pet2 ~Pe+2
reret2 T w, . (B.66)

min(e, 1)

2p
L+ L) %57 & L
log (|C]) < 2881log,(4L') [(l)] Z [be1 H Sipi
=1 i=t

Proof. The proof is analogous to that of proposition(TS;_rl and consists in plugging in the one layer
covering number estimates (Propositions (F.4) and ) into equation (E-48), taking into account
our new definition of ¢y = Z’if[ :
L
log (IC]) < ) 10g(Nog,e(Be, €, N, 3be_1))
=1

— b P +2 2 Py
72[ Z [Me — 1] £ u_};ew [wzwz]pe$2 10g2(r]-‘r",é)

€¢

(E.67)

pr+2 2
N [/\/lLbL—l:| L @£L+2 pL+2 10g2(F}‘P ) . (E68)
€L
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Note also that since we are assuming that s, > 1 for all £ and b, > 1 for all ¢ # L, we also
have ¢ = 2’ Z > €pg_.r, thus, the bounds on the logarithmic factors I'zp 1, ' zp , derived in

equations m still hold. Thus, we can continue:

b P +2 _Pe
log (|C]) < 72logy(T Z [Mf - 1] ‘ w;f“w;f“ (E.69)
L Mybo_1peL[1 + Ll] HL Sipi pil:fz 2 _Pe_
< 72logy(T) ). [ — =S Z] w] ) (E.70)
L1+ L) A L L rts by
1 e
< 72 logz( ) |: nin Z l bg_1 @ 51‘01’1 w;wr? wepﬁ? (E.71)
2p L 2Py
L(1 +1y) ] TR 2t
= 2881og, (4I) [mln 1) ] 1; l 1 Usim} rpPete wepwz w;e+27 (E.72)
as expected.
O
Then, we can proceed with the following straightforward analogue of Proposition [E.T}
Proposition E.5. Fix some reference/initialization matrices M1 € RW1*wo = Rwixd ML e
RwLXwi—1 = REXWL-1_ Assume also that the inputs x € R? satisfy |x| < bwp. 1. Fix a set
of constraint parameters 0 < py < 2,1 < sy, My (for £ = 1,...,L). Also fix some numbers
1< bgl,...bL_l and by, = %
1
With probability greater than 1 — § over the draw of an i.i.d. training set x1, ..., x, every neural
network Fp(x) := Apop (A" or-1(...01(A ) ...) satisfying the following conditions:
k F' A AL—1 Al isfying the followi diti
| A" = Msep, < Mo Vi<(<L
Al < se VI<(<L-—
AL 2,00 < 5L (E.73)
IFQ~ ()| <be, VI<L—-1 Vi<N (E.74)

also satisfies the following generalization bound:

E[I(FA(JS) Zl FA iEz) yz)

1=1

log(4)  4164/log,(4T) 1 )[B+1] »
6B +1]4 OgN5 083( \FOg +1] [LO+ L) Rateps,  (ET5)

where Ry s,pb, i=

2py %
L—-1 Pet2 5 2” o 2pp 5 2 PL2
Pe+2 o Pt FyEs) 743 1 prF2 .5 PLT pr+
Slbea[Toisi| w7 @) 7 [wow ] 7 + [bro1pr]Pe™ 725 o Fwps |
=1 i

(E.76)

and as usual, T := [[b +1][LL +1]WN H¢L=1 [[pi +1]s; + 1]] and we use the shorthands ry :=

M,? . _
7%@, w, := min(wg, we—1), We := [wy + we—1].

Proof. We first note that with a calculation nearly identical to that of the proof of Proposition [ET]
relying on Proposﬂwnﬂ instead of Proposition with an additional factor of v/3 and (1 + L L)
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replaced by L(1 + L) as well as b ]_[iL=1 s;p; replaced by by_1 Hf: ¢ Sip1, we obtain the following
bound on the augmented loss class Agyq:

}E[Aaug(ﬁ‘Avac y 2 aug FAvxlvyV)
log(3)  8324/log,(4T) log(N)[B +1] .
< 6[B+1] N5 NI [L(l + L)% Rms pobe - (E.77)

However, we know by definition of 4,4 that

E [)\aug(FA7 xz, y)] = EI(FA(x)a y) (E78)

Furthermore, since the last condition in (E73) holds, we certainly also have:

1
¥ Z Aaug(Fas @i yi) = 7 (Fa (i), o). (E.79)
i=1

The result now follows.
O

We can now apply the above results to obtain a post hoc version using argument similar to those used
in the proof of Theorem [E.2]

Theorem E.6. With probability greater than 1 — 6, for any b € R™, every trained neural network F 5
satisfies the following generalization gap for all possible values of the pys:

1 N
E[I(FA(w)vy)]—Nl W(Fa(z;), v:) (E.80)

6[B+1] log( 1/5 15+@loagw

2/l 1
- S32[BA[(1 + L) 7 Y108 WFC og(IV

RFA Aaug?

aug , __
where G)log =

L L-1
2log l4W + priHAg} l log(b)| + L [Z [log([|[Ae])] + 2 log(By,4) + 210g(4W)]1 ,
i =1 =1

Yre = 12 [[b + 1L L +WN T (o] Al + 1]] [4W + b T il All] b = max]ly [z,

and where

REr uny = (E.81)

L—-1 . L—-1 Py+2 HAZ o Mf”’s)é p£2+2 % by
Z ‘BE—LAPLHAL , A [W] w;z [wéﬂe] 72 (E.82)
=1 i=£

+[

2 T
]pL+z % ” wgf”w}j?“ . (E.83)
AL I35

where By_1 4 := max (max,;sN |Far,  ae-1(zs)l], 1).

Proof. Let A1, Ay > 0 be positive real numbers to be determined later. For every set of values
E®) 00 gMe) f(s0) € 7 and 0 < k(P < Alz (where ¢ = 1,..., L) we apply proposition
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for the following values of b, kGO My, pe, 6
b—b=exp(Ak®) (E.84)
by < by = exp(A1k"))
S¢ < Sg = eXp(Alk(‘”)/L)
My — M, = 8@7’2 with
7o i= exp(A kM)
pe — Pe = A2k(m)

k()| — JACZA e -y k(M)
6k(b)’k(sz),k(/\/lz)’k,(p€) 5A2 34L+1 — 2 [ |=2 | =22 | =2 | |. (E.85)

Using Proposition@ this implies that with probability greater than 1 — 0,.) v0) k(se) KMo g0

E[I(F LS I(F 63\/log(5k(b> k(be) k(:;) R (M) k(pw)
—_— . . g i) 3 5 i
[1(Fa(z),y)] N; (Fa(z:), yi) N
416 10%2(4£k<b),k<se>)IOg(N)[B +1] p
+ [L(1 + L) Rywo) gMo) ) g0 (E.86)

VN
where  Rpo) 00 pGo) gMo) g 18 defined as  the value of Rpaqspp, for
b,be, s, My, e taking the values defined in equations (E84) and Lo pen =

| [exp(k® ) + 1][L +1WN [Ty [pe exp(k(+04) + 1]
Note that

.1 [271"
5k(b),k(bz)vk(é'z)’k(/\/lz),k(w) = 5A2 4L+1 | A [2 95
E®) kG0 k50) (M) |(pe) 2

(E.87)

Thus, equation (EB6) holds simultaneously over all admissible values of
kO jbo) f(se) p(Me) E(pe) with probability > 1 — 6.

For a given neural network F'4 and choice of pss, we utilise the result above for the following values
of k(O k(s0) | (Me) [(pe).

E®) = [log(b)/A1] (E.88)
k) = [log(By.4)/A] (E.89)
k) = [log(se)L/A]

KM = Tlog(re)/Aq]

(pe) . | PL
oy [AJ,

where b « max; ||z;[, by < By a, 50 < [Ae|, ve « [Ae — Me|Z,, /[ A|P¢ = 35 00(A — M)P*
(for ¢ # L) and ry, < ”AL - MLHQQPL/”ATHPF < JJwr, Z O’Z(AL — ML)pL).

As in the case of Theorem [E.2| the following equation still holds as it doesn’t involve k(%) (cf.

Eq. (EI7))

Ek(b),k(sz) <

L
[exp(A1)b + 1[Li +1]WN [ [[pisi exp(Ay/L) + 1]] (E.90)
i=1

:h

< exp(241) l[b + [LL +10WN [ [[pi + 1]si + 1]] — exp(2A1)T, (E.91)

Il
—
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because I := |[b+ 1][LL; +1]WN Hle[[pi +1]s; + 1]] For the same reason, we still have (cf.
equations (E.19), (E.20) and (E21))):

Fo <r1pet, (E.92)

2p, 2py 2[pe — pe] -
— < —= < 2|pp — 2< A E.93
Git2 prs2 ot 2 [Pe — pe)/ 2 (E.93)

and
2 2 2 []5@ — pg] 2A

2
_ - < < Ay /2. E.94
pe+2 pe+2  [pe+2][pe+2] 4 2/ (E59

Thus, plugging in the new values of k() k() f(s0) [(Me) k(Pe) into the definition of R s b, =

L 2rg 2o 5w |?
T Pl T, Pe ine
D be—1 T Tizp pisi]Pe™2 xePe™2 w7 by we now obtain:

Ripv) ko) ks0) k(M) fipe) (E.95)
L L ", 5 12
< l Z [GXP(A )be—1 n piSi eXP(Al/L)] fe””ﬁ’epﬁz ﬁ’epﬁz} (E.96)
=1 =L
25, 1
L L ppt+2 2 v |2
l Z [be—1 exp(A1)] H pilsi eXP(Al/L)]l fepzﬁ o w 1 (E.97)
=1 it
2pyp 1
L L Pe+2 2 2
< exp(A Z lbe_l I1 pisll o 1 (E.98)

L L = L =tz . v 172
[exp(A l Z lbe—1 H pisi] lbe—1 H pisi] P wzp‘]” @epﬁz] (E.99)
=1 it
_ 1
2

% L p2;#2 2 5o T
< | exp(Ar) b]—[msi] lZ lbg_1npi8i] r;f”w;f”w;f“ (E.100)
[ =1 i=L n
- 2 _ZPr_ -1
2 L L pe+2 R f’i 2
< |e®t bnpisil eB1/2 [2 lb@ll_[pisi] [rg @g] 72 ]t (E.101)
L 1 =1 =0 i
r _ o B2 2pg 1
2 L L pe+2 2 2 Py 2
< e o] [pisi lZ lbg_l npisil ry7ee? w;f”w;f“} (E.102)
L ) | =1 =4
B _ _ Ay . 2pyp 1
R L L Pe+2 ) |2
< e o] Josi| @ || D) [bema] Jpisi|  [rewelme ] (E.103)
L 7 | (=1 i={
- ] A S
5 S
< e o] pisi| @2 | Resre, (E.104)
- max(Al,AQ)_
<|[4aW+b]] pisi] R A Aangs (E.105)

where at equation (E.99) we have used equation (E.93)), at equation (E-T00) we have used the fact that
i

by < b Hle pis; (differently from the proof of Theorem|E.2)). The rest of the calculation is analogous
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to the proof of Theorem[E.2} at equation (]EE[) we have used equation (E-92), at equation (E102)
.. ﬁ(
we have used the trivial fact that S > (E-103) we have used equation (E.94)

+2
and the fact that rp < wy.

2+p

Thus, since the multiplicative error term is unchanged, we can proceed, as in the proof of Theorem|[E-2]
to set

A=Ay = _log(2) : (E.106)
log [4W + b[ T, pisi]
ensuring
Ritro) pMo) i pe0) < 2R, - (E.107)
Similarly, as before, we can write first (from equation (E.90))
Ek(b)7k(sz) <I4 l4W + bnpi|Ag] (E.108)
and then:
1
log ( ) (E.109)
Ok ko0) kM) gpe)
1
<log(5) + [4L + 1]log(3) + [ K]+ D[] + Y [k + > kM| | + Llog(1/A,)
0 ¢ ¢ ¢
(E.110)
1 _
<log(5) + L l5.5+10g10g [4W+bﬂpisiH (E.111)
+ [|k(b)| +Z k()| +Z k(0| +Z |k(Me)|1
¢ ¢ ¢
(E.112)
1 _
<log(5) + L [5.5 + loglog l4W + bﬂpiAAH +1.5 (E.113)

L L—1
+[|log<b>|+Ll2|log<|Ae||+Zlog By.4) + log(W >H/A1 (E114)

=1 {=1

1 _
< log(g) +L l5.5+10g l4W+pri||Atz| +1.5 (E.115)

L L—1
+ 2log lélW + pri|Ag|1 [|1og ) + L [2 [log (]| Ael)] + Z log(By,4) + log(W)]]

l=1

< log(%) + 1.5+ (E.116)

L—-1
2log [4W + bnpi|A£||] lllog( )+ L lZ | log([[[Ae)] + ) log(Be,a) + 210%(4W)H

{=1 {=1

1
=log(5) + 1.5+ O, (E.117)

where at equation (E-TTT)) we have used the definition of A, (i.e. equation (E-T06)) and the fact that
log(log(2)) > —1, at equation (E.114) we have used equations (E-88) , and at equation (E.113)) we
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have used the fact that log(2) > 1 and the inequality log log(z) < log(x), at equation m we
have used the fact that 41og(4) > 5.5, and at equation (E-T1T7) we have used the definition of ©; g

We now plug equations (E-103), (E-107), (E.117) and (E:108) into equation (E-86) to obtain:

N log( 4 —)
E [I(FA(x)7 y)] B % Z I(FA(xi)a yz) [B +1]\/ 6k(b)'k(bxf”“( o), k(Pe)

1=1
832, /1085 (2L 1) g2 ) log(N)[B +1] L
* JN [L(L + L) ]7# Ry o) o) pMo) gre) (E.118)
log(1/8 1.5+ 0 O'“‘g
<oB+11 /B0 L 6ip 1) T (E.119)

 y/losa (8L [ 4W+bn pillAc|]) log(N)
+832BL[(1 +L;)]= REaAuny (E.120)

6[B +1] log( 1/5 6B +1 \/m 832 B[L[1 + Ly]]z+* P X (E.121)

\/1o (12 {6+ (L L+ 1PN T2, {p: + 1Jse + 11] [477 + T1, pJAcl] log(V) _

N RFAyAaug
(E.122)
log(1 1. )
6[8 +1]«/w + 6[B +1]4 /‘:’J’T@lg (E.123)
2 /! )1
832 BIL(1 + L)z Y108 VFC og(IV RFA, (E.124)

where at line (E.-120) we have used equation (E.T07), and at the last line we have used the definition

L
Yro =12 l[b +1][LL +1]WN H[piHAiH + 1]1 l4v_v + priA,;|] .

This concludes the proof.

E.2 The Case p, = 0 for all ¢

We note that both of the above results hold for all values of the pys, including 0. However, the fact
that Theorem [E.2]is posthoc with respect to all combinations of values of p; introduces an additional
term of \/% . In this subsection, we show that this can be avoided with a more dedicated proof for
the case py = 0.

We first note the following immediate corollary of Proposition [E.T}

Proposition E.7. Instate the assumptions of Proposition and assume additionally that py = 0
for all €. With probability at least 1 — § over the draw of the training set,

E[I(Fa(z),y)] — — 21 Fa(x:),v:)

=1
log(4)  2404/log,(4T) log(N)[B+1] | & 5
6[B+1]4/ %vé gal \/Ng lZ[wg-i—wzﬂm , (E.125)
=1

where Ty is an a priori upper bound on rank(Ay).
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Next, we consider the following post hoc version.

Theorem E.8. Wp. > 1 — 0 over the draw of the training set, every neural network satisfies:

E[I(Fa(2),y _*ZIFA i), Yi)
=1
[log(4)  240+/log,(4T ) log(N)[B+1] | &
6[B +1] O;?J;VC; 08, (4') og hi lZ [we + we—1 |rank(Ag)
{=1

log(4/8) + 21og | [B + 2] [T/, (| 4¢] +2)| + Llog(V)

+ N )

where T = [ + 2][LLi +1JWN [T{_ [[p: + 1][] Ai| + 2] + 1].

Proof. We apply Proposition simultaneously for all the values of b, s, € N, and 7 € [W] after
setting

5
Obs¢.p = — . E.126
bt = AR [ [se + 12WE (E.126)
Note that
SWE[x?/6 — 1]'+F
> Ob,5,7 S T <. (E.127)

beN, ,speN 7 <W

Thus, inequality (E.123)) holds simultaneously over all values of b, s, € N, and 7, € [W] with failure
probability § with the loss function 1 replaced by I, as in the proof of Theorem

We apply this to s, = [|A¢|], b = [B], 7 = rank(A*). This immediately yields

E[1(Fa(z Z (Falzi),

log(5— 240+/log, (4T ) log(N)[B+1] [ &
o5 11y e 2OV OB s 1]y, k)|

VN =1
(E.128)
where
L
I'r < [[b + 1][LL1 -‘rl]WN H[[pz + 1]82' + 1]1
i=1
L
< [B +2[LLi +1WN [ [llps + 1[I Al +2] + 1].
i=1
Next, we note that
L J—
log((S ) < log(4/6) + 2log [ [B + 2] n Al +2) ] + Llog(W). (E.129)
b,se,Te =1
Plugging this back into equation (E.128) yields the result as expected.
O
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E.3 Covering Number Bound for Fully Connected Networks

In this subsection, we use the results of Section E] to construct a covering number bound for the class
of fully connected neural networks. First, we briefly recall the following definitions.

Definition E.9 (Covering number). Let V < R™ and | - | be a norm in R™. The covering number
wrt. | - (V,e,| - |), is the minimum cardinality m of a collection of vectors
vl ..., v™ e R" such that sup,cy min;—1,_, [v—v7| < e In particular, if 7 = RY is a function
class and X = (z1,x2,...,z,) € X™ are data points, N (F(X), ¢, (1/4/n)| - |2) is the minimum
cardinality m of a collection of functions F 3 f!,..., f™ : X — R such that for any f € F, there
exists j < m such that 3,7, (1/n) | f7(z;) — f(xi)|2 < €2 . Similarly, N (F(X),¢, | - |lx) is the
minimum cardinality m of a collection of functlons F o fh...,f™: X — R such that for any
f € F, there exists j < m such thati < n, |fj (x1)| <e

Definition E.10. Let F be a class of real—valued functions with range X. Let also S =
(z1,22,...,2,) € X be n samples from the domain of the functions in 7. The empirical Rademacher
complexity Rg(F) of F with respect to 1, To, . .., T,, is defined by

Rg(F) := Egsup — Z 6if (), (E.130)
fern
where § = (01,02,...,d,) € {£1}" is a set of n iid Rademacher random variables (which take

values 1 or —1 with probability 0.5 each).

We now have the following result on the covering number of the class Fz.
Proposition E.11. let 21, ..., xx € RY be an arbitrary set of inputs satisfying |x;| < b for all i. We
have the following bound on the [ covering number of the class F for any granularity L<e:

log (N (1oFg,€))

2
2p Pe

=P otz _2
1+ LL ¢ MPE etz 2 _Be
2410 ( )[(Inln 5 11 ] Z lbnp181‘| [ ef)é ] 4 wépe+2wepe+2

2pp
24 L Pet2
1+ LLy) DERPIN T
< 961og, (41) [( 1 ] Z leplsZ] v P G (E.131)
where p = maxy(ps), w, = min(we,we_1), Wy = [we + we1], T, = /‘S’%Z and
4

Wy = [wew,] if ¢ # L w; if { = L Here we also have T = 1287% and T =

[[b +1][LL +1]WN ]_[Z.Lzl[[pq; +1]s; + 1]] where W := max,_ 01,.... Wy -

Before proving Proposition [E.TT] we will need the following Lemma, which we will later apply to
the following choice: B, := {A; € R¥¢*%e1 ¢ | Ay — My|se,p, < Mo |Ae| < se}-
Lemma E.12. Let €y, ...,er, > 0 be some arbitrary positive real numbers, and assume we have a

fixed dataset x1, . .., xn with |z;|| < bforalli < N. Let By, ..., By, be arbitrary subsets of the
spaces RWe*we-1,

There exist covers C1 < Bi,...,Coe < By x ...By,...,C, < By x ...Byr such that for

all (Ay,...,Ar) € By x ...BL, there exist A AL such that for all ¢ < L, At =
(A',... A% € Cy_¢andforall i < N,

4

| F3t e (i) — F%f,‘i_7,ae($z‘)“2 < Z epi-e If L#L
=1

~

IFSE (@) = FE5 ae(@i)lo < ), apir. (E.132)
=1

1% .
Here p, e, := pe, [ [,24, 11 Pese where po = 1 by convention.
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Furthermore the covers satisfy the following covering number bound:

L
10g(|CO~>LD < Z log(Nw,f(va (T N7 bp()ﬂlfl))u (E133)
=1

where for any b > 0 and N € N, Nae(Be, €e, N, b) is defined as the minimum number N such that
for any dataset z£71 ... 735?]51 with N < N and |z~ ¢ < bforalli < N, where |-, = |-| for
t# Land || =[] -

Proof. The proof consists in stringing together the covering numbers of each individual layer with
arguments analogous to those in the comparable literature on generalization bounds for neural
networks [[1} 116} 73]].

For the first layer, writing X := {z1,..., 2y}, we know by assumption that there exists a cover
C1(X) = Cp—1 < By such that for all A1 e B , there exists a A1 € C1(X) such that for all ¢ < N,
[(AY — AY)(2)|| < €1, (E.134)

from which it also follows that

[FaT! (1) = F§ ()| = or(Alas) — o1 (AN ()] < erpr. (E.135)
It follows that {Fg?l cAle Bl} < F3~1is an L% cover of F~! as required: equation|E.132
holds for ¢ = 1.
For the inductive case:

Assume that the covers Co_,1, . .., Co—¢ have been constructed and satisfy equation (E.132). For
each element A°~¢ of Cy_, ¢, we have

| FGarse(i)]l2 < poseb.

Thus, we can construct a cover Cp, 1 (F%U_Lﬂ (X)) < By such that for all A**! e By, there exists
a A' e By, such that for all i < N, we have

|‘F(0;€+1Ae AHl)( ) F(();€+1Ae Aul)(xz)uf-&-l €0+1 (E~136)
and
log (|Co+1(F357%(X))]) < log(WNop,e41(Bes1, €041, N, bpo—se)). (E.137)
We now construct the cover
Comerii= | Con(FF(X)). (E.138)
AU"ZECQ*J

For any A, ..., A1, by the induction hypothesis[} there exists (A',. .., A%) € Co_,¢ such that for
alls < N,

Y4

|F ae(e) = F§0° qe(@a)ll < D apime.
=1

Thus we have

[E0 () = FU0 ()
HFO_:_lifilHl( ) FO_)'@-FAZ Al+1(xi)H + HFO—»?-&-}“ Ai+1( ) FO_).KJFAZEH( 1)”
< perrsert|FAY ae(@i) = Fiit ge(@i)l + pesa [ATH (Fote (20) — AT (Fgt ()
L l+1
< Pe+150+1 Z €1Pl1—¢ + Peryr1€or1 = Z €,
=1 =1

8if £ = L the theorem is proved, so we can assume £ # L in which case ||+ |¢ = |||
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as expected. Furthermore, by construction (E.I38)), the cardinality of Cy_, 41 certainly satisfies:

[Come+1] < |Come] X Nooe+1(Bes1s €1, N, bpo—se+1)

< [ [Newa(Besr, e, N, bpot) x Noo ey (Beyrs eesn Nybpoaeyr)
I=1
0+1

= [ [Nooa(Besr, e, N, bposi),

=1
where at the last line we have used the induction hypothesis. O

We can now proceed with the Proof of Proposition[E.TT]

Proof of Proposition[ET1] For any choice of €1, ..., €1, by Lemma[E.12] we know that 1 0 Fjz admits
an L cover C with granularity ¢ = Zil €¢p¢—1, and cardinality

log (IC]) < Zlog (Noo,e(Be, €0, N, bpo—se—1))- (E.139)
(=1
Let us denote w, := [w; + we—1], w, = min(we,we—1) and we further define w, =

[wew,] if £#L w, if {=1L

Further, by Propositions (F4) (for ¢ # L) and (F2) (for layer ¢ = L), we can further continue from
equation @D as follows:

log (IC]) < Zlog (Nop.e(Bes €0, Ny bpoi—1))

=1
i M bpoi—1 it e
<o) 5 | FO T 0 a7 o
b - P +2 _2
+ [/\/tLpOLl] ’ ot wy pitT logy(T'zp, )1

L—-1 2PL
Mlb 0—sf—1 P(/Jr? 2 Py MLb 0L —1 pL+2 _2  _PL_
< 2410g2 [Z e 0Po—e—1 ’LT);”? [wew,]7e+2 + ML YPo—1-1 G PL TR

L =L
=1 €L
L Msz()az 1 wets PoFE ~etE
< 241og, (T 2[ ] wy ) (E.140)
(=1
P ¢
where Tpp, = [(16[/\/1@ £ +1[bIT; —1Pisi +1][1+se][we+we—1]? +7> ’LU[N], Trop =
P/+2
1’

[( 6[MLPL +1][b[]], pis +1 +vwrsp][we+wrp—1]

PL+2
€L

+ 7) wr, N 1 (indeed, note that since

HAIHQ,OO < sp, we certainly have |Ar| < wrsy). Next, we upper bound the logarithmic
factors arising from I' zp , and " zp f, as follows:

T pe s < Km[mm MEL L 1)[b+ 1T [los + s + 1PWES[L L+ 1] . 7) WN}

min(1,¢)
L f— —
< [128 ]_[[[pi + 1]s; + 1130 + 1][Ly L + 1]W4N2] =T =128, (E.141)
where I := [[b+ LTy +1]WN Hle[[pi +1]s; + 1]] and we have used the fact that
maxy gizl < W\/wL.
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We now set €7 := p(;fL = j’ffs_pv for some a such that )}, oy = 1/L;. Note that this ensures
¢ i=t41 5iPi

that the granularity of the cover C is

L L
Qe
e=L1 > eper =Li Y, poor = €. (E.142)
(=1 (=1 Pt—L

Then, we can plug in the value of ¢ into equation (E.140) to obtain:

I 2py

_ b s P2 2 _Pe

log (|C]) < 241log,(T) Z [W] ¢ w;z+2 wépwz
=1

w

L
b i85 2 _mr
< 2410g2 Z [MZ Hz#@p Si ] 7épg+2 'lbgp£+2
Pe
lebl_[ PiSi 2 hm s
< 24L;logy (T ; [65@0&@ w, W,
2py
(1+LL)]=7 L pe+2 M, T .
.Q. - Pl 7 Pe
241og,(T) [ ETYER) } ;1 prZsZ [ e ] @) P wl T, (E.143)
where at the last line, we have set ay = Lﬁ O

F Covering Numbers for Linear Maps with Schatten Quasi-norm Constraints
(One Layer Case)

In this section, we prove covering number bounds for classes of linear maps with bounded Schatten p
quasi norms, which corresponds to the one layer case in our analysis. Thus, the results in this section
form the basic ingredient used for the proofs in all other sections. To achieve this, we begin with the
following parameter counting argument to bound the complexity of low rank matrices. Proposition [FI]
is known, but we reproduce the proof for completeness. The other results in this section are original
to the best of our knowledge.

Proposition F.1 (Cf. [28] (Lemma D1 page 30), cf. also [87, [88]). Let &, s denote the set
{AeR™: rank(A) <, |Al, < s}. There exists a cover C < &, s with respect to the spec-
tral norm such that

log (IC]) < Mudkb4}+6]—5Qm+ﬂﬂ. (F.1)

Proof. First, note that every matrix A € &, s can be written as A = WVT for W e R™*" Ve RIx"
with |[W]| < /s and | V| < +/s. Then, by Lemma (L4)), there are €/2+/s covers C) and C, of the balls

of radius /s in R™*" and R%*" (w.r.t. the spectral norm) with cardinalities
6
oz (1) < [ og |1+ |

log (IC;|) < [dr]log [1 + 665] : (F2)

Let A=WVT e & s, we define A =WVT where W (resp. V) is the cover element in C (resp. Cy)
associated to W (resp. V). By definition of the covers via Lemma we have

WV—WMWV—WM<£E- (F.3)
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Using this, we certainly have
A~ Alle = |WVT —WVT],
<SWEWT Vo + (W =WV,
< Wl (VT = VD)o + [(W = W) |V

<s =e. (F4)

€ €
SNCRENEN
Thus, C := {A eR™. A=WV We(,Ve Cr} is a valid cover of &, s w.r.t. the spectral
norm. Furthermore, by equations (F.2) we certainly have

log (IC[) < log (|G1]) + log (|C:) (F.5)
< [m + d]rlog [1 + 68] , (F.6)
€
as expected. O

Proposition F.2 (L™ cover of FP ). Consider the set of matrices with a bounded Schatten norm as
follows: FP :={Z e R™*% || Z — M|f. , < MP =rsP; | Z| < s} (where M is a fixed reference

sc,p
matrix), viewed as linear maps from R?® to R™, and assume as usual that we have a training set
x1,...,oN € R such that |x;| < bforalli < N.

There exists a cover C = FP such that for all Z € FP, there exists a Z € C such that for all i < N,
we have

(Z = Z)zi]e < € (E7)
and

Mb]# P
log (IC]) < 24 [] [m + d]7+2 min(m, d)7+= log, (T 7»)
€

bS 1)2% 1_L
<24 [m + d]r'~7+2 log, (Czr) ,

€

where T zp := (16[Mp +1][b+p1][1+s][m+d] I 7) mN.
' =

Remark F.3. Note that in particular, the proposition holds for p = 0, replacing M? with a constraint
on the rank. In that case, the proposition follows immediately from Proposition[F.1} Furthermore, it
also follows from the limiting case as p — 0. This is only true thanks to a careful management of the
logarithmic factor T zp: indeed, in addition to the constraint | Z[%. , < M?”, we also independently
require the constraint | Z|| < s. This second constraint is only necessary to maintain good scaling as
p — 0. Indeed, we could have bounded | Z| via | Z| < | Z||sc,p < M. However, this would result in
a factor of M (without an exponent of p) inside the logarithmic term, making the bound blow up at a
rate of 1/p as p — 0. To see this, note that as p — 0,

log(12lte,) _ o los(eank(2)
p p

IOg(HZHsc,p) = ) — 0. (F.8)

Proof. The proof relies on the general "parametric interpolation” technique developed in [28]. After
a simple translation argument, we can assume without loss of generality that M = 0. Let 7 be a
threshold to be determined later. We first prove the following claim:

Claim 1: Any matrix Z € FP can be decomposed into a sum Zy + Zy where Zy € &, am and
Zy € Fiy, wherer; = ME and My? = 72 min(m, d).

Proof of Claim 1:

Let py, ..., Pmin(m,q) denote the singular values of Z, so that that the singular value decomposition
of Zis Z =Y, pj vxw, for some unit vectors vy, € R™ and wy, € R%.

Let T = max (k : p, > 7) and write Z1 = >, _p pp vpwy, and Zy = Z — Z1y = D1 pp, VkWwy, -
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Note that by Markov’s inequality, since |Z|. , < MP, we have that rank(Z;) < T < ME

P
Furthermore, we clearly have |Z1| = p; = | Z| < | Z]sc,p < M. Thus, Z; € &, r as expected.
Next, it is clear that
min(m,d)
1Zolf = > ok < 7 min(m, d). (9)
k=T +1

Thus, Z5 € ]-"%A as expected, which concludes the proof of the claim.

Thus, it follows that for any choice of 7 and granularlty €, we can apply Propositions [F.I]and [[.3]
to obtain €/2 covers C; < &, am and Cy € F? i, such that for any Z; € &, a and for any
Zy € J-'/\,12 there exist Z; € C; and Z, € Cy such that for all i < N, ||(Z1 — Z1)%i]|ls < €/2 and
|(Zo—Z3)zi]| < €/2. Itis then clear that for any Z € FP, theelement Z = Z,+Z5 € &, m +F%y,

satisfies |(Z — Z)x;| < €. Thus, C = C; + Co is the required € cover of FP (which satisfies
inequality -l and by Propositions E (with € < ¢/(2b) since the required granularlty is ¢/2 and
Proposition |F.1| gives a cover w.r.t. the spectral norm) and. (with € «— ¢€/2) its cardinality satisfies:

log (IC[) < log (IC1]) + log (|Cal)
2
<[m+ d]r: log [1+ 12bs] 144/\/12 b [(16/\42 >md]
€

r 12sb] 144 d)b 1 )b
:[m+d]/\/ilog[1+ > ]+ u mm(m " 1o 2[(6”“1“(7" ) +7>mN],
T € €

(F.10)

where at Equation (FI0) we have substituted the values of r; and Ms. This motivates the following
choice of 7:

7= 144772 M7t erizp e [[m“ﬂ)]m, (E11)

min(m, d
which leads to the following covering number bound:

_2p_ 2
» b7+ )7+ 12sb
log (IC|) < 1447+2 [J\f ] [m+ ]Mp llog [1+ i ]

min(m,d)” »+2

lllG[Mb ]2+P min(m, d)ﬁ; [m +d] P+2b ] 1 ]
+ log,

€

72 2 ) 16[MP +1][b + 1][1 + s
<24 [Mb] [m + d]7+2 min(m, d)?+2 log, [( GLM" +1] — [L+s]fm +d] +7) mN]
€

ep+2

where at the last line, we have used the fact that p < 2 and therefore 1447+2 < 12. The proof is
complete. O

We have the following very direct L2 analogue, which follows directly by applying Proposition[F2]
with € « €/4/m.

Proposition F.4 (L? cover of FP ). Consider the set of matrices with a bounded Schatten norm as
follows: FP :={Z e R™*% HZ M|P. , < MP =rsP;|Z| <s} (where M is a fixed referenece
matrix) viewed as linear maps from R% to R™, and assume as usual that we have a training set
x1,...,xN € R? such that |z;| < bforalli < N.

There exists a cover C < FP such that for all Z € FP, there exists a 7 € C such that for allt < N,
we have

I(Z = Z)ai]2 <e. (E12)
and

log (|C]) <24 [Mb

P2 p p
6] [m + d] 7+ min(m, d) 75 [m] 72 log, ( )

b p+2
<24 [S] [m + d]*+ 752 117552 log, ()
€ r
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where T, — (16[Mp +1][b+})][1+s][m+d]2 n 7) mN.

P e
]: ept2

G Extension to Convolutional Neural Networks (CNN)

In this section, we generalize our results to Convolutional Neural Networks. In particular, this section
culminates in Theorem [G.3] which provides a post hoc generalization bound for convolutional neural
networks whose weight matrices have low Schatten p quasi norm.

We first introduce some more detailed notation, which generally follows the existing literature on
norm based bounds [16] and is reintroduced for completeness. One difference is that we assume that
the pooling operation only operates on the spatial dimension (which is standard in real life CNNs
applications), which results in the single notation U, for the channel dimension at layer ¢, which
replaces both notations m, and U, from [16].

Let 2 € RUX" denote an input ‘image’, A € RV*? and S, 52%,...,5° be O ordered subsets of
({1,2,...,w} x {1,2,...,U}) each of cardinality d correspondmg to the convolutional ’patches’.
We will write A 4 (z ) RUXO for the image of x under the convolutional operation associated with
A Aa(x)j0 Zz 1 XsoAj ;. The sets St,82,...,89 represent the image patches where the
convolut10nal filters are apphed and A would be represented via the “tf.nn.conv2d” function in
Tensorflow (or “torch.nn.functional.conv2d” in Pytorch). To represent the patches at a given layer,
we add a layer index /. For instance, if the input is a 28 x 28 x 1 image and the convolutional filters
are of size 2 x 2 with stride 2, S¢~1=0:0=1 = §0.1 = {(1,1),(1,2), (2,1), (2,2)} represents the first
convolutional patch, and S%2 = {(3,1),(3,2), (4,1), (4,2)} represents the second convolutional
patch.

We will also write op(A*) for the matrix in RY¢Q¢-1xUe—1we—1 that represents the convolution
operation A 4¢ (after unravelling all the dimensions), as we will rely on its sepctral norm || op(A)|
in calculations. To represent the full architecture, we use the index ¢ to represent the ¢’th layer:
for instance, the /th layer’s convolutional operation is denoted by A 4¢ : RUVe-1xwe—1 _, RUex O
and acts on the ¢ — 1th layer’s activations in the space. It is also assumed that the last layer is
fully-connected.

The architecture above can help us represent a feedforward neural network involving possible (intra-
layer) weight sharing as

FSige an i RV S RUEXWE: s (0 0 Aqr 0010 A1 0...010Aq)(2), (G.1)

where for each ¢ < L, the weight A’ is a matrix in R¥*% and for each ¢, oy : RV¢X Ot — RUexwe
is L™ Lipschitz with constant p, and represents both the elementwise activation operation and any
spatial pooling.

G.1 One Layer Case

‘We now consider the covering number of the class of functions corresponding to a layer’s convolu-
tional operation with a matrix A such that ||A — M||sc,, < M for some number M.

Proposition G.1 (L® cover of €? for a convolutional layer). Assume we are given a training set
x1,..., oy € RV sych that sup; , | (x;)s0. | < b. Consider the set of matrices with a bounded

Schatten norm as follows: FP := {Z € RU'>d .||z — M., < MP =rsP;||op(Z)| < s} (where

M is an arbitrary reference matrix) and the associated class €8 := {A 4 : A € FP} of linear maps
’ ’

representing the assocated convolution operations from RY*™ to RU *",

There exists a cover C < €F such that for all Z € CF, there exists a Z € C such that for all i < N, we
have

[(Az = Az)(zi)|o < € (G.2)
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and

Mb = , 2
log (|C]) <24 T [U" + d]7#2 min(U’, d) 7+ log, (Der)

bs p+2
<24 [ ] [U" + d] min(U’, d)7+2 r' =572 log, (Ter),
€

where Tgp = (16[/\/117 U+ [L+s)[U"+d] 7) U'NO.

ept2

Proof. Note that |Z| < ||op(Z)| < s. Thus, the proposition follows immediately from Proposi-
tion [F.2] applied to the auxiliary dataset collecting each input convolutional patch as a sample and
replacing N « NO and m < U’.

O

We also have the following immediate L? version, which follows from the previous proposition with
€ < 7 and utilizing the L Lipschitzness of the nonlinearity o.

Proposition G.2 (L? cover of ¢? for a convolutional layer). Instate the notation of Proposition

and consider a p-Lipschitz activation function o : RU' %O — RU' > There exists a cover C such
that for all Z € €2, there exists a Z € C such that for all i < N, we have

<
[(Az — Az)(zi)|r < ep (G.3)

and

log (IC]) < 24 [/\Z] [U" + d]7=2 min(U’, d)7+2 [U'w'] 72 log, (T

bs p+2
24[ ] [U’-{—d] P+2[Uw]1’+2log2( / )7

where Flczz — (16[/\/117 +1][b+1]£71+s][U'+d]U/wl N 7) U'NO.

ePF2
‘We now move on to our covering number bound for the class of CNNs with fixed norm constraints:
we write
F§ o= {Fa = F&, .y A0 — Mille < My [op(A0)] <50 ¥ <L |AL o <51}

for the class of all neural networks whose matrices satisfy the norm constraints with fixed constraints
My, s etc.

G.2 Covering Number For the Class 7§

We have the following analogue of Proposition [E.TT|for the convolutional case:

Proposition G3. Let T1,y. . TN be a given training set sat-
isfying ||z < b for all i Consider  the class F§ =
{FA = F& oyt A= Ml < My op(AD] < 50 V<L |Af 200 L} of all

CNNs satisfying a set of fixed norm constraints for a given set of pg, My, sg. We have the following
covering number bound for the loss class | o}"g forany e > %

;Tpp
(1+LL1):| «

log(Nop (1 o}_g,e)) <72 log2(4£¢) [ min(e, 1)

(G.4)

Py

L w+2 V2 ﬁ
Zlbﬂpis’] [Mz ] [Us + de—1] 77 min(Up, dg_y) 77 W2,
/=1 7

S[p[

where T¢ := [b + 1][L Ly +1]WAN [T, [[pi + 1]s: + 1].
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Proof. The proof is similar to that of Proposition [E.TT} most differences are in the detailed calcula-
tions.

As before, for any choice of €1, . . ., €1, by Lemma|E.12| we know that 1 oF§ admits an L cover C
with granularity € = Zle €¢pe—1, and cardinality

log (|C]) < Elog Nopo(BS €0, N, bpoe—1)), (G.5)
=1

where Bf = {4, e RU>d=1 |4 — My|lscp, < My; |op(Ag)| < s¢} (for € # L) and Bf :=
{Ag € RUexde-1 . ”AL — My, HSC,pL ML, H Op AL H SL}
We now use the following notation: we write U, for the number of channels at layer ¢ and d, for

the number of pixels in each convolutional patch at layer ¢, so that min(Uy, dy—1) is the minimum
dimension of the filter applied at layer £. we also write W, := U, x wy with the convention that

Wi, = 1. We also write W := ZeLzl dy—1 x Uy for the total number of parameters in the network

and A := Ze%:o Uy x Oy_; for the total number of preactivations/input dimensions including both
the input and the final layer output. Note that by Propositions[G.T]and [G.2] we can continue from
equation (G.5) as follows:

L Mpbpo—e—1 % _2 _py P

log (|C]) <24 ) [J] [Ue + de—1]707% min(Ue, de—1) 72 W, logy (T o),
=1

(G.6)

where for all ¢ < L, Ffrp = l(lG[M“w H][bnf:lﬁiiﬂ][Hﬂw]WA + 7) NA} (indeed, since

:Dg+2
€

|A] 2,00 < 81, we certainly have |AL| < sp.A).

We now set ¢y = as before and bound all the logarithmic factors as follows:

(LLy +1)p€4>L

s, < l(m[ 1T [[p;lmggsi;r P+ UL L +1wAT 7) NA]

< [64 ﬁ[[pi +1]s; + 112[b + 1][Ly +1]WA3N21 < [4r%)? (G.7)

=1
where [ := [b + 1][LL; +1]WAN Hle[[pi + 1]s; + 1]. Plugging the value of epsilon into
equation (G.6) we can continue with a calculation similar to that of equations (E.143):

log (IC1)

o Py
[Uz + dgfl]pf% Inin(Ug, deil)ﬁwfﬂ'?

b R p+2
7210g2 41’\@ 2 |:M£ PO—L— 1] ¢

£=1
2p
1+ LL) |2
< 72log, (41¢ d+Lh)
0g2(41) [ min(e, 1) ]
21i£ 2
T T M P e 2 T
;1 lbnpisi] [ ng»e ] [Ue + dg—1]7072 min(Up, dp—1) P2 W,/
as expected. H

G.3 Generalization Bound with Fixed Constraints (CNNs)

Based on the above, we obtain the following analogue of Proposition [E.T}

Proposition G.4. Fix some reference/initialization matrices M* € RW1*wo = Rwixd Al e
RwLxwi—1 = RCXWL—1 Agsume also that the inputs x satisfy || < bw.p. 1. Fix a set of constraint
parameters 0 < pp < 2,80, My (for{ =1,...,L).
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With probability greater than 1 — 6 over the draw of an i.i.d. training set x1, ..., TN, every neural
network F$ () defined with equation (G.1) satisfying the following conditions:

|A* = M) p, < My Vi<li<L
[op(A)e] < s¢ Vi</<L-1
HAE < Sr, (G.8)

also satisfies the following generalization bound:

1 N
EQ(Fa)0)] - 7 D 1Fa(e).a0)

log(%) 208«/log (4r%) log )[B +1]
6[B+1]4/ og( 5 2 (1+LL1)2+PRMgpb, (G.9)

where RS, spb =

[N

gzpe

L pe+2 PelpaE 2 Py By
3 lbnpisz] [Mf] BT U + do )7 min(U, )W | (G10)
i

withre ¢ := Mz and T® := [b+ 1][L L +1]JWAN [T, [[pi + 1]si + 1].

_2 _Pp

Proof The proof is exactly the same as that of Pr0p051t10n [E.11{with r, = w;”f“ @é’” replaced by

Pp+2

Te'y [Ue + dp—1]7e™ Pe min(Uy, dp— 1)Pz+2 VV”+2 and the initial constant of 98 replaced by 72. [

G.4 Post Hoc Result for CNNs
Based on the above, we are finally in a position to present the following analogue of Theorem [E.2] for
the convolutional case:

Theorem G.5. With probability greater than 1 — 6, for any b € RY, every trained neural network
F4 and sampling distribution with ||z|| < bw.p. 1 satisfy the following generalization gap for all
possible values of the pys:

RIS S

log(1 512 2 \/log(re) 1
6[B + 1«/0g /9 1°g+4166+1 (1+LL)%s Og% og(N RFA,

HMZ

[ (Fates). ) (G.11)

L
N
2log l4WA+ sup i T il Op(Ai)|1 [Ilog(sup lilD[ + L lz [ log([[| op(Ae) )| + 210g(4«4W)H
Ve =

L
12 l[% + 1[LL+1IWAN ] Lol op(40)] + 1]] [zw_v + 8] [ pllon(4))]

i=1

and where
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2pp_ 2
e [ |A¢ — MelEe p, } Pet?
lop(Ae)|Pe

L—1
R%A :=l Z lsup [l

{=1

L-1
n pil op(A
i=1

2pr,
pr+2

_2 1
“AL MLHbc DL ] e pL2+2wp£i21 ’
‘ L ==L .

L-1
n pil Ai
i=1

Proof. The proof is the same as that of Theorem [E.2] with the constant 240 replaced by 208, with
| Ae| replaced by | op(A¢)|, and W replaced by AW.

O

G.5 The case p, = 0 (CNN)

For p, = 0 we obtain the following immediate corollary from Proposition [G.4]

Corollary G.6. Instate the notation and assumptions of Proposition|G.4|, and assume additionally
that py = 0 for all {. We have

N
E[1(Fy(x N;
(4 2081/log AT%) log )B+1] [ &
6[B +1]4/ g5 2 ZUg-i-dg e (G.12)
where Ty is an a priori upper bound on rank(A;) and as wusual, T = [b +

[LLi+1WAN [T [[pi + 1]si + 1].

With a union bound, we achieve the following post hoc version:

Theorem G.7. Wp. = 1 — § over the draw of the training set, every neural network satisfies:

N / é 2084/10 4F€ log(N)[B +1]
log( g ( g(N
E[1(Fa(z E (Fa(x;),y:;) <6[B+1] 5

(G.13)

where T, = [[B + 2][L L +1IWAN T2, [[p: + 1014 + 2] + 1]

Proof. The proof is nearly exactly the same as that of Theorem [E.§] O

G.6 Results for CNNs with Loss Function Augmentation

Proposition G.8. For any granularity € > % and any values of 1 < by, ,...br_1, S¢, pe, there exists

a cover C of the augmented loss class LS avs 1= {)\aug(FA, x,y): Fac€ fg} with cardinality
bounded as follows:

log (IC]) < 216 log(4L % =9 ) x (G.14)

Py

2p
L(1+L 515 L L pe+2 L
[M] ' Z lbel 1_[ Sip;| [Ue + defl]waz min(Uy, dg,l)wﬂ W/,
=1 i=t

min(e, 1)

Proof. The proof is similar to that of Proposition[G.3]and with the main difference only in the
calculation of the log terms. By Lemma[E.3]and Propositions and[G.2] there exists a cover C of
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the loss class )\aug(FA) with cardinality satisfying

log(|C]) < Zlog (Noo,e(BE €0, N, 3be—1)) (G.15)
=1

b P +2 L e
< 72 Z [ ¢ Ue— 1:| ¢ [UZ + défl] P22+2 min(U£7 dffl) pei2 WEP17,+2 10&@?3}“”-
=1

Next, recall that

bee

Lpe

and py, = maxy pg, /by < maxy pgl_,g/(min(l,Lfl)) < poy—episi[l + L] < pe,ppisi[l +
Li] = pi [ lize, 41 Lpisi[1 + Ly], thus

(G.16)

€y =

€

€2 T T (G.17)
7 L[l + L]

Thus, by a nearly identical calculation to that in equation (G.7) we obtain
16[maxy 24275 + 11TT%  [[ps + 1]s: + 113[b + 1][L Ly +1]W.AL5
mwgg[( [max, S + 1] [ ;2 [[pi + Hsi + 11°[b + 1][L T +1] L) N

axI’
R e min(e, 1)

L
< [64 [ Tllpi + 1]si + 11°[b + 1][Ly +1]WA3N2] < [ADEHeus]3 (G.18)
i=1

where Do = [b + 1][L(L; +1))WAN Hle[[pi + 1]s; + 1]. Thus, we can continue from
equation (G.I3): log(|C|) <

€ Aau [ Mybpy 772 2 VI
216 log (4T g)Z it [Us + dy_1]77 min(Uy, dg_1) 702 W,

2py

L [Mz be—1peL[1+ Ll [T, Sipi] etz

< 216log(40%Aeur) 3

€

=1
2 _pe P
X [Ue + dp—1]7e™ min(Up, dg—1 ) Pe+2 W;e
L +1Ly) )= & Lo e
< 216 log (40 ens) | 221 be— ”
og (4L ) [ min(e, 1) Z et Hszpl
(=1 i={
_2 _Pe %
X [Ue + dp—1]7¢™ min(Up, dg_1) 7e+2 W,/
as expected.
O
Next, similarly to the proof of Proposition[G.4} we can obtain:
Proposition G.9. Fix some reference/initialization matrices M* € RW1*wo = Rwixd AL e

RwLXwi—1 = RCXWL-1_ Agsume also that the inputs x satisfy | z| < bw.p. 1. Fix a set of constraint
parameters 0 < pp < 2,80, My (for{ =1,...,L).

With probability greater than 1 — 6 over the draw of an i.i.d. training set x1, ..., TN, every neural
network F$ () defined with equation (G.I) satisfying the following conditions:

JA® = M¥se.p, < Mo Vi<l<L
[lop(A)e] < s Vi</<L-1
S S (G.19)
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also satisfies the following generalization bound:

E[(Fa(z),y)] — — Zl Fa(xi),yi) (G.20)
(4) 361 log, (4T =9) log(N)[B +1]
6[B +1] log 5 : N (1+ LL) 2Ry e,
where RM ;“Z‘j’ =

[NIE

Sem

L W“ M, Pt s 2 Py

0 pe 2 2. ok +2
2 lb“ npisl] [ ] re'y [Ue + de—1] 7 min(Uy, dp—1) 772 W'
(=1 =L

withve,o = 2285 and T .= [b+ 1][L(Li +1))WAN [T, [[p: + 1]s; + 1].

Proof. The proof is the same as that of Proposition with an additional factor of /3, relying on
Proposition[G.8§]instead of Proposition [G.3] O

Finally, we can obtain the following post hoc version from the above.

Theorem G.10. With probability greater than 1 — 8, for any b € R*, every trained neural network
F 4 satisfies the following generalization gap for all possible values of the pys:

N
log(1/4)
N + (G.21)

E[(FA() )]~ 1 2 Fa(i). o) < 6[B +1]

2 + @5t 1/ 1og( ) log( .
6B\ et + T22B+1[L(1 + L)] 7 g0, A“g gV R%j

where

€ Aaug N
O " 1= 2log l4WA+sl_lrl> il T T sl Op(Ai)|] x

L—-1
[Uog(sup |z:)] + L [Z | Log([[| op(Ae) )] + ) log(|Be—1,4]) +210g(4AW)]
= l=1

VEAauy = 12 H[% + [LTi +1WAN [ [[pil op(4:)] + 1]” [4W +B Hm” op(4;)|

i=1
and where
2py
Pe+2
‘7A11'U/
Ry = lZ lsup|z7|||A l2,00B 1,400 H pzszl x (G.22)
(=1 i=0+1
1
| Ae Mz\scm PeF2 2 LTI 2
[HOp(AHW [Ue + de—1]7¢2 min(Uy, d—1) 72 W,

Proof. The proof is the same as that of Theorem [E-6] with the original constant of 416 replaced by
361 and | A¢|| replaced by | op(Ag)]. O
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H Generalization Bound for Linear Networks with Schatten Constraints

In this section, we briefly mention that it is possible to prove alternative bounds for linear networks
assuming the presence of Schatten quasi norm constraints on the factor matrices (instead of L?
constraints). Indeed, a generalization of Theorem @] (Theorem @ allows also one to translate such
constraints into a single Schatten quasi norm constraint on the linear map A.

Theorem H.1. For any 0 < py < 1, write p for the conjugate such that Zngl L wp=>1-6

Py
over the draw of the training set, every linear network as defined in equation (3.9) satisfies the
following generalization bound:

< 2+p
N O [L] %] + N

1B, 1757
log(l/5)> ~ 2 [Zz e ] [C +d] )

GAP -0 (B

where B = sup® , |z;||, the O notation hides polylogarithmic factors.

I Known Results

This section collects some well-known results which are key to our proof, and which we include for
the benefit of self-completeness.

Theorem 1.1 ([24], Theorem 1). Let w > min(C,d) and let By, ..., By, be matrices such that
By e Rv*4 B e RE*W By ... Br_1 € R**Y. For any matrix A € R**% we have
N L
L|A|Z , =min ) |By|* subjectto BBy 1 ... By = A. (L1)
T
(=1

Theorem L.2 ([89] 90 O1]). Let w > min(C,d) and let B, ..., By, be matrices such that B; €
R¥*d By e RE*% By ... ,Bp_1 € RYX" Fixpy,...,pr such that % => i.

For any matrix A € R¥*% we have

IA]E. , = Z [p| B SC’W] subjectto BpBr_1...B; = A. (1.2)

Proposition 1.3 (Cf. Proposition 5 in [16] (with U = 1), see also [64]). Let z1,...,zN € RY pe
such that || z;|| < b for all i < N. For any fixed choice of reference matrix M € R™*%, consider the

set Fyp of matrices A € R™* 4 such that | A — M g, < a. For any € > 0 there exists a cover C < Sy
such that for all A € Fyy, (A— M)z < €and

21,2
log (IC]) < 362 "o 2[(8“b+7> N]. 1.3)

Lemma 1.4 (Lemma 8 in [4]). The (internal) covering number N of the ball of radius k in dimension
d (with respect to any norm |-|) can be bounded by:

d d
N < ’73%“ < (3"i + 1) (14)
€ €

Recall also the following lemma from [81]:

Proposition LS. Letn,de N, a,b > 0. Suppose we are given n data points collected as the rows of
a matrix X € R, with | X; .2 < b,Vi=1,...,n. For Us(X) = {Xa: |af: < a,a € R},
we have

36a2b> 8abn
log N (Uap(X), € ||+]|c) < = log, ( . + 6n + 1) .
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Theorem 1.6 (Generalization bound from Rademacher complexity, cf. e.g., [92], [93l], [94] etc.).

Let Z, Z,, ..., ZN be iid. random variables taking values in a set Z. Consider a set of functions
F e [0,1]%. V8§ > 0, we have with probability = 1 — § over the draw of the sample S that
N
1 log(4/9)
E(f(Z2)) < = i)+ 2 _—
Ve F, E(f(2)) N;ﬂz )+ 2R(F) +3\| —

where Rg(F) can be either the empirical or expected Rademacher complexity. In particular, if
f* eargming rE(f(Z)) and f € argmin;r Zf\]:l f(zi), then

A log(2/d
E(f(2) < B(7(2) + 495 (F) + 6 B0,
Lemma 1.7 (Dudley’s entropy theorem [93]], this version from [16l 96]], see also [1,[7314]). Let F be
a real-valued function class taking values in [0, B]. Let S be a finite sample of size N. We have the
following relationship between the Rademacher complexity R(F|s) and the L? covering number

N(FIS € []2)-

) 12 (B
R(Fls) < inf <4a + i L VIog N'(FIS, e, I-Q)d€> ;

where the norm ||-|2 on RY is defined by |x|3 = %(Zf\; |z [?).
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