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Abstract

It has been recently observed in much of the literature that neural networks exhibit
a bottleneck rank property: for larger depths, the activation and weights of neural
networks trained with gradient-based methods tend to be of approximately low rank.
In fact, the rank of the activations of each layer converges to a fixed value referred
to as the “bottleneck rank”, which is the minimum rank required to represent the
training data. This perspective is in line with the observation that regularizing
linear networks (without activations) with weight decay is equivalent to minimizing
the Schatten p quasi norm of the neural network. In this paper we investigate
the implications of this phenomenon for generalization. More specifically, we
prove generalization bounds for neural networks which exploit the approximate
low rank structure of the weight matrices if present. The final results rely on the
Schatten p quasi norms of the weight matrices: for small p, the bounds exhibit
a sample complexity rOpWrL2q where W and L are the width and depth of the
neural network respectively and where r is the rank of the weight matrices. As p
increases, the bound behaves more like a norm-based bound instead.

1 Introduction

The success of neural networks in many applications during the most recent artificial intelligence boom
has driven substantial research efforts into understanding their generalization behavior [1, 2, 3, 4, 5, 6].
Whilst early work [7] focused on traditional approaches such as VC dimensions and parameter count,
the increasingly evident ability of DNNs to generalize well (even in massively overparametrized
regimes) has shifted the community’s focus beyond purely architectural bounds [8, 9]. It is now
accepted that a satisfactory explanation of Neural Networks’ generalizing abilities must incorporate
more refined information about the training process and the properties of the representation functions,
which spontaneously arise from training DNNs on natural data [10, 11].

One of the simplest ways to characterize the ‘simplicity’ of functions learnt by neural networks
through the geometry of weight space is by considering norms of the weight matrices. Indeed, several
works have provided various bounds with reduced or absent explicit dependence on architectural
quantities, preferring to express neural network capacity through various functions of the weight
matrices. Such generalization error bounds, which primarily rely on the norms of the weight matrices
to express function class capacity are generally referred to as ‘norm-based bounds’. The earliest
attempts include many bounds obtained through various vector contraction inequalities and the
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‘peeling technique’ [12, 13]. In this subcategory of bounds, the Rademacher complexity is bounded
iteratively by peeling off layers, resulting in a product of norms of the weight matrices. For instance,
the Rademacher complexity bound in [13], which extends earlier work from [12], scales as 1:
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Here, N is the number of samples, B is an upper bound on the norms of the samples and A1, . . . , AL

are the network’s weight matrices. A remarkable feat of this bound is the complete lack of explicit
dependence on architectural parameters (i.e., depth, width, etc.). However, the implicit dependence
introduced by the product of Frobenius norm is large: even assuming that each weight matrix has
unit spectral norm, if the rank of each Aℓ is r and each matrix has homogeneous spectrum, then the
bound will still correspond to a sample complexity of rL, an exponential dependence on the depth L.

Later norm-based bounds have largely favored alternative approaches via covering numbers, which
yield a less dramatic exponential depth dependence. The most recognizable examples of such results
include the bounds of [3] and [1], which were independently discovered through two approaches:
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Here the Mℓs are arbitrary reference matrices chosen in advance 2. The implicit exponential depen-
dence in depth is reduced to a product of spectral norms which, at least in theory, could be expected
to scale as Op1q or forced to be a unit value [14]. With this interpretation, it becomes clearer that the
bounds improve when the networks stay close to initialization, especially if the number of updated
weights is sparse, which would make the norm }pAℓ ´ Mℓq

J}2,1 small.

Such observations can begin to explain some of DNNs’ successes, in particular with respect to the
lottery ticket hypothesis [15]. However, they do not paint a complete picture, and are largely vacuous
by large margins. In fact, the most impressive recent bounds in the theory of neural networks tend to
implicitly incorporate data dependence. For instance, in [5, 6, 16] various upper bounds on norms
of activations of intermediary layers and Lipschitz constants of gradients are replaced by empirical
equivalents through a powerful technique called loss function augmentation, greatly attenuating
the implicit exponential dependency on depth. Pushing it to the extreme, [11] prove bounds which
incorporate a notion of confidence for intermediary concepts learnt at each layer.

The discovery of the Neural Tangent Kernel [17, 18] is certainly one of the biggest breakthroughs in
deep learning theory in recent years. Indeed, the underlying theory demonstrates that Neural Networks
behave approximately like kernels at the overparametrized regime, and are able to characterize the
model’s generalization behavior directly in terms of the alignment between the labels and the NTK
features of the data distribution. However, such bounds rely on very strict overparametrization
assumptions. Furthermore, it has been shown that the NTK regime does not outperform the moderate
overparametrization regime [19, 20].

Another tremendous advance towards understanding the generalization power of neural networks
occurred with the gradual understanding that depth induces low-rank representations [21, 22, 23, 24,
25, 26]. In other words, the training dynamic of DNNs through gradient based methods naturally
encourages low-rank representations, converging to a bottleneck intrinsic dimension which captures
the data’s features parsimoniously. In particular, the connection between weight decay and implicit
Schatten quasi-norm regularizaion has been made in [26, 24]. There has been a lot of recent interest
in this phenomenon, which has been demonstrated experimentally in various contexts spanning both
DNNs, CNNs and even LLMs [27]. The phenomenon can most easily be understood by initially
considering the case of linear neural networks. In this case, we have the following powerful result:

1For simplicity, we assume that the nonlinearities are 1-Lipschitz in this related works section.
2For instance, they can be set to zero or the initialized values of the weights
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Theorem 1.1 (cf. [24], Theorem 1). Let w ě minpC, dq and let B1, . . . , BL be matrices such that
B1 P Rwˆd, BL P RCˆw, B2 . . . , BL´1 P Rwˆw. For any matrix A P RCˆd we have

L}A}
2
L

sc, 2
L

“ min
L
ÿ

ℓ“1

}Bℓ}
2 subject to BLBL´1 . . . B1 “ A. (1.4)

For any matrix Z and any 0 ă p ď 2, our notation }Z}sc,p refers to the Schatten p quasi norm of Z 3:

}Z}psc,p “
ÿ

i

σipZqp, (1.5)

where σipZq refers to the ith singular value of Z (listed in decreasing order). Thus, as p approaches
zero, the quantity }Z}psc,p approaches the rank of the matrix Z. Slightly larger values of p induce
a softer form of rank sparsity. Thus, Theorem 1.1 implies that a simple weight decay constraint
on factor matrices B1, . . . , BL is equivalent to a rank-sparsity inducing constraint on }A}pp where
p “ 2

L Ñ 0 when L Ñ 8. Deep results [24, 22] in optimization theory demonstrate that under
specific circumstances, the above described implicit rank-sparsity inducing effect of weight decay
at large depth occurs even in the presence of activation functions: the ranks of each layer’s post
activation representations4 converges to a single quantity referred to as the “bottleneck rank”, which
can be understood as the minimum dimension required to effectively represent the data.

In this work, we characterize the effects of rank-sparsity in the weight matrices in terms of generaliza-
tion. We provide bounds which interpolate between the norm-based and parametric regimes at each
layer with the parametric interpolation technique originally developed for matrix completion [28].
This allows us to control the L8 (cf. Prop. F.2) or L2 (cf. Prop. I.3) covering number of each layer
in term of the Schatten p quasi norms of the weight matrices. Treating Lipschitz and boundedness
conditions on the loss function as constant, our contributions are summarized as follows.

• We prove new generalization bounds for linear networks which incorporate the implicit
low-rank effects of depth by incorporating the Schatten p quasi norm of the weight matrix.
As p Ñ 0, the bound provides a sample complexity of rO prC ` dsrankpAqq. To the best of
our knowledge, this is a new characterization of the generalization behavior of multi-class
linear classification with low-rank dependencies between the classes.

• For fully-connected neural networks, we prove (cf. Theorem 3.2) bounds of the order of
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ff
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¸

.

• Our results hold simultaneously over every sequence of Schatten indices pℓs, which we tune

to balance the effects of the norm-based factor
”

B
śL

i“1 ρi}Ai}

ı2pℓ{rpℓ`2s

and the low rank
structure in the term }Aℓ}

pℓ
sc,pℓ

{}Aℓ}
pℓ (for Mℓ “ 0).

• We also provide extensions of those results relying on Loss Function Augmentation to
replace the norm-based factor B

śL
i“1 ρi}Ai} by BC

ℓ´1,AB
śL

i“ℓ ρi}Ai} where BC
ℓ´1,A is

the maximum norm of a convolutional patch at layer ℓ ´ 1.

• To the best of our knowledge, the proof technique, parametric interpolation, has only been
previously used in the context of matrix completion [28], a substantially different setting.

2 Related Works

Deep Learning Theory is a vast and active area of research spanning various topics from optimiza-
tion [29, 30, 31] to generalization [1, 32] and the intersection between both [17, 33]. In this section,
we focus on norm-based and parameter-counting bounds for neural networks satisfying certain norm

3For p ě 1, } .}sc,p is a norm, but we refer to it as a quasi-norm to cover the casesp ă 1 and p ě 1.
4Whilst the low-rank properties of the activations and weight matrices are not exactly equivalent, they are

closely related. Indeed, consider N input activations x1, . . . , xN lying on a subspace of dimension r, then for
any weight matrix W P Rmˆn, there exists a matrix ĎW P Rmˆd of rank ď r s.t. ĎWx “ Wx for all i.
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constraints. Indeed, this is the branch of literature closest to our work. A more mathematically
detailed description of the related works is available in Sections B and C.

Norm-based Bounds by peeling techniques were established for Deep Neural Networks in [12]
and [13], resulting in bounds involving products of Frobenius norms of the weights (cf. equation (1.1)).
In [34], further norm-based bounds were proved involving the products of the L1 norms of the columns
of the weight matrices. Recently, the technique has also been ingeniously extended to Convolutional
Neural Networks (CNNs) in [32], which elegantly exploits the sparsity of connections to achieve in

bounds of the order Ll

śL
ℓ“1 }Aℓ}Fr

?
L
śL

ℓ“1 wℓB?
N

, where wℓ is the spatial dimension of the convolutional
patches at layer ℓ and B is the maximum L2 norm of any convolutional patch. The results in [32]
are not directly comparable to ours, and are especially well adapted to the case where the spatial
dimension is very small. Indeed, as long as the convolutional filters are not one dimensional, the bound
depends exponentially on depth. [16] also proves generalization bounds for CNNs which take weight
sharing into account, and the bounds form the basis for the treatment of the norm based components
in our proofs. However, the bounds in those works cannot incorporate rank-sparsity into the analysis
and scale unfavorably with depth. There is also a variety of works which applies generalization
analyses to non-standard learning settings or loss functions, including pairwise [35, 36, 37] learning
or triplet-based learning and contrastive learning [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48]. However,
such works usually focus on the effect of the loss function. In addition to the above fundamental
works, many works provide non-vacuous bounds for practical architectures through various post
processing techniques including data-dependent priors [49], optimization of the bound or network
compression/discretization [50, 51, 52, 53]. A particularly notable contribution is made in [54], which
provides PAC Bayesian generalization bounds for two-layer networks where the main complexity
term involves Froebenius norms of the weight matrices, remarkably, without an additional factor of
the width, achieving non vacuous bounds in various cases. However, the bounds are PAC Bayesian
and not directly comparable to ours since the training error is replaced by an expectation over a
posterior distribution (derandomized analogues such as [55] reintroduce a factor of width), only
GELU and ERF activation functions are covered and the number of layers is limited to 2. The
gradient dynamic of deep neural networks and deep linear networks was widely studied from
an optimization perspective to demonstrate neural rank collapse, with some works also covering
networks with activations [24, 56, 27, 57, 58, 59, 60, 61, 62, 63]. In terms of the implications of such
results for linear networks on generalization, one can of course consider the results which apply to
neural networks with activations and apply them to this case [1, 3] (see Corollary C.1 for a transfer of
such results to the linear case), or construct Rademacher complexity bounds specifically for linear
networks as in [64]. However, such approaches involve an exponential dependence on depth which
make it more difficult to capture any low-rank structure in the classes, since such structure appears for
larger values of L (smaller values of p). One can also consider all existing bounds for the multi-class
linear classification problem, where the state of the art is provided by [65] which proves a bound

of rO

ˆ

b

}A}2FrB
2

N

˙

, improving earlier results from [66, 67, 68] in terms of implicit dependence on

C. Since then, the result has been extended to many variants of the learning problem, including
multi-label learning, structured output prediction and ranking problems [69, 70, 71, 72, 73].

Parameter counting bounds such as those of [4] and [74] apply both to CNNs and DNNs (in fact, [74]
proves both norm based and parameter counting bounds for DNNs, CNNs and ResNets). Taking into
account implicit factors of L coming through logarithmic factors, the tightest parameter counting

bound in both cases scales like rO
´
b

WL
N

¯

where W is the number of parameters in the network. Our
own result in Corollary G.6 additionally takes the low-rank structure into account. Norm-based [75]
and parameter counting [76] bounds have also been recently provided for transformers [77].

To the best of our knowledge, there are only two works which have utilized the low-rank structure in
neural networks: [13], relies on Schatten p norms of weight matrices to improve on the bound (1.1)
for matrices with low Schatten p quasi-norm. The argument relies on Lipschitz continuity arguments
and yields bounds with a decay in N worse than O

`

1{
?
N
˘

. The recent work [64] manages to
achieve tighter bounds taking explicit low-rank structure into account. The resulting bound scales

as Ll C
L
1 B

”

śL
ℓ“1 }Aℓ}

ı

Lr
b

ĎW
N . One of the consequences of the proof strategy is the presence of
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explicit exponential dependence on L through the term CL
1 where C1 is an intractable constant 5. In

addition, even ignoring the factor of CL
1 , the bound still involves a product of spectral norms (with an

exponent of 1), whereas our bounds involve a product of spectral norms with a potentially smaller,
tunable exponent of 2pℓ

pℓ`2 . However, the elegant and short proof in [64] does imply that there are far
fewer polylogarithmic factors compared to our bounds. See Appendix C for detailed formulae.

Our proof technique draws some inspiration from [28], which introduced the parametric interpolation
technique to estimate the complexity of matrix completion with Schatten p quasi norm constraints.
However, the derivations are radically different. Indeed, in the matrix completion literature on
approximate recovery [79, 80, 81], the observations are entries of an unknown matrix A: the
independent variable x “ pi, jq in the supervised learning formulation is drawn from an arbitrary
distribution over the discrete set of entries rms ˆ rns. In contrast, in our work, the observations are
modelled as outputs of a neural network, i.e., they take the form F pxiq where F is a neural network
as defined in equation (3.6). Even for a single linear layer, the learning setting is different and the
outputs take the form Axi instead of Ai,j . The analysis in [28] relies on bounding Rademacher
complexities directly through elaborate chaining arguments, bypassing the need for covering numbers
and interpolating between p “ 0 and p “ 1. In fact, the authors mention that any readily obtainable
covering number would yield vacuous bounds in the matrix completion context. In contrast, our
analysis interpolates between p “ 0 and p “ 2 and produces chainable covers for weight spaces with
Schatten constraints. A more detailed discussion of related works is provided in Appendix C.

3 Main Results

We consider a learning problem using a loss function l : RC ˆ Y Ñ R`, where C is the number of
classes (in classification) or 1 (in regression). In this work, we assume loss function is Ll-Lipschitz
with respect to the L8 norm and uniformly bounded by B. In regression, the output space is Y “ R
whilst in classification, it is Y “ t1, . . . , Cu. In the case of regression, an example of such a loss
function is the truncated square loss

lpŷ, yq “ minpB, |ŷ ´ y|2q. (3.1)

Indeed, in this case, the loss function is uniformly bounded by B and uniformly 2B-Lipschitz. For
classification, a typical example used in much of the literature is the following margin loss [1, 4]:

lpŷ, yq “

$

’

’

’

&

’

’

’

%

1, if argmaxi ŷi ‰ y,

1 ´
ŷy´max

i‰y
ŷi

γ , if 0 ď ŷy ´ max
i‰y

ŷi ď γ,

0, if ŷy ě max
i‰y

ŷi ` γ.

(3.2)

In this case, the loss function is uniformly bounded by B “ 1 and uniformly 2{γ-Lipschitz with
respect to the L8 norm. We assume the learner is provided with N i.i.d. samples x1, . . . , xN P X “

Rd and the associated labels y1, . . . , yN P Y “ t1, 2, . . . , Cu, each of which is drawn from a joint
distribution D „ X ˆ Y . We are interested in high probability bounds on the generalization gap:

GAP :“ E rlpFApxq, yqs ´ pE rlpFApxq, yqs “ E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq, (3.3)

where pE denotes the empirical expectation over the sample px1, y1q, . . . , pxN , yN q, and FA “

FpA1,...,ALq is our trained network. For classification, an advantage of the margin loss described in
Eq. (3.2) is that a bound on GAP immediately translates to a bound on the probability of misclassifi-
cation: let Iγ,X “

|i:ŷy´maxi‰y ŷiďγ|

N denote the proportion of samples which are either classified
incorrectly or correctly but with margin ď γ. The misclassification probability [1, 4, 74] satisfies

P
ˆ

argmax
c

rFApxiqsc ‰ y

˙

ď E rlpFApxq, yqs ď GAP`pE rlpFApxq, yqs ď GAP`Iγ,X . (3.4)

5The constant is described as ‘rather large’ in [78], since it accumulates factors of Talagrand’s majorizing
measure theorem and generic chaining, suggesting at an absolute minimum C1 ě 11.
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We provide results for three types of models: Linear Networks, Deep Neural Networks, and Convo-
lutional Neural Networks (CNN). In all the results below, the matrices Mℓ are reference matrices
which can take any fixed value as long as it is chosen in advance. Thus, they play an analogous role
to a prior in PAC-Bayesian bounds [49]. Typical choices for Mℓ include Mℓ “ 0 or setting Mℓ to
the initialization when training a neural networks with gradient based methods. Whilst traditional
norm-based bounds such as (1.3) typically benefit from setting Mℓ to the initialization, our bounds
typically perform better by setting Mℓ “ 0, since this is the configuration which allows the quantity
}Aℓ´Mℓ}

p
sc,p

}Aℓ}p
“

}Aℓ}
p
sc,p

}Aℓ}p
to approach rankpAℓq. We provide an experimental evaluation of the behavior

of our bounds on MNIST and CIFAR-10 for both DNNs and CNNs in Appendix D.

3.1 Linear Networks

We first present our results for linear networks, which amount to generalization bounds for multi-class
linear classification with a bounded loss in the presence of a low-rank structure over the classes.
However, the true value of those results is to illustrate the potential gains in generalization ability
which arise from the implicit low-rank structure which appears in neural networks trained with
gradient-based methods. In this section, we consider classifiers defined as follows:

F : Rd Ñ RC : x Ñ Ax “ BLBL´1 . . . B1x (3.5)

for some matrices BL P RCˆw, BL´1 P Rwˆw, . . . B2 P Rwˆw, B1 P Rwˆd.

We have the following result, which shows the implications of Theorem 1.1 for generalization:
Theorem 3.1. W.p. ě 1 ´ δ over the draw of the training set, every linear network as defined in

equation (3.5) satisfies the following generalization bound: GAP´O

ˆ

B
b

logp1{δq

N

˙

ď

rO

¨

˚

˝

d

rLl Bs
2p

2`p }A}
2p

2`p
sc,p minpC, dq

p
p`2 rC ` ds

2
p`2

N

˛

‹

‚

ď rO

¨

˝

d

rLl Bs
2

L`1
r
ř

}Bℓ}
2
Frs

L
L`1 rC ` ds

NL
L

L`1

˛

‚

where B “ supNi“1 }xi}, and the rO hides polylogarithmic factors of }A}, }A}sc,p, C, d,N, p “ 2
L .

The idea of the proof is to separate the function class into two components by applying a tunable
thresholding operator in the singular values of the matrix A. A proof sketch is provided in subsec-
tion 3.2.1 below and the full proof is included in the appendix. Our full results in the appendix
(cf. Theorem E.2) incorporate a finer dependency on architectural quantities such as the number of
classes through a more refined analysis over different norms at each activation space, though we
omit such subtleties from the main paper to reduce confusion. Assuming L " 1 and Ll,B P Op1q,

}Bℓ} “ 1@ℓ, our Theorem 3.1 scales like rO
´
ř

ℓ }Bℓ}
2
FrrC`ds

L

¯

in sample complexity, whereas the

known result (1.2) scales as rO
´

L3 minpC,dq
ř

ℓ }Bℓ}
2
Fr

L

¯

in [3]. Thus, the simplified analysis in the

linear case removes a factor of L3, which allows taking the limit as L Ñ 8: in this case, our bound
behaves more and more like a parameter-counting bound since

ř

}Bℓ}
2
Fr

L Ñ rankpAq. On the other
hand, the dependency on the input space dimension d is absent in (1.2). Whilst it may be possible
to improve the dependency on d in Theorem 3.1 assuming the input data lies on a low-dimensional
subspace, this would require significant modifications to the proofs, and is best left to future work.

3.2 Fully Connected Neural Networks

We consider neural networks of the following form

x Ñ FApxq :“ ALσLpAL´1σL´1p. . . σ1pA1xq . . .q, (3.6)

where the matrices Aℓ P Rwℓˆwℓ´1 are the weight matrices, A “ pAL, AL´1, . . . , A1q denotes the
set of weight matrices considered together, wℓ denotes the width at layer ℓ and σ1, . . . , σL denote
elementwise activation functions with Lipschitz constants ρℓ for ℓ “ 1, . . . , L. For any pair of
layers indices ℓ1 ă ℓ2 we also use the notation F ℓ1Ñℓ2 for the function defined by F ℓ1Ñℓ2pxq “

Aℓ2σℓ2pAℓ2´1σℓ2´1p. . . σℓ1pAℓ1xq . . .q. The result below follows from Theorem E.2 in rO notation:
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Theorem 3.2. Fix reference matrices M1, . . . ,ML. For every δ ą 0, w.p. ě 1 ´ δ, the following
generalization bound holds simultaneously over all values of pℓ P r0, 2s for ℓ “ 1, . . . , L:

GAP ď rO

˜

B
c

logp1{δq

N
` B

c

L3

N
` BrLLls

p
2`p

c

L

N
RFA

¸

, where (3.7)

RFA
:“

«

L
ÿ

ℓ“1

«

B
L
ź

i“1

ρi}Ai}

ff

2pℓ
pℓ`2

ˆ

„

}Aℓ ´ Mℓ}
pℓ
sc,pℓ

}Aℓ}
pℓ

ȷ

2
pℓ`2

rwℓ ` wℓ´1s
1`

pℓ
pℓ`2

ff
1
2

and the rO absorbs polylog factors of B,ĎW,Lmaxi }Ai},Ll and N . Here, p :“ maxLℓ“1 pℓ denotes
the maximum of all the indices pℓ and B :“ supNi“1 }xi} is the maximum input L2 norm.

Next, using Loss Augmentation [5, 6], we obtain the following extension where norm-based terms
are replaced by milder analogues relying on empirical estimates of intermediary activations. Since
the product of spectral norms estimate }x}

śℓ
i“1 }Ai} is usually large compared to the activation

norm }F 0Ñℓpxq}, this can often lead to substantial numerical improvements, as seen in Section D.1.
Theorem 3.3 (Cf. Theorem E.6). Fix reference matrices M1, . . . ,ML. For every δ ą 0, w.p. ě 1´δ,
the following bound holds simultaneously over all values of pℓ P r0, 2s for ℓ “ 1, . . . , L:

GAP ď rO

˜

B
c

logp1{δq

N
` B

c

L3

N
` BrLLls

p
2`p

c

L

N
RFA

¸

, (3.8)

where Bℓ´1,A :“ max
`

maxiďN }FA1,...,Aℓ´1pxiq}, 1
˘

,

Remp
FA

:“

«

L
ÿ

ℓ“1

«

Bℓ´1,A

L
ź

i“ℓ

ρi}Ai}

ff

2pℓ
pℓ`2

ˆ

„

}Aℓ ´ Mℓ}
pℓ
sc,pℓ

}Aℓ}
pℓ

ȷ

2
pℓ`2

rwℓ ` wℓ´1s
1`

pℓ
pℓ`2

ff
1
2

,

and the rO notation absorbs polylogarithmic factors6 of Bℓ´1,A,ĎW,L,maxi }Ai},Ll and N . Here,
p :“ maxLℓ“1 pℓ is the maximum of index pℓ and B :“ supNi“1 }xi} is the maximum input L2 norm.

Theorem 3.2 holds for all values of pℓ simultaneously: they can be optimized after training. For pℓ “

0 @ℓ, Thm 3.3 yields a sample complexity of rO
´

L3 ` L
řL

ℓ“1rwℓ ` wℓ´1srankpAℓq

¯

. However,

the additive term of L3 can easily be removed with a simpler argument dedicated to the situation
where pℓ “ 0 (cf. Thm. E.8). Thus, our results provide a parametric complexity estimate for
neural networks whose weight matrices satisfy a low rank property: for a neural network with
fixed width ĎW , the sample complexity is rO

`

ĎWL2r
˘

rather than rO
`

ĎW 2L2
˘

in a pure parameter
counting bound: when applying Corollary 3.3 (or Thm. E.8) to a network with fixed width ĎW ,
each weight matrix Aℓ P RĎWˆĎW only contributes rOpĎWrq ‘parameters’ to the sample complexity,
instead of the full ĎW 2. Theorem 3.2 further incorporates approximate low rank structure. Indeed,
in equation (3.7), the indices pℓ interpolate between the parametric and non parametric regimes.

When p increases, the term }Aℓ}
pℓ
sc,pℓ

}A}pℓ
captures low-rank structure inherent in very small singular

values which are not quite equal to zero. However, the threshold pℓ must be carefully tuned due

to a tradeoff with the scaling factor of
”

B
śL

i“1 ρi}Ai}

ı

2pℓ
pℓ`2

. As a partial limitation, we note that
the bound does not exactly coincide with the norm-based result (1.3) when p is set to 2, since
there is always a parametric dependence on the input dimension from the term rC ` ds

2
p`2 : whilst

the bound is an interpolation between norm-based and parameter counting bounds, it maintains a
slight bias towards parameter counting. However, this is achieved without being uniformly inferior

6In this paper, our rO notation absorbs factors of maxL
ℓ“1 }Aℓ}, which is stricter than the alternative of

accepting polylogarithmic factors of
śL

ℓ“1 }Ai}. In particular, one of the multiplicative factors of L in our
bound arises from a logarithmic factor in

śL
ℓ“1 }Aℓ}. We find this approach more natural as it makes the full-rank

parameter counting complexity rOpWLq “ rOpĎWL2
q match classic lower-bounds on VC dimension [7, 82].

7



to either. To see this, consider the one-layer case in an idealized situation where all the weights
take binary values P t1,´1u. Here, the norm-based bound (1.3) yields a sample complexity of
rOpCdq, which agrees with parameter-counting. Theorem 3.2 also yields a sample complexity of
rO
´

M
2p

p`2 minpC, dq
p

2`p maxpC, dq
2

2`p

¯

“ rO
´?

Cd}A}Fr

¯

“ rO pCdq.

3.2.1 Proof Sketches

To highlight our proof techniques, we provide a proof sketch for simplified versions of our results.

Proposition 3.4 (Simplified form of Proposition F.2: covering number bound for one layer). Consider
the following function class of linear maps from Rd Ñ Rm: Fp :“ tM P Rmˆd, }M}p ď

M; }M} ď su. For any ϵ ą 0 and for any dataset x1, . . . , xN P Rd such that }xi} ď B for all i, we
have the following bound on the L8 covering number (cf Prop. F2 for formal definition) of the class:

logpN8pFp
r , ϵqq À rm ` ds

„

MB

ϵ

ȷ

2p
p`2

logp
mdNM

ϵ
q.

Proof Sketch. For simplicity we assume B “ 1 in the sketch. For any matrix M P Fp, write
řminpm,dq

i“1 ρiuiv
J
i for its singular value decomposition (with the singular values ordered in (any)

decreasing order, including zeros). For a threshold τ to be determined later, we decompose every M P

Fp into M “ M1 ` M2 where M1 “
ř

iďT ρiuiv
J
i and M2 “

ř

iěT`1 ρiuiv
J
i where T is the last

index such that ρT ą τ . By Markov’s inequality, since }M}pp “
ř

i ρ
p
i ď Mp, we have rankpM1q ď

τ ď Mp

τp . In addition, the spectral norm of M1 is bounded as follows: }M1} “ ρ1 “ }M} ď

}M}sc,p ď M. Thus, M1 belongs to the set Fp
1 :“

␣

Z P Fp : rankpZq ď Mp

τp , }Z} ď M
(

(a
function class with few parameters its members are low-rank). Furthermore, it is clear that

}M2}2Fr “

minpm,dq
ÿ

k“T`1

ρ2k ď τ2minpm, dq.

Therefore M2 belongs to the class Fp
2 :“ tZ P Fp : }Z}2Fr ď τ2minpm, dqu (whose members have

small norms). By a parameter counting argument, we can bound the L8 covering number of Fp
1 :

N8pFp
1 , ϵ{2q À rm ` dsrranks logp

M
ϵ

q À rm ` ds
Mp

τp
logp

M
ϵ

q.

By classic norm-based arguments (Thm. 4 in [83]), we can bound the covering number of Fp
2 as:

logpN pFp
2 , ϵ{2qq À rmax Frob norms logp

τ2mdN

ϵ
q “

τ2minpm, dq

ϵ2
logp

τ2mdN

ϵ
q.

Combining both bounds gives logpN8pFp
r qq ď logpN pFp

1 , ϵ{2qq ` logpN pFp
2 , ϵ{2qq

À
τ2minpm, dq

ϵ2
logp

τ2mdN

ϵ
q ` rm ` ds

Mp

τp
logp

M
ϵ

q

Setting τ “ M
p

p`2 ϵ
2

p`2 gives logpN8pFp
r qq À rm ` ds

“M
ϵ

‰

2p
p`2 logpmdNM

ϵ q as expected.

We then show how to extend the proof to the two-layer case. Here, we consider networks of
the form FA : x Ñ A2σpA1xq where σ is an elementwise 1-Lipschitz activation function (e.g.
ReLU) and A1 P Rmˆd, A2 P RCˆm are weight matrices. We fix p1 “ p2 “ p P r0, 2s and
s1, s2,M1,M2 ą 0, and let F denote the class of such networks which further satisfy for all
i P t1, 2u: }Ai} ď si; }Ai}p ď Mi (or, by abuse of notation, the corresponding matrices pA2, A1q).
For simplicity, the loss ℓ : RC ˆ rCs Ñ R` is assumed to be 1-Lipschitz w.r.t. the L8 norm.
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Proposition 3.5 (Simplified form of Proposition E.1). Suppose we are given an i.i.d. training set
px1, y1q, . . . , pxN , yN q from a joint distribution over Rd ˆ rCs such that }xi} ď B w.p. 1. For any
δ ą 0, w.p. ě 1 ´ δ, the generalization gap of any network FA P F is bounded by:

Õ

˜

rs1s2s
p

2`p

„

“

r1rm ` ds
1`

p
p`2 ` r2rm ` Cs

ȷ
1
2 1

?
N

`

c

logp1{δq

N

¸

, (3.9)

where for i “ 1, 2, ri :“
“Mp

i

spi

‰
2

p`2 is a soft analogue of the rank and the Õ notation incorporates
polylogarithmic factors of N,m, d,C, s1, s2,M1,M2.

Proof Sketch. Since the loss function is 1 Lipschitz, we only need to find an L8 cover of F , i.e., a
set C Ă F such that for any A “ pA1, A2q P F , there exists a cover element pĀ1, Ā2q P C such that

@i, }FApxiq ´ FĀpxiq}8 ď ϵ

(here, recall FApxiq P RC is a vector of scores for all classes). We achieve this by adapting standard
chaining techniques (see [3,5]), with the caveat that we need to change the norm of the cover at
the intermediary layer, incurring a factor of

?
m. More precisely, let F1,F2 denote the set of

matrices A1 P Rmˆd and A2 P RCˆm satisfying the relevant constraints above. First, we can
apply Proposition 3.4 above, with ϵ set to ϵ1 :“ ϵ{r2

?
ms2s, to achieve a C1 Ă F1 such that for

all A P F there exists a Ā P C such that @i, }σpA1pxiqq ´ σpĀ1pxiqq} ď }A1xi ´ Ā1xi} ď

?
m} ď }A1xi ´ Ā1xi} ď

?
mϵ1 “ ϵ

2s2
, and logp|C|q P Õ

˜

rm ` ds

”

M1B
ϵ1

ı

2p
p`2

¸

“ Õ

˜

rm `

dsm
p

p`2 rs1s2Bs
2p

p`2

”

M1

s2ϵ

ı

2p
p`2

¸

. Similarly, for any Ā1 P C1, }σpĀ1xiq} ď s1B @i, and therefore

another application of Prop. 3.4 with B replaced by B̃s1B and ϵ replaced by ϵ2 :“ ϵ{2 yields a cover

C2pĀ1q with size logp|C2pĀ1q|q P Õ

˜

”

M2rBs1s

ϵ2

ı

2p
p`2

¸

“ Õ

˜

rBs1s2s
2p

p`2

”

M2

ϵs2

ı

2p
p`2

¸

.

The cover C :“
Ť

Ā1PC1
C2pĀ1q is now an ϵ cover of F . Indeed, for any pA1, A2q P F , we can define

Ā1 to be the cover element associated to A1 in C1 and subsequently Ā2 to be the cover element in
C1pĀ1q associated to A2, which yields for any i ď N :

}A2σpA1xiq ´ Ā2σpĀ1xiq}8 ď }A2σpA1xiq ´ A2σpĀ1xiq}8 ` }A2σpĀ1xiq ´ Ā2σpĀ1xiq}8

ď ϵ2 ` }A2}}σpA1pxiqq ´ σpĀ1pxiqq} ď ϵ{2 ` s2ϵ{2s2 “ ϵ.

Furthermore, the resulting cover has cardinality bounded as

logp|C|q P Õ

˜

rBs1s2s

ϵ

2p
p`2 ”

rm ` ds
1`

p
p`2

”M1

ϵs1

ı

2p
p`2

` rm ` Cs

”M2

ϵs2

ı

2p
p`2

ı

¸

,

which yields eq (3.9) after substituting for ri and calculations based on Dudley’s entropy integral.

Thm E.2 is then derived from a union bound to ensure uniformity over M1,M2 etc. This step is
standard for s1, s2,M1,M2 but involves a more tedious continuity argument for the parameter p.

3.3 Convolutional Neural Networks (CNNs)

In this section, we present an extension of our results to Convolutional Neural Networks (CNNs).
Since CNNs are a well-known class of models, we leave a more thorough description of our notation
for the forward pass to Appendix G. We denote the filters of each layer by Aℓ (which incorporates
each weight only once), whist we use oppAℓq to denote matricization of the layer, i.e., the matrix
which represents the linear operation performed by the convolution at layer ℓ with the weights Aℓ.
We use Uℓ for the number of channels and dℓ to refer to the dimension of the input patches. This
includes both spatial and channel dimensions: if the input is an RGB image and the filter has spatial
dimension p2, 2q, d0 “ 2 ˆ 2 ˆ 3 “ 12. Thus, the number of trainable parameters at layer ℓ is
dℓ´1 ˆ Uℓ, and write wℓ for the spatial dimension at layer ℓ (for instance, a 28 ˆ 28 image will have
w0 “ 28 ˆ 28 “ 784). Thus, Uℓ ˆ wℓ is the number of preactivations at layer ℓ.
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Theorem 3.6. Fix reference matrices M1, . . . ,ML. For every δ P p0, 1q, w.p. ě 1 ´ δ, the following
generalization bound holds simultaneously over all values of 0 ď pℓ ď 2 for ℓ “ 1, . . . , L:

GAP ď rO

˜

B
c

logp1{δq

N
` B

c

L3

N
` BrLLls

p
2`p

c

L

N
RC

FA

¸

, where (3.10)

RC
FA

:“

«

L
ÿ

ℓ“1

«

B
L
ź

i“1

ρi} oppAiq}

ff

2pℓ
pℓ`2

ˆ

„

}Aℓ ´ Mℓ}
pℓ
sc,pℓ

} oppAℓq}pℓ

ȷ

2
pℓ`2

rUℓ ` dℓ´1sW
pℓ

pℓ`2

ℓ

ff
1
2

,

B :“ supNi“1 }xi} and the rO notation absorbs multiplicative factors of logarithms of the quantities
B,ĎW,A,W, L,maxi } oppAiq},Ll and N . Here, Wℓ :“ Uℓ ˆ wℓ (for ℓ ‰ L) and WL :“ 1.

This result incorporates weight sharing in the same sense as other CNN bounds [4, 16]; the term
}Aℓ ´ Mℓ}

pℓ
sc,pℓ

only involves the weights once, irrespective of the number of patches.
Theorem 3.7 (Cf. Theorem G.10). For every δ P p0, 1q, with probability greater than 1 ´ δ, the
following generalization bound holds simultaneously over all values of 0 ď pℓ ď 2 for ℓ “ 1, . . . , L:

GAP ď rO

˜

B
c

logp1{δq

N
` B

c

L3

N
` BrLLls

p
2`p

c

L

N
Remp,C

FA

¸

, where

Remp,C
FA

:“

«

L
ÿ

ℓ“1

«

BC
ℓ´1,A

L
ź

i“ℓ

ρi} oppAiq}

ff

2pℓ
pℓ`2

ˆ

„

}Aℓ ´ Mℓ}
pℓ
sc,pℓ

} oppAℓq}pℓ

ȷ

2
pℓ`2

rUℓ ` dℓ´1sW
pℓ

pℓ`2

ℓ

ff
1
2

,

BC
ℓ´1,A :“ max

`

maxiďN,o }rFA1,...,Aℓ´1pxiqsSℓ´1,o
}, 1

˘

denotes the maximum norm of a convolu-

tional patch at layer ℓ ´ 1 and the rO notation absorbs multiplicative factors of logarithms of the
quantities B,ĎW,A,W, L,maxi } oppAiq},Ll, N . Here, Wℓ :“ Uℓ ˆ wℓ (for ℓ ‰ L) and WL :“ 1.

Compared to [4], Thm. 3.7 incorporates a low-rank structure: each layer’s contribution to sample
complexity is reduced from LˆUℓˆdℓ (the number of parameters in the layer) to LrUℓ`dℓsrankpAℓq

(Uℓ is the number of channels at layer ℓ and dℓ´1 is the dimension of patches at layer ℓ ´ 1).

4 Conclusion and Future Directions

For linear networks, deep neural networks and convolutional neural networks, we have shown
generalization bounds which capture the implications of approximate low-rank structure in weight
matrices in terms of sample complexity. The bounds are expressed in terms of the Schatten p quasi
norms of the weight matrices, and are, to the best of our knowledge, the first bounds for deep learning
which incorporate both norm-based and parameter counting qualities. When p Ñ 0, the bounds
behave like a parameter-counting sample complexity of rO

´

L3 ` L
řL

ℓ“1rwℓ ` wℓ´1srankpAℓq

¯

,
taking into account (exact) low-rank structure in the weight matrices. For more moderate values of p,
the bounds incorporate norm-based quantities and incorporate approximate low-rank structure. Even
in the case of linear maps, Subsection 3.1 provides original bounds for multi-class classification in the
presence of low-rank structure over the classes, offering an alternative to classic results such as [65].

A limitation of our work is that we require the weight matrices to be low-rank, whereas most research
on neural rank collapse [21, 27] demonstrates instead that the activations at each layer are low-rank.
The two are very closely connected, but are not completely equivalent: it is possible that capturing
the effect of low-rank activations could lead to further improvements and insights. Crucially, we
believe a substantial modification of our proofs could tackle such situations. However, this would
require a much more challenging network-wide approach to the simultaneous tuning of the parametric
interpolation thresholds and is left to future work. Like other uniform convergence results which
are agnostic to the training procedure, our bounds are vacuous at for large-scale networks in the
absence of aggressive bound optimization, a limitation which may be addressed in future work by
better controlling the norm-based components during training, manually truncating the ranks or
incorporating data-dependent priors with a Bayesian approach. Lastly, we note that the low-rank
assumption requires overparametrization and is not always satisfied for smaller architectures or layers
(cf. Appendix D). Finally, other tantalizing future directions include proving fast rates in N and the
extension of our work to other architectures such as Resnets and transformers.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations of the results in multiple places in the main paper and
appendix.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification:
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification:
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Computing the bounds over many different runs is computationally prohibitive.
In addition, similarly to norm-based bounds, our results demonstrate the bounds’ ability to
capture the relationship between each trained network’s weight configurations and the test
performance. This cannot be achieved if the results are averaged over many runs. We do
run our experiments over many width configurations on both DNNs and CNNs for many
width configurations and observe similar behavior. Lastly, the focus of our work is mostly
theoretical, and our experimental setup is in line with comparable literature.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: this work is of purely theoretical nature and there are no negative possible
societal consequences to consider.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Table of Notation

Notation Meaning
} .}, } .}σ Spectral norm of a matrix

} .}, } .}2 (L2) Norm of a vector

} .}Fr Frobenius norm of a matrix

} .}sc,p Schatten p quasi norm of a matrix

} .}˚ Nuclear norm

}Z}2,1
ř

i

b

ř

j Z
2
i,j

C Number of classes

l Loss function

Ll
Lipschitz constant of l

(w.r.t. L8 norm)
B upper bound on l

Aℓ P Rwℓˆwℓ´1 Weight matrix at layer ℓ

Mℓ P Rwℓˆwℓ´1 Reference matrix at layer ℓ

σℓ (Elementwise) Activation function at layer ℓ

ρℓ Lipschitz constant of σℓ

FApxq :“
ALσLpAL´1σL´1p. . . σ1pA1xq . . .q

NN with weight matrices A1, . . . , AL

(Cf. Equation (3.6))

F ℓ1Ñℓ2
A px̃q

σℓ2pAℓ2σℓ2´1p. . . σℓ`1pAℓ`1x̃q . . .qq

Map from layer ℓ1 to layer ℓ2
Architectural Quantities

L Depth

N Number of samples

wℓ Width at layer ℓ

ĎW
maxLℓ“0 wℓ

(Maximum width of the network)
wℓ minpwℓ, wℓ´1q

w̄ℓ rwℓ ` wℓ´1s

w̃ℓ rwℓwℓs if ℓ ‰ L wL if ℓ “ L

d input dimension

Function Classes
F2

M2
tZ P Rmˆd : }Z}Fr ď Mu

Fp
r

␣

Z P Rmˆd : }Z}psc,p ď Mp
“ r sp;

}Z} ď s
(

Er,s
␣

A P Rmˆd : rankpAq ď r, }A} ď s
(

Bℓ tAℓ P Rwℓˆwℓ´1 : }Aℓ ´ Mℓ}sc,pℓ
ď Mℓ; }Aℓ} ď sℓu

FB

␣

FA “ FpA1,...,ALq : Aℓ P Bℓ @ℓ ď L
(

(cf. Eq. (E.1))
“
␣

FA “ FpA1,...,ALq : }Aℓ ´ Mℓ}sc ď Mℓ }A} ď sℓ @ℓ ď L
(

Lλaug tλaugpFA, x, yq : FA P FBu

LC,λaug
␣

λaugpFA, x, yq : FA P FC
B
(

Constraints/scaling factors
pℓ Schatten index for layer ℓ

p “ maxℓ pℓ Maximum Schatten index over all layers
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s Upper bound on }Z}

sℓ Upper bound on }Aℓ} (fully connected)

M Upper bound on }Z}sc,p

Mℓ Upper bound on }A ´ Mℓ}sc,pℓ

r Mp

sp (rank proxy)

rℓ
Mℓ

p

sℓp
(rank proxy)

B supNi“1 }xi}

r̃ℓ a priori upper bound on rankpAℓq

Bℓ´1,A max
`

maxiďN }FA1,...,Aℓ´1pxiq}, 1
˘

Constants/log factors

ΓFp
r

ˆ

16rMp `1srb`1sr1`ssrm`ds

ϵ
p

p`2
` 7

˙

mN

Γ1
Fp

r

ˆ

16rMp `1srb`1sr1`ssrm`ds2

ϵ
p

p`2
` 7

˙

mN

ΓFp
r ,ℓ

»

–

¨

˝

16rMℓ
pℓ `1srb

śℓ
i“1 ρisi`1sr1`sℓsrwℓ`wℓ´1s2

ϵ

pℓ
pℓ`2

ℓ

` 7

˛

‚wℓN

fi

fl

ΓFp
r ,L

«˜

16rML
pL `1srb

śL
i“1 ρisi`1sr1`

?
wL sLsrwL`wL´1s

ϵ

pL
pL`2

L

` 7

¸

wLN

ff

sΓ
”

128
śL

i“1rrρi ` 1ssi ` 1s3rb ` 1srLl L ` 1sĎW 4N2
ı

Γ

”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

(sΓ “ 40Γ6, cf. eq (E.141))
γFC 12

”

rb ` 1srLLl `1sĎWN
śL

i“1rρi}Ai} ` 1s

ı

“

4ĎW ` b
ś

i ρi}Ai}
‰

Θlog 2 log
“

4ĎW ` b
ś

i ρi}Ai}
‰

”

| logpbq| ` L
”

řL
ℓ“1 | logp}|Aℓ}q| ` 2 logp4ĎW q

ıı

ΓR rB ` 2srLLl `1sĎWN
śL

i“1rrρi ` 1sr}Ai} ` 2s ` 1s

Θ
λaug

log

2 log
“

4ĎW ` b
ś

i ρi}Aℓ}
‰

ˆ
”

| logpbq| ` L
”

řL
ℓ“1 | logp}|Aℓ}q| `

řL´1
ℓ“1 logpBℓ,Aq ` 2 logp4ĎW q

ıı

Convolutional Neural Networks
Oℓ Number of convolutional patches at layer ℓ

wℓ Spatial dimension at layer ℓ

Oℓ´1
Number of spatial dimensions

before pooling at layer ℓ
Uℓ Number of channel dimensions at layer ℓ

dℓ Dimension of input patches at layer ℓ

Sℓ,o P rUℓs ˆ rwℓs
oth Convolutional Patch

at layer ℓ
Aℓ P RUℓˆdℓ Weight matrix at layer ℓ

Mℓ P RUℓˆdℓ Initialized weight matrix at layer ℓ

ΛAℓ

Convolution operation
associated to Aℓ

Represented by the matrix oppAℓq

σℓ
: RUℓˆOℓ Ñ RUℓˆwℓ

Activation function (including pooling)

FC
A1,A2,...,AL

pσL ˝ ΛAL ˝ σL´1 ˝ ΛAL´1 ˝ . . . σ1 ˝ ΛA1qpxq

(Cf. Equation (G.1))
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A
řL

ℓ“0 Uℓ ˆ Oℓ´1

(Total number of preactivations)

W
řL

ℓ“1 dℓ´1 ˆ Uℓ

(Total number of parameters in the network)

FC
B

#

FA “ FC
pA1,...,ALq

: }Aℓ ´ Mℓ}sc ď Mℓ,

} oppAℓq} ď sℓ @ℓ ă L, }AJ
L}2,8 ď sL

+

wℓ Spatial patch size at layer ℓ

B
maxo,i }pxiqS0,o}

Maximum norm of a convolutional patch at input layer
Constants/log factors for CNNs

γC 12
”

rB ` 1srLLl `1sWAN
śL

i“1rρi} oppAiq} ` 1s

ı

ˆ
“

4ĎW ` B
ś

i ρi} oppAiq}
‰

γC,λaug

12
””

rB ` 1srLLl `1sWAN
śL

i“1rρi} oppAiq} ` 1s

ıı

ˆ
“

4ĎW ` B
ś

i ρi} oppAiq}
‰

ΓCp
r

´

16rMp
`1srb`1sr1`ssrU 1

`ds

ϵ
p

p`2
` 7

¯

U 1NO

ΓC
Fp

r ,ℓ

«˜

16rMℓ
pℓ `1srb

śℓ
i“1 ρisi`1sr1`

?
AsℓsWA

ϵ

pℓ
pℓ`2

ℓ

` 7

¸

NA

ff

Γ1
Cp

r

´

16rMp
`1srb`1sr1`ssrU 1

`dsU 1w1

ϵ
p

p`2
` 7

¯

U 1NO

ΓC
R

”

rB ` 2srLLl `1sWAN
śL

i“1rrρi ` 1sr}Ai} ` 2s ` 1s

ı

ΓC,λaug rb ` 1srLpLl `1qqWAN
śL

i“1rrρi ` 1ssi ` 1s

Table 1: Table of notations for quick reference
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B Table of Comparison to Existing Literature

Linear Classification
Linear Networks

Proof Technique Bound (excluding polylog factors) Reference

Parameter Counting Ll

b

Cd
N [4]

Norm Based Ll B

b

C }A}2Fr

N

[66],
[67],
[84],
[64]

Norm-based/peeling
from Linear Networks Ll B

b

CminℓpRankpBℓqq

N

ś

ℓ }Bℓ} [64]

Norm-based Ll B

b

}A}2Fr

N [65]

Norm-based Ll BL
3
2 }A}

L´1
L

d

C}A}
2
L

sc, 2
L

N

Deduced from
[3]

or [1]
cf. Corollary C.1

Parametric Interpolation B Ll

p
2`p

c

B
2p

2`p }A}

2p
2`p
sc,p rC`ds

N cf. Theorem 3.1

B
b

rankpAqrC`ds

N p “ 0 in above line

DNNs, norm-based

Peeling Ll

b

B2L
śL

ℓ“1 }Aℓ}2Fr

N [13]

Peeling Ll Bmaxℓ
}AJ

ℓ }2,1
}Aℓ} r

śL
ℓ“1 }Aℓ}s

N
1

2`3p

”

L
p

ı
1

2
3

`p [13]

Peeling Ll

C1
?
w1

}A1}Fr
}A1}

`
řL

ℓ“2 CL´ℓ
1 C2

?
wℓr̃ℓ

}Aℓ}Fr
}Aℓ}

?
N

ˆ
śL

ℓ“1 }Aℓ}B
[64]

(Peeling) Ll C
L
1 B

”

śL
ℓ“1 }Aℓ}

ı

Lr
b

ĎW
N

Particular case of above

Pac Bayes Ll
L

?
ĎW?
N

´

śL
ℓ“1 }Aℓ}

¯´

řL
ℓ“1

}Aℓ}
2
Fr

}Aℓ}2σ

¯
1
2

[3]

Covering Numbers Ll
1?
N

śL
ℓ“1 }Aℓ}

˜

řL
ℓ“1

}pAℓ´Mℓq
J

}
2
3
2,1

}Aℓ}
2
3

¸
3
2

[1]

DNNs,
Parameter Counting

B
b

WSL
N [4]

B
b

WL
N [74]

B
b

Lr
řL

ℓ“1rwℓ`wℓ´1srankpAℓqs
N

Theorem E.8
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DNNs
Parametric Interpolation

BrLLls
p

2`p

b

L
N

«

řL
ℓ“1

”

B
śL

i“1 ρi}Ai}

ı

2pℓ
pℓ`2

ˆ

”

}Aℓ´Mℓ}
pℓ
sc,pℓ

}Aℓ}pℓ

ı

2
pℓ`2

rwℓ ` wℓ´1s
1`

pℓ
pℓ`2

ff
1
2

Theorem 3.2

Parametric Interpolation
& Loss augmentation

BrLLls
p

2`p
«

řL
ℓ“1

”

Bℓ´1,A

śL
i“ℓ ρi}Ai}

ı

2pℓ
pℓ`2

ˆ

”

}Aℓ´Mℓ}
pℓ
sc,pℓ

}Aℓ}pℓ

ı

2
pℓ`2

rwℓ ` wℓ´1s
1`

pℓ
pℓ`2

ff
1
2

Theorem 3.3

CNNs,
Parameter Counting

B
b

WSL
N [4]

B
b

WL
N [74]

B
b

Lr
řL

ℓ“1rUℓ`dℓ´1srankpAℓqs
N

Corollary G.6

CNNs,
Norm-based

Covering Numbers Ll

śL
ℓ“1 } oppAℓq}

?
N

„

řL
ℓ“1

´

Uℓwℓ}rAℓ´Mℓs
J

}2,1
} oppAℓq}

¯
2
3

ȷ

3
2

[16]

Peeling Ll

śL
ℓ“1 }Aℓ}Fr

?
L
śL

ℓ“1 wℓB?
N

[32]

CNNs
Parametric Interpolation

BrLLls
p

2`p

b

L
N

«

řL
ℓ“1

”

B
śL

i“1 ρi} oppAiq}

ı

2pℓ
pℓ`2

ˆ

”

}Aℓ´Mℓ}
pℓ
sc,pℓ

} oppAℓq}pℓ

ı

2
pℓ`2

rUℓ ` dℓ´1sW
pℓ

pℓ`2

ℓ

ff
1
2

Theorem G.5
Note:

Wℓ :“ Uℓ ˆ wℓ

(for ℓ ‰ L)
and WL :“ 1.

Parametric Interpolation
and Loss augmentation

BrLLls
p

2`p
«

řL
ℓ“1

”

BC
ℓ´1,A

śL
i“ℓ ρi} oppAiq}

ı

2pℓ
pℓ`2

ˆ

”

}Aℓ´Mℓ}
pℓ
sc,pℓ

} oppAℓq}pℓ

ı

2
pℓ`2

rUℓ ` dℓ´1sW
pℓ

pℓ`2

ℓ

ff
1
2

Theorem 3.7
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Table 2: Summary of results and previous State of the Art. By convention, all results are expressed
in rO notation, which hides polylogarithmic factors of all relevant architectural (W,A,ĎW,L) and
scaling (maxℓ }Aℓ}, }A}sc, etc.) quantities. In addition, we only consider the dominant Rademacher

complexity term: for simplicity we ignore both the missing terms of O
ˆ

B
b

logp1{δq

N

˙

and additional

terms of the form rO
´
b

L
N

¯

which would occur from making the bounds post hoc w.r.t. to the norm
constraints (some works do this explicitly whilst some do not).
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C In-depth Comparison to Existing Works

In all the descriptions below, the rO notation absorbs polylogarithmic factors in
B,W,maxi }Aℓ}, N,Ll as well as the Lipschitz constant Ll of the loss or the margin γ.

Recall that in [3], it was shown that

GAP´O

˜

B
c

logp1{δq

N

¸

ď rO

¨

˝Ll
L

?
ĎW

?
N

˜

L
ź

ℓ“1

}Aℓ}

¸˜

L
ÿ

ℓ“1

}Aℓ}
2
Fr

}Aℓ}
2
σ

¸

1
2

˛

‚. (C.1)

In [1], it was shown that with probability greater than 1 ´ δ over the draw of the training set we have

GAP´B
c

logp1{δq

N
ď rO

¨

˚

˝

Ll
1

?
N

L
ź

ℓ“1

}Aℓ}

¨

˝

L
ÿ

ℓ“1

}pAℓ ´ Mℓq
J}

2
3
2,1

}Aℓ}
2
3

˛

‚

3
2

˛

‹

‚

. (C.2)

Note that equation (C.1) was discovered concurrently with (C.2) with a different approach ([3] relied
on a PAC Bayes approach).

C.1 Bounds for Linear Neural Networks

In this subsection, we briefly list generalization bounds which can be obtained for linear maps in the
multi-class classification case, focussing especially on the ones which apply to linear networks of the
form BL . . . B1.

Most of the early literature on generalization bounds for linear multi-class classification focused on
kernels, which are a slightly more general setting.

For a single output (C “ 1), it is well known from early results [68, 83] that the Rademacher

complexity 7 of linear classifiers is bounded as rO

ˆ

b

}a}2
ř

i }xi}2

N2

˙

ď rO

ˆ

B
b

}A}2

N

˙

. Early

work on generalization bounds for multi-class classification [85, 68, 66, 67, 86, 87] used inequal-
ities for Rademacher complexities of composite function classes to obtain bounds of the form

rO

ˆ

B

b

C}A}2Fr

N

˙

. Later in [88, 65], the bound was refined to rO

ˆ

B

b

}A}2Fr

N

˙

by exploiting the L8

continuity of common loss functions.

In [64], the authors proved the following bound specifically targetted at linear networks of the form
A “ BL . . . B2B1:

rO

˜

B

c

CminℓpRankpBℓqq

N

ź

ℓ

}Bℓ}

¸

. (C.3)

Note that
ś

ℓ }Bℓ} ě }A} and }A}minℓ
a

rankpBℓq ě }A}
a

rankpAq ě }A}Fr. Thus, the bound

in (C.3) behaves at least as rO

ˆ

b

C}A}2Fr

N

˙

, which exhibits the same behavior as the results in [86, 66].

The results are expressed in terms of vector output Gaussian complexity, which has the advantage of
yielding bounds for L2 Lipschitz loss functions. When the loss function is L8 Lipschitz, the bound
from [65] will be tighter by a factor of

?
C (ignoring any logarithmic factors). The main advantage of

the bound in equation (C.3) is the introduction of the novel proof technique which also allows the
authors to derive the bound (C.9) for neural networks with activation functions.

Comparison between Bound (C.1) and Theorem 3.1 for linear networks:

It is worth noting that the Bound (C.1) can be instantiated as follows:

7For simplicity, we use rO notation, however, many of the result in this section do not require logarithmic
factors when expressed as a function of Rademacher complexity only. However, making them post hoc w.r.t. to
the constraints requires additional logarithmic factors.
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Corollary C.1. With probability greater than 1 ´ δ over the draw of the training set, every matrix A
satisfies the following generalization bound

GAP ď rO

¨

˚

˚

˝

B
c

logp1{δq

N
` Ll B}A}

L´1
L L

3
2

g

f

f

e

C}A}
2
L

sc, 2
L

N

˛

‹

‹

‚

. (C.4)

Proof. By the proof of Theorem 1.1, the values of B1, . . . BL which minimize the weight decay
regulariser

řL
ℓ“1 }Bℓ}

2
Fr satisfy }Bℓ} “ }A}

1
L and even σipBℓq “ σipAq

1
L for all ℓ, i where σipZq

denotes the ith singular value of the matrix Z. It follows that for this choice of Bℓs, we have
ś

i‰ℓ }Bi} “ }A}
L´1
L and }Bℓ}

2
Fr “ }A}

2
L

sc, 2
L

. The theorem follows upon replacing the values into
equation (C.1).

In contrast, for p “ 2
L , our Theorem 3.1 scales as

rO

¨

˚

˝

Ll

p
2`p

d

B
2p

2`p }A}
2p

2`p
sc,p minpC, dq

p
p`2 maxpC, dq

2
p`2

N

˛

‹

‚

ď rO

¨

˝Ll
1

L`1

d

B
2

L`1 }A}
2

L`2
sc,p rC ` ds

N

˛

‚. (C.5)

The two are not directly comparable: for one thing, the bound in (C.4) is purely norm-based, which
means that it enjoys more obvious scaling properties. This also makes it more vulnerable to large
inputs. It is worth noting that both bounds potentially improve when L grows, as this influences
the schatten quasi norm index. However, this benefit is strongly mitigated in the case of (C.1) by
the multiplicative factors of L, which are not present in our case. The explicit dependency on C is
also worse in (C.1), but we believe this is an artefact of the L2 based proof technique and might be
improvable with an argument more carefully dedicated to the linear case.

C.2 Norm-based Bounds for Fully Connected Neural Networks

In [13], extending work from [12], Rademacher complexity bounds of the following order were
obtained:

rO

¨

˝Ll

d

B2L
śL

ℓ“1 }Aℓ}
2
Fr

N

˛

‚. (C.6)

In addition, the same paper [13] contains other variants, which mostly consist of products of various
norms of the weight matrices. For instance (Corollary 2 page 13) for any fixed value p: GAP ď

rO

¨

˝B

d

logp 1
δ q

N
` Ll BU

«

L
ź

ℓ“1

}Aℓ}

ff

„

L

p

ȷ
1

2
3

`p 1

N
1

2`3p

˛

‚, (C.7)

where U is an apriori upper bound on maxℓ
}AJ

ℓ }2,1

}Aℓ}
. Note: we have simplified the expression to adapt

it to our rO notation assuming that MppAq

MpAq
ď OpĎW

1
p q, where MppAq (resp. MpAq) are upper bounds

on the Schatten p and spectral norms of A respectively (such an assumption makes sense since for
any matrix with dimensions bounded by ĎW , we have }A}sc,p

}A}
ď ĎW

1
p ). It is not possible to directly

compare the factors of L in our bounds and in (C.7) since a fully post hoc version of that result would
likely involve further factors of L as in our own proof.

Note that U ď ĎW , thus setting p “ 1
3 we obtain for instance

GAP´O

˜

B
c

logp1{δq

N

¸

ď rO

˜

Ll B
L
ź

ℓ“1

}Aℓ}
ĎWL

N
1
3

¸

. (C.8)
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Still in the category of ‘peeling’ based bounds relying on vector contraction inequalities, the recent
work of [64] (cf. Theorem 7), which appeared independently of the present work, has established
bounds of the following form for the Gaussian complexity of neural networks with fixed norm and
rank constraints

O

¨

˝

L
ź

ℓ“1

}Aℓ}B
C1

?
w1

}A1}Fr

}A1}
`
řL

ℓ“2 C
L´ℓ
1 C2

?
wℓr̃ℓ

}Aℓ}Fr

}Aℓ}
?
N

˛

‚, (C.9)

where r̃ℓ is an upper bound on the rank of layer ℓ. In fact, a notable property of the bound is that
there are no logarithmic factors in the Rademacher complexity bound: however, note the Rademacher
complexity bound into an excess risk bound would incur at least a logarithmic factor of N , and
making the bound post hoc w.r.t. the norm constraints would incur additional logarithmic factors
of the norms, as well as a non logarithmic factor of

?
L. Here, C1, C2 are unspecified constants

inherited from [78] (which are described as ‘rather large’ on page 4 of [78]). However, the authors
in [64] do conjecture that the constants and the accompanying explicitly exponential dependence on
depth could be removed with a more careful analysis

G ď O

˜

CL
1 B

«

L
ź

ℓ“1

}Aℓ}

ff

Lr

c

ĎW

N

¸

, (C.10)

where G denotes the Gaussian complexity, and r the minimum rank of the weight matrices
A1, . . . , AL.

Comparison between (C.10) in [64] and (E.125)

Both results take the low-rank structure of the weight matrices into account and improve when neural
collapse occurs. However, both the proof techniques and the final results differ significantly. Whilst
translating the bound (C.10) into an excess risk bound would imply at least a logarithmic factor of N ,
and making the bound post hoc w.r.t. the norm constraints would incur additional logarithmic factors
of the norms, as well as a non logarithmic factor of

?
L, the bound for the Gaussian complexity is free

of any logarithmic factors (in contrast, even our Rademacher complexity bound from the calculation
in Proposition E.1 includes logarithmic factors of the norms arising from the application of L8

results such at Lemma I.5), which could give it an advantage when L is small. On the other hand, the
bound C.10 and C.9 exhibit both explicit and implicit exponential dependence on depth through the
factors CL

1 and
ś

}Aℓ} respectively. In contrast, the result in G.7 has no non logarithmic dependency
on norm based quantities. In fact, it belongs to the family of parameter counting bounds, whilst (C.10)
is a purely norm based. In the case where all the spectral norms and the norms of the datapoints are
considered to be Op1q, the bound (C.10) amounts to a sample complexity of rOpC2L

1 r2L2
ĎW q, whilst

Theorem G.7 amounts to a sample complexity of rO
`

rL2
ĎW
˘

: thus, the bounds are nearly identical
in this particular situation apart from the removal of a factor of rCL

1 (which removes exponential
dependence on depth) in our work at the cost of additional logarithmic factors. It is worth noting that
the proofs are radically different: we rely on layer-wise covering numbers analogous to [1, 4, 74, 16]
whilst [64] relies on vector contraction inequalities and is closer to the works of [12, 13]. In particular,
one of the factors of L inside the square root in Theorem E.8 arises from making the bounds post hoc
w.r.t. the spectral norms. It would be interesting to investigate whether this factor can be removed
when assuming that }Aℓ} “ 1 for all L.

Several other comparable bounds are proved in [64], which appeared independently of the present
work. The bounds only apply to the exactly low-rank case, whilst we provide a more refined analysis
based on the singular value spectrum decay implicit in the low Schatten p quasi norm constraints.
In addition, we also consider convolutional neural networks, and the proof techniques are radically
different.
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C.3 Norm-based Bounds for Convolutional Neural Networks:

In [16], it was shown that 8

GAP´O

˜

B
c

logp1{δq

N

¸

ď rO

¨

˚

˝

?
L

”

řL
ℓ“1pTℓq

2{3
ı

3
2

?
N

˛

‹

‚

(C.11)

where if ℓ ď L ´ 1,

Tℓ “ Bℓ´1pXq}pAℓ ´ Mℓq
J

}2,1
?
wℓ max

UďL

śU
u“ℓ`1 } oppÃuq}

BU pXq

and if ℓ “ L,

TL “
BL´1pXq

γ
}AL ´ ML}Fr.

Here, we denote BℓpXq “ maxi }F 0Ñℓ
A pxq}ℓ, where the norm } .}ℓ denotes the maximum L2 norm

of a convolutional patch for a vector of activations at layer ℓ.

The above bound relies on loss function augmentation to control the L2 norm of patches at
each layer. However, the following simpler bound (Theorem E.2) can also be of interest:

GAP´O
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ď
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ÿ
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3

ff

3
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˛
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Recently, in [32] an ingenious approach was used to provide bounds for convolutional neural networks
in terms of products of the Frobenius norms of the weight matrices. The bounds and proof techniques
are closer to the school of [12, 13] than those of [1], and rely on vector concentration inequalities and
direct calculations of Rademacher complexities rather than covering numbers, whilst incorporating
many novel elements specific to the CNN situation. We have, considering a post hoc version of

Theorem 3.2 in [32] and translating to our notation, GAP´O

ˆ

B
b

logp1{δq

N

˙

ď

rO

¨

˝B
c

L2

N
`

Ll

śL
ℓ“1 }Aℓ}Fr

b

L
śL

ℓ“1 wℓB
?
N

˛

‚, (C.13)

where wℓ denotes the spatial size of the convolutional patches at layer ℓ and B “ maxo,i }pxiqS0,o}

is the maximum L2 norm of a convolutional patch in the input.

The bounds (C.12) and (C.13) exploit the sparsity of connections at the first layer to obtain bounds
which only depend on the maximum norm of an input convolutional patch (as opposed to the full
norm of the input), a characteristic which is shared by our result (cf. theorem 3.6. In addition, the
results in [16] exploit the weight sharing to involve only the norms of the weight matrices (rather than
the linear operators oppAℓq) in the numerator. Quite remarkably, the bound in [32] achieves a similar
effect in the context of peeling type results by relying exclusively on the sparsity of connections.
Our results for CNNs can be interpreted as a low-rank generalization of those in [16] incorporating
low-rank structure in the weight matrices, just as our results for DNNs generalize those of [1].
However, the results in [32] are not directly comparable, since they belong to the peeling family,
affording them a more favorable dependence on width but a poorer dependence on depth if the norms
}Aℓ}Fr are moderately large.

8As explained in the main paper, our convention on rO notation is stricter than that in [16]: we allow the rO

to absorb factors of logpmaxL
ℓ“1 }Aℓ}q, but we treat logp

śL
ℓ“1 }Aℓ}q as rOpLq, which explains the additional

multiplicative factor of
?
L. This factor is absent in [74] due to the use of a purely L2 covering number approach,

though the implicit dependency on the number of classes at the last layer is stronger.
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C.4 Parameter Counting Bounds

In [7], generalization bounds based on VC dimensions were established for fully connected neural
networks. In more recent research the focus of parameter counting bounds has been on different
architectures such as Convolutional Neural Networks or ResNets. We focus on CNNs below as this
work focuses on DNNs and CNNs.

In [4] (Theorem 3.1 ), the following bound is proved for CNNs with fixed norm constraints:

GAP ď rO

˜

B
c

WSL
N

` B
c

logp1{δq

N

¸

, (C.14)

where W :“
řL

ℓ“1 dℓ´1 ˆ Uℓ denotes the total number of parameters in the network and S is an a
priori upper bound on rrmaxℓ }Aℓ}s ´ 1s.

Later in [74] (Theorem 3.4), the following result was shown9:

GAP ď rO

˜

B
c

WL

N
` B

c

logp1{δq

N

¸

. (C.15)

Note: in [4], the regime of interest is that where the spectral norms of the weight matrices approach
1, which explains the appearance of the quantity S. In fact, the quantity appears through an upper
bound on the product of spectral norms as p1 ` νqL ď exppνLq, thus, the multiplicative factor of
rLSs can relatively straightforwardly be replaced by rOpLq. This results in a bound which looks
identical to equation (C.15) when expressed in rO notation. However, the bound in [74] presents many
other advantages, including applicability to Resnets and much smaller constants and logarithmic
factors. We also note that [89] provide rank-sensitive bounds for neural networks. However, the
bounds include a multiplicative factor of the Jacobian of the full network (both outside and inside the
logarithmic factors): the bounds will coincide (up to log factors) with our pure parameter counting
bounds in the particular case when all the spectral norms of the weights are exactly equal to 1, but
behave less favorably in other cases.

D Experiments

In this section, we present some experiments to demonstrate that our bound can successfully capture
the low rank structure in the weights to improve upon competing bounds. Although the numerical
advantage of our bounds over the best compared method (the parameter counting bounds of [74]),
the bounds generally show a much milder growth as the width of the layers grows compared to all
existing bounds when the generalization gap is kept relatively constant. Thus, our bounds are able
to adapt to capture the presence of unused function class capacity in the form of low-rank weights.
We present results for both DNNs on the MNIST dataset and CNNs on the CIFAR-10 dataset. All
experiments were run with 128 CPUs with 500GB ram and DGX A100.

D.1 Fully-connected Neural Networks (MNIST)

To evaluate the bounds’ behavior for fully connected neural networks, we conducted experiments
on the MNIST dataset. We set the number of non-linear hidden layers to L “ 3 and varied the
width of the hidden layers wℓ in t300, 400, 500, 700u to explore different regimes. To guarantee
that we could analyze the phenomenon studied in this research, we enforced rank-sparsity through
two complementary approaches: (1) implicitly, by preceding each non-linear hidden layer with four
linear layers. (2) explicitly, by regularizing the neural network through weight decay. We selected
the regularization parameter from t10´4, 5 ˆ 10´4, 10´3, . . . , 102u and analyzed models with the

9Note, keeping in line with the convention used for the rO notation in this paper, we interpret rmaxℓ }Aℓ}s as
a constant. This implies that the presence of the quantities Ci,j in [74] introduces a logarithmic dependency in
rmaxℓ }Aℓ}s

L inside the square root, corresponding to a multiplicative factor of L inside the square root.
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highest weight decay that achieved an accuracy of at least 0.9. We then maximize the margin γ
subject to Iγ,X ď 0.1.

The results can be seen in Figure D.1. To facilitate comparison, denser bars are lower than less
dense bars when compared to their counterparts, i.e, by considering models with the same width. In
addition, we only plot the bounds in rO terms, ignoring all polylogarithmic factors. This facilitates
the comparison since some competing baselines are post hoc whilst some are not: our bounds hold
uniformly over all values of pℓ, }Aℓ ´ Mℓ}scc,pℓ

, γ etc., whilst some of the related works do not
explicitly perform the required union bound to achieve this. The practice of evaluating the numerical
values of generalization bounds only up to polylogarithmic factors [74, 64] or not at all [3, 4] is
in line with the literature. When comparing to [64], we evaluate the bound for two values of the
intractable constant C1 “ 1, 2. This is to account for the the authors’ statement that the factor of CL

1
could potentially be removed with a more refined proof, and certainly underestimates the numerical
value of the established bound, since the constant C1 is ‘rather large’ [78]. We include both versions
of our bound: Theorem 3.2 (without loss function augmentation) and Theorem 3.3 (with loss function
augmentation). A key observation is that as the width increases, our bounds do not increase as fast
as the competing results, suggesting a successful use of the rank sparsity of the problem: in this
experiment, the accuracy and generalization gap are constant (overparametrized regime), therefore,
the more modest growth exhibited by our model indicates a better ability to capture true generalization
error than the competing methods, which show a much sharper growth with width.

Figure D.1: Empirical comparison between our generalization results and previous works.

Further Validation of the Low-rank Condition Moreover, the singular value spectra plots from
Figure D.6 below demonstrates the presence of rank sparsity in our trained models. This confirms the
observations made by a multitude of recent papers in the optimization literature [21, 22, 27], which
further explains why our bounds’ advantage improves when the width increases. In this example,
even the value pℓ “ 0 yields an advantage over classic parameter counting bounds due to the exact
low-rank structure.

D.2 Convolutional Neural Networks (CIFAR-10)
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Figure D.2: Spectral Decay of Intermediary Layers in the MNIST Dataset (Fully Connected).
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D.3 Convolutional Neural Networks (CIFAR-10)

In this section, we present experiments on the CIFAR-10 dataset. We train a neural network with 3
convolutional layers with kernel size p3, 3q each followed by 5 fully connected layers. The last (output)
layer has width 10 since there are 10 classes, and the width of the intermediary fully connected
layers is varied between 100 and 1000. Due to the additional computational burden of the task and
the more pronounced overparametrization, we evaluate the bounds on a single trained network for
each architecture. To moderate the effect of norm-based factors, we employ spectral regularization,
constraining the spectral norms of all weight matrices to 1. We set the margin dynamically to ensure
a loss of only 1 percent in accuracy compared to a margin of zero. As in the fully connected case, we
note that as most of the bounds are asymptotic in nature (and many of the sources do not calculate the
explicit constants) their ‘practical evaluation’ challenging. For this reason, we only evaluate dominant
term of each bound (ignoring the constants and logarithmic factors) and we employ a logarithmic
scale, which is better suited to this asymptotic analysis since the bounds differ from each other by
very large factors. This is also standard practice in the related literature [74, 4, 1] whenever bounds
are evaluated. As in the fully connected case, our bounds outperform the competing ones. However,
more interesting is the fact that our bounds exhibit a milder dependency on the width, which better
aligns with the true generalization error.

Figure D.3: Numerical Comparison of our Bounds with other Bounds from the Literature (CNNs,
CIFAR-10).

Furthermore, to provide further evidence of spectral decay and strong approximate low-rank structure
in our trained models, we provide the following plots of the singular spectral of the weights of our
trained models. The plots confirm that the approximate low-rank structure is stronger for larger
widths, which also explains the fact that our bounds’ advantage over existing approaches widens in
such overparametrization regimes.

We also provide a few additional comparisons to validate our conclusion that our bounds respond to
varying degrees of overparametrization better than pure parameter counting bounds. As mentioned
in the main paper, the choice of pℓ can be made after training, as the bounds hold uniformly over
their choice. In fact, the choice of pℓ made after optimizing the bounds is a relevant factor in the
interpretation of the bound in terms of overparametrization regime: a larger but moderate value of
p (in the range r0.2, 1s) indicates that the norm-based factors are moderate enough to be involved
in the bound and that the low-rank structure in the weight matrices is sufficiently pronounced to
be exploited. On the other hand, a value of p “ 0 can indicate one of two things: either (1) the
norm-based factors are too large for the low rank structure to be exploited, or (2) the weight matrices
are exactly low-rank. In our experiments, we observe the optimization of the bound often results
in the value pℓ “ 0 being chosen for convolutional layers, whilst the fully connected layers tend to
correspond to more moderate values of pℓ. This can be seen in Figure D.5 below, which corresponds
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Figure D.4: Illustration of the Spectral Decay of the Trained Models on the Layer fc2.

to the most overparametrized CNN model (w “ 1000) where the pℓs are selected based on the
optimization of the bounds from Theorem 3.7 (with loss function augmentation).

Figure D.5: Chosen Values of pℓ (with Loss Function Augmentation) for the most Overparametrized
CNN Model (width “ 1000)

The results are somewhat expected: convolutional layers are already quite parameter efficient, making
the exploitation of the low-rank structure comparatively less necessary. Furthermore, the norm-based
factors arising from the product

śL
i“ℓ si are larger since convolutional layers have a larger spectral

norm due to the repetition over patches. On the other hand, the fully connected layers are able to
select larger values of pℓ due to a more pronounced low-rank structure and moderate norm-based
factors achieved through a combination of loss function augmentation and spectral regularization
during training.

We note that the choice of pℓ generally introduces a tradeoff which is only imperfectly captured
by the regime corresponding to the value of pℓ chosen when optimizing the bound. Indeed, lower
values of pℓ correspond both to a bias towards the parameter-counting component of our bounds and
stronger exploitation of the approximate low-rank structure (assuming the norm based factors are
not too large). Thus, more moderate values of pℓ are preferable in terms of the bounds’ responsivity
to changes in architecture, whilst setting very close to zero can sometimes be beneficial in terms
of overall numerical performance due to the convergence to a parameter counting result. To better
isolate the bounds’ ability to capture low-rank structure and its indirect effect on function class
capacity, we evaluate the bounds when fixing the value of pℓ to various values for all layers. We
then compare the behavior of our results from Theorem G.5 (without loss function augmentation,
in blue) and Theorem 3.7 (with loss function augmentation, in turquoise) to the parameter counting
baseline of [74] (in yellow). To isolate the behavior as the overparametrization increases, we plot the
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ratio between the value of the bounds compared to the value of the same bound for a width of 100.
Similarly, we also plot the ratio of the test error (in red) compared to the test error for a width of 100
(i.e. 0.2793). The results are in Figure D.6 below.

Figure D.6: Relative Growth of our Main Results as a Function of Width

We can directly observe that for moderate values of pℓ, both our bounds are successful at capturing
the implicit function class restriction that occurs through both norm-based effects and spontaneous
rank-sparsity in the overparametrized regime: for small widths (100 to 300), the bounds all grow
linearly, which correspond to a parameter-counting behavior (indeed, the parameter count grows

quadratically in the width, which results in linear growth of the term
b

D
N where D is the number of

parameters), at the regime of moderate overparametrization (width 300 to 700), our bounds maintain
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relatively constant behavior, which matches the behavior of the test error. Then, at the extremely
overparametrized regime (widths 800 to 1000), the bounds begin to grow again and exhibit less stable
behavior, which also better matches the behavior of the test error compared to the parameter counting
baseline, which continues to grow linearly.

E Generalization Bounds for Fully Connected Networks

In this section, we prove our generalization bounds for classes of neural networks with Schatten p
quasi norm constraints on the weight matrices. For each layer ℓ, we have a set of admissible matrices
Rwℓˆwℓ´1 Q Bℓ :“ tAℓ P Rwℓˆwℓ´1 : }Aℓ ´ Mℓ}sc,pℓ

ď Mℓ; }Aℓ} ď sℓu and

FB :“
␣

FA “ FpA1,...,ALq : Aℓ P Bℓ @ℓ ď L
(

(E.1)

“

#

FA “ FpA1,...,ALq : }Aℓ ´ Mℓ}sc ď Mℓ }A} ď sℓ @ℓ ď L

+

.

We define similarly:

F0Ñℓ
B :“

␣

F 0Ñℓ
A “ FpA1,...,Aℓq : Al P Bℓ @l ď ℓ

(

, (E.2)

where we define

Bℓ “
␣

Aℓ P Rwℓˆwℓ´1 : }Aℓ ´ Mℓ}sc,pℓ
ď Mℓ; }Aℓ} ď sℓ

(

.

Proposition E.1. Fix some reference/initialization matrices M1 P Rw1ˆw0 “ Rw1ˆd, . . . ,ML P

RwLˆwL´1 “ RCˆwL´1 . Assume also that the inputs x P Rd satisfy }x} ď b w.p. 1. Fix a set of
constraint parameters 0 ď pℓ ď 2, sℓ,Mℓ (for ℓ “ 1, . . . , L).

With probability greater than 1 ´ δ over the draw of an i.i.d. training set x1, . . . , xN , every neural
network FApxq :“ ALσLpAL´1σL´1p. . . σ1pA1xq . . .q satisfying the following conditions:

}Aℓ ´ M ℓ}sc,pℓ
ď Mℓ @1 ď ℓ ď L

}A} ď sℓ @1 ď ℓ ď L ´ 1

}AJ
L}2,8 ď sL, (E.3)

also satisfies the following generalization bound:
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(E.5)

Γ :“
”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

and we use the shorthands rℓ :“
Mℓ

p
ℓ

sℓ
p
ℓ

, wℓ :“

minpwℓ, wℓ´1q, w̄ℓ :“ rwℓ ` wℓ´1s.

Proof. Write FB for the class of neural networks satisfying conditions (E.3). By Lemma I.7 with
α “ 1

N and Proposition E.11, we have the following bound on the empirical Rademacher complexity
of FB
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(E.6)

Next, by Theorem I.6, we have w.p. ě 1 ´ δ,
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where the last inequality holds for N ě 9 (if this doesn’t hold, inequality (E.4) holds trivially).
Plugging equation (E.7) into equation (E.6) yields the result from equation (E.4) as expected.

Using Proposition E.1 we can prove the following post hoc version, where the values of pℓ can be
optimized.

Theorem E.2. With probability greater than 1 ´ δ, for any b P R`, every trained neural network
FA and sampling distribution with }x} ď b w.p. 1 satisfy the following generalization gap for all
possible values of the pℓs:
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Furthermore, the result also holds with b replaced by the empirical quantity b̃ “ maxiďN }xi}.

Proof. Let ∆1,∆2 ą 0 be positive real numbers to be determined later. For every set of values
kpbq, kpMℓq, kpsℓq P Z and 1 ď kppℓq ď 2

∆ (where ℓ “ 1, . . . , L) we apply proposition E.11 for the
following values of b, kpsℓq,Mℓ, pℓ, δ:

b Ð b̃ “ expp∆1k
pbqq (E.8)

sℓ Ð s̃ℓ “ expp∆1k
psℓq{Lq (E.9)

Mℓ Ð M̃ℓ “ s̃ℓr̃
1
p

ℓ with (E.10)

r̃ℓ :“ expp∆1k
pMℓqq (E.11)

pℓ Ð p̃ℓ :“ ∆2k
ppℓq (E.12)

δkpbq,kpsℓq,kpMℓq,kppℓq “ δ∆L
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This implies that with probability greater than 1 ´ δkpbq,kpsℓq,kpMℓq,kppℓq ,
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where Rkppℓq,kpMℓq,kpbq,kpsℓq is defined as the value of RM,s,p,b for
b, sℓ,Mℓ, pℓ taking the values defined in equation (E.8) and Γkpbq,kpsℓq “
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Thus, equation (E.14) holds simultaneously over all admissible values of kpbq, kpsℓq, kpMℓq, kppℓq

with probability ě 1 ´ δ.

For a given neural network FA and choice of pℓs, we utilise the result above for the following values
of kpbq, kpsℓq, kpMℓq, kppℓq:

kpbq :“ rlogpbq{∆1s (E.16)

kpsℓq “ rlogpsℓqL{∆1s

kpMℓq “ rlogprℓq{∆1s

kppℓq :“

R

pℓ
∆2

V
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where b Ð maxi }xi}, sℓ Ð }Aℓ}, rℓ Ð }Aℓ ´ Mℓ}
pℓ
sc,pℓ

{}A}pℓ “
ř

i σipA ´ Mℓq
pℓ (for ℓ ‰ L)

and rL Ð }AL ´ ML}pL
sc,pL

{}AJ
L}

pL

2,8 ď
?
wL

ř

i σipAL ´ MLqpL .

For these values, we certainly have:

Γkpbq,kpsℓq ď

«

rexpp∆1qb ` 1srLl `1sĎWN
L
ź

i“1

rρisi expp∆1{Lq ` 1s

ff

(E.17)

ď expp2∆1q

«

rb ` 1srLLl `1sĎWN
L
ź

i“1

rrρi ` 1ssi ` 1s

ff

“ expp2∆1qΓ, (E.18)

because Γ :“
”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

. Further, we have

r̃ℓ ď rℓ e
∆1 . (E.19)

Note also that

2p̃ℓ
p̃ℓ ` 2

´
2pℓ

pℓ ` 2
ď

2rp̃ℓ ´ pℓs

p̃ℓ ` 2
ď 2rp̃ℓ ´ pℓs{2 ď ∆2 (E.20)

and

2

p̃ℓ ` 2
´

2

pℓ ` 2
“

2rp̃ℓ ´ pℓs

rp̃ℓ ` 2srpℓ ` 2s
ď

2∆2

4
ď ∆2{2. (E.21)

Thus, we can continue:

Rkppℓq,kpMℓq,kpbq,kpsℓq ď (E.22)
«

L
ÿ

ℓ“1

«

expp∆1qb
ź

i

ρisi expp∆1{Lq

ff

2p̃ℓ
p̃ℓ`2

r̃
2

p̃ℓ`2

ℓ w̄
2

p̃ℓ`2

ℓ w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.23)

ď expp∆1q

«

L
ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2p̃ℓ
p̃ℓ`2

r̃
2

p̃ℓ`2

ℓ w̄
2

p̃ℓ`2

ℓ w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.24)

ď

»

–expp∆1q

«

b
ź

i

ρisi

ff∆2{2
fi

fl

«

L
ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2

r̃
2

p̃ℓ`2

ℓ w̄
2

p̃ℓ`2

ℓ w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.25)

ď

»

–e∆1

«

b
ź

i

ρisi

ff

∆2
2

e∆1{2

fi

fl

«

L
ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2

rrℓ w̄ℓs
2

p̃ℓ`2 w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.26)

ď

»

–e1.5∆1

«

b
ź

i

ρisi

ff

∆2
2

fi

fl

«

L
ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2

rℓ
2

p̃ℓ`2 w̄
2

p̃ℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ

ff
1
2

(E.27)

ď

»

–e1.5∆1

«

b
ź

i

ρisi

ff

∆2
2

w̄
∆2
2

ℓ

fi

fl

«

L
ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2

rrℓ w̄ℓs
2

pℓ`2 w̃
pℓ

pℓ`2

ℓ

ff
1
2

(E.28)

ď

»

–e1.5∆1

«

b
ź

i

ρisi

ff

∆2
2

w̄
∆2
2

ℓ

fi

fl
rRFA

(E.29)

ď

«

4ĎW ` b
ź

i

ρisi

ffmaxp∆1,∆2q

rRFA
(E.30)
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where at equation (E.25) we have used equation (E.20), at equation (E.26) we have used equa-
tion (E.19), at equation (E.27) we have used the trivial fact that p̃ℓ

p̃ℓ`2 ě
pℓ

2`pℓ
and at equation (E.28)

we have used equation (E.21) and the fact that rℓ ď w̄ℓ.

Equation (E.30) motivates the choice

∆1 “ ∆2 “
logp2q

log
“

4ĎW ` b
ś

i ρisi
‰ , (E.31)

which ensures that

Rkppℓq,kpMℓq,kpbq,kpsℓq ď 2 rRFA
. (E.32)

Note that for this choice of ∆1 and ∆2, we can write first (from equation (E.17),

Γkpbq,kpsℓq ď Γ4

«

4ĎW ` b
ź

i

ρi}Aℓ}

ff

(E.33)

and then:

log

˜

1

δkpbq,kpsℓq,kpMℓq,kppℓq

¸

ď logp
1

δ
q ` r3L ` 1s logp3q `

«

|kpbq| `
ÿ

ℓ

|kpsℓq| `
ÿ

ℓ

|kpMℓq|

ff

` L logp1{∆2q

ď logp
1

δ
q ` L

«

4.3 ` log log

«

4ĎW ` b
ź

i

ρisi

ffff

`

«

|kpbq| `
ÿ

ℓ

|kpsℓq| `
ÿ

ℓ

|kpMℓq|

ff

(E.34)

ď logp
1

δ
q ` L

«

4.3 ` log log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ffff

` 2 (E.35)

`

«

| logpbq| ` L

«

L
ÿ

ℓ“1

| logp}Aℓ}q| ` logpĎW q

ffff

{∆1 (E.36)

ď logp
1

δ
q ` L

«

4.3 ` log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ffff

` 2 (E.37)

` 2 log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ff«

| logpbq| ` L

«

L
ÿ

ℓ“1

| logp}Aℓ}q| ` logpĎW q

ffff

ď logp
1

δ
q ` 2 ` 2 log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ff«

| logpbq| ` L

«

L
ÿ

ℓ“1

| logp}|Aℓ}q| ` 2 logp4ĎW q

ffff

“ logp
1

δ
q ` 2 ` Θlog (E.38)

where at equation (E.34) we have used the definition of ∆2 (i.e. equation (E.31)) and the fact
logplogp2qq ě ´1, at equation (E.36) we have used equations (E.16) , and at equation (E.37) we
have used the fact that logp2q ě 1

2 and the inequality log logpxq ď logpxq and at equation (E.38) we
have used the definition of Θlog.

We now plug equations (E.30), (E.32), (E.38) and (E.33) into equation (E.14) to obtain:
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E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq ď 6rB `1s

d

logp 4
δ
kpbq,kpsℓq,kpMℓq,kppℓq

q

N

`

240
b

log2p2Γkpbq,kpsℓq q logpNqrB `1s
?
N

p1 ` LLlq
p

2`pRkppℓq,kpMℓq,kpbq,kpsℓq

ď 6rB `1s

c

logp1{δq

N
` 6rB `1s

c

2 ` Θlog

N

` 480Bp1 ` LLlq
p

2`p

b

log2p8Γ
“

4ĎW ` b
ś

i ρi}Aℓ}
‰

q logpNq

N
rRFA

(E.39)

ď 6rB `1s

c

logp1{δq

N
` 6rB `1s

c

2 ` Θlog

N
` 480Bp1 ` LLlq

p
2`p ˆ

c

logp12
”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

“

4ĎW ` b
ś

i ρi}Aℓ}
‰

q logpNq

N
rRFA

ď 6rB `1s

c

logp1{δq

N
` 6rB `1s

c

2 ` Θlog

N

` 480Bp1 ` LLlq
p

2`p

a

logpγFCq logpNq

N
rRFA

, (E.40)

where at line (E.39) we have used equation (E.32), and at the last line we have used the definition

γFC :“ 12

«

rb ` 1srLLl `1sĎWN
L
ź

i“1

rρi}Ai} ` 1s

ff«

4ĎW ` b
ź

i

ρi}Ai}

ff

.

This concludes the proof of the first statement.

For the second statement, it suffices to use an elementary form of loss function augmentation
by considering the following augmented loss for any value of b greater than 1: l1px, yq “

maxplpFApxq, yq,B 1}x}ąbq. Indeed, given any training set x1, . . . , xN (not necessarily satisfy-
ing }xi} ď b), we can apply Proposition E.11 to the training set txi : }xi} ď bu, which results in a
cover of l1 ˝ FB with respect to the whole set txiu since l1 “ B whenever }xi} ě b. The cover is
bounded above by the RHS of equation (E.131) and we can continue the argument as in the proof
above and conclude that

E
“

l1pFApxq, yq
‰

´
1

N

N
ÿ

i“1

l1pFApxiq, yiq ď Q, (E.41)

where Q is the right hand side of equation E.40. Note that the argument above already uses a
posthoc argument to show that the bound holds for all values of b simultaneously with a single failure
probability. Thus, the same is true for equation (E.41). Note that it is not necessary for l1 to be
Lipschitz in the input x, since no cover of input space is required.

Next, we have:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq

ď E
“

l1pFApxq, yq
‰

´
1

N

N
ÿ

i“1

lpFApxiq, yiq (E.42)

ď Q `
1

N

N
ÿ

i“1

l1pFApxiqq ´
1

N

N
ÿ

i“1

lpFApxiq, yiq (E.43)

ď Q. (E.44)
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where at the second line E.42, we have used the fact that l1 ě l, at the third line (E.43) we have
used equation (E.41) and at the fourth line (E.44) we have used the fact that b “ maxi }xi}. This
completes the proof.

E.1 Tighter Results with Loss Function Augmentation

In this section, we use the technique of Loss Function Augmentation to improve the scaling of the
bound with respect to norm based quantities.

We first recall the following definition of the ramp loss (defined for any B), which we use in controlling
the intermediary activations of the neural network:

λBpxq “ minpB px ´ Bq`

B
,Bq. (E.45)

We now consider the following augmented loss function:

laugpFA, xq :“ max

ˆ

max
ℓďL´1

“

λbℓp}F 0Ñℓ
A pxq}q

‰

, lpFApxq, yq,B 1}x}ąb0

˙

. (E.46)

We first prove the following extension of Lemma E.12 to incorporate the loss function augmentation
over activations.
Lemma E.3. Assume sℓ ě 1 and let bℓ (for ℓ “ 0, 1, . . . , L) be some positive real numbers with
bL “ 1{Ll. Define ρ̂ℓ “ supuěl ρlÑu{bu where as before, ρlÑu “ ρl

śu
m“l`1 smρm.

Assume as in Lemma E.12 that we have a fixed dataset x1, . . . , xN with }xi} ď b0 for all i ď N .
Let B1, . . . ,BL be arbitrary subsets of the spaces Rwℓˆwℓ´1 and instantiate the rest of the notations
from Lemma E.12, and explicitly set ϵℓ “

bℓϵ
Lρ̂ℓ

.

There exist covers C1 Ă B1, . . . , C0Ñℓ Ă B1 ˆ . . .Bℓ, . . . , CL Ă B1 ˆ . . .BL such that for all
A “ pA1, . . . , ALq P B1 ˆ . . .BL, there exist sA1, . . . , sAL such that for all ℓ ď L, sA “ sA0ÑL :“
p sA1, . . . , sALq P C0ÑL and for all i ď N , ℓ ď L:

|λaugpFA, xi, yq ´ λaugpF
sA, xi, yq| ď ϵ. (E.47)

Furthermore the covers satisfy the following covering number bound:

logp|C0ÑL|q ď

L
ÿ

ℓ“1

logpN8,ℓpBℓ, ϵℓ, N, 3bℓ´1qq, (E.48)

where as before, for any b̄ ą 0 and N̄ P N, N8,ℓpBℓ, ϵℓ, N, b̄q is defined as the minimum number
N such that for any dataset xℓ´1

1 , . . . , xℓ´1
N̄

with N̄ ď N and }xℓ´1
i }ℓ ď b̄ for all i ď N̄ , where

} .}ℓ “ } .} for ℓ ‰ L and } .}L “ } .}8.

Proof. The proof is quite similar to the proof of Proposition 8 in [42], itself inspired from [74, 5, 16].

We will construct the covers such that they satisfy the following claim:

Claim 1: There exists a cover C0ÑL satisfying equation (E.48) such that for any A “ pA1, . . . , ALq P

B1 ˆ . . .BL, there exists a sA1, . . . , sAL such that for each x P X and each ℓ ď L, one of the following
two conditions is satisfied:

@ℓ1 ď ℓ, }F 0Ñℓ1
sA1,..., sAℓ1´1,Aℓ1

pxq ´ F 0Ñℓ
sA1,..., sAℓ1´1, sAℓ1

pxq}ℓ ď ϵℓρℓ (E.49)

or there exists ℓ1 ă ℓ such that

}F 0Ñℓ1
sA1,..., sAℓ1

pxq}ℓ ą 3bℓ1 (E.50)
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(Here as usual } .}ℓ “ } .}2 if ℓ ‰ L and } .}L “ } .}8).

Proof of Claim 1:

For the first layer, writing X :“ tx1, . . . , xNu, we know by assumption that there exists a cover
C1pXq “ C0Ñ1 Ă B1 such that for all A1 P B1 , there exists a sA1 P C1pX0q such that for all i ď N ,

}pA1 ´ sA1qpxiq} ď ϵ1, (E.51)

from which it also follows that

}F 0Ñ1
A1 px1q ´ F 0Ñ1

sA1 px1q} “ }σ1pA1xiq ´ σ1p sA1pxiqq} ď ϵ1ρ1. (E.52)

It follows that
␣

F 0Ñ1
A1 : A1 P B1

(

Ă F0Ñ1
B is an L8,2 cover of F0Ñ1

B as required: equation (E.49)
holds for ℓ “ 1.

For the inductive case:

Assume that the covers C0Ñ1, . . . , C0Ñℓ have been constructed and satisfy the claim up to and
including layer ℓ.

For each element sA0Ñℓ of C0Ñℓ, we can split the dataset X into two sets Xℓ, sA0Ñℓ Ă X and
rXℓ, sA0Ñℓsc as follows:

Xℓ, sA0Ñℓ “

!

x P X : @ℓ1 ď ℓ : }F 0Ñℓ1
sA1,..., sAℓpxiq}ℓ1 ď 3bℓ1

)

. (E.53)

Next, by the definition of N8,ℓpBℓ, ϵℓ, N, 3bℓ´1q, there exists a cover Cℓ`1, sA0Ñℓ Ă Bℓ`1 such that
for any Aℓ`1 P Bℓ`1, there exists sAℓ`1 P Cℓ, sA0Ñℓ such that for any x P Xℓ, sA0Ñℓ ,

}Aℓ`1F 0Ñℓ
sA0Ñℓpxq ´ sAℓ`1F 0Ñℓ

sA0Ñℓpxq}ℓ ď ϵℓ. (E.54)

Accordingly, we define the cover

C0Ñℓ`1 “
ď

sA0ÑℓPCℓ

␣

sA0Ñℓ
(

ˆ Cℓ`1, sA0Ñℓ . (E.55)

For any A0Ñℓ`1 “ pA1, . . . , Aℓ`1q P B1 ˆ . . . ˆ Bℓ`1, the associated cover element sA0Ñℓ`1

is defined by p sA1, . . . , sAℓ, sAℓ`1q where p sA1, . . . , sAℓq is the cover element of C0Ñℓ associated to
pA1, . . . , Aℓq defined by the induction hypothesis, and sAℓ`1 is the cover element of Cℓ`1 associated
to Aℓ`1 by the definition of N8,ℓpBℓ, ϵℓ, N, 3bℓ´1q to satisfy Condition (E.54).

Equation (E.54) implies that for any x P Xℓ, sA0Ñℓ , condition (E.49) holds for the value ℓ1 “ ℓ. In
addition, we already know from the induction hypothesis that the same condition holds for ℓ1 ă ℓ.
Therefore, the condition holds for all ℓ1 ă ℓ ` 1 for all x P Xℓ, sA0Ñℓ . Furthermore, by definition of
Xℓ, sA0Ñℓ , any x P rXℓ, sA0Ñℓsc has to satisfy equation (E.50) for some ℓ1 ă ℓ ` 1. Thus, every x P X
indeed satisfies either condition (E.49) or condition (E.50), as desired.

This concludes the proof of the claim.

To finish the proof of the lemma, it only remains to prove equation E.47. Consider an arbitrary
A P B1 ˆ . . .BL and the associated cover element sA “ p sA1, sA2, . . . , sALq.

Let x P X be an arbitrary sample. Let ℓ˚ be the smallest number less than L ´ 1 such that

}F 0Ñℓ
sA1,..., sAℓpxq}ℓ ą 3bℓ. (E.56)

and let ℓ˚ “ L if the above equation doesn’t hold for any value of ℓ.
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By instantiating the claim for any ℓ ď ℓ˚, we know that equation (E.49) holds for all ℓ1 ď ℓ. Thus,
ˇ

ˇλbℓp}F 0Ñℓ
A0Ñℓpxq}q ´ λbℓp}F 0Ñℓ

sA0Ñℓpxq}q
ˇ

ˇ (E.57)

ď
1

bℓ

›

›F 0Ñℓ
A0Ñℓpxq ´ F 0Ñℓ

sA0Ñℓpxq
›

› (E.58)

ď
1

bℓ

ℓ
ÿ

ℓ1“1

›

›

›
F 0Ñℓ

sA1,..., sAℓ1 ,Aℓ1`1,...Aℓpxq ´ F 0Ñℓ
sA1,..., sAℓ1´1,Aℓ1 ,...Aℓpxq

›

›

›
(E.59)

ď
1

bℓ

ℓ
ÿ

ℓ1“1

ϵℓ1ρℓ1Ñℓ (E.60)

“
1

bℓ

ℓ
ÿ

ℓ1“1

ϵ

Lρρ̂ℓ1

ρℓ1Ñℓ (E.61)

ď
1

bℓ

ℓ
ÿ

ℓ1“1

ϵ

Lρℓ1Ñℓ{bℓ
ρℓ1Ñℓ ď

ℓ

L
ϵ ď ϵ, (E.62)

where at equation (E.60) we have used the claim, at line (E.61) we have used the definition of ϵℓ1 ,
and at line (E.62) we have used the definition of ρ̂ℓ1 .

In particular, it certainly follows that if ℓ ď L ´ 1,
›

›F 0Ñℓ
A0Ñℓpxq

›

› ě
›

›F 0Ñℓ
sA0Ñℓpxq

›

› ´
›

›F 0Ñℓ
A0Ñℓpxq ´ F 0Ñℓ

sA0Ñℓpxq
›

› ą 3bℓ ´ bℓ “ 2bℓ, (E.63)

which implies that λaugpFA, x, yq “ λaugpF
sA, x, yq “ 0 and equation (E.47) indeed holds. On the

other hand, if ℓ˚ “ L, then since bL “ 1{Ll, equation (E.62) instantiated for ℓ “ ℓ˚ “ L also shows
that

|lpFApxq, yq ´ lpF
sApxq, yq| ď ϵ, (E.64)

whilst (E.62) instantiated for any ℓ ď L ´ 1 also shows that
ˇ

ˇ

ˇ

ˇ

max
ℓďL´1

“

λbℓp}F 0Ñℓ
A pxq}q

‰

´ max
ℓďL´1

“

λbℓp}F 0Ñℓ
sA pxq}q

‰

ˇ

ˇ

ˇ

ˇ

ď ϵ. (E.65)

Together, equations (E.64) and (E.65) imply that equation (E.47) holds, as expected.

Proposition E.4. For any granularity ϵ ě 1
N and any values of 1 ď bℓ1 , . . . bL´1, sℓ, ρℓ, there exists

a cover C of the augmented loss class
␣

λaugpFA, x, yq : A “ pA1, . . . , ALq P B1 ˆ . . . ˆ BL

(

with
cardinality bounded as follows:

log p|C|q ď 288 log2p4Γq

„

Lp1 ` Llq

minpϵ, 1q

ȷ

2p
2`p L

ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

siρi

ff

2pℓ
pℓ`2

rℓ
2

pℓ`2 w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ . (E.66)

Proof. The proof is analogous to that of proposition E.11 and consists in plugging in the one layer
covering number estimates (Propositions (F.4) and (F.2)) into equation (E.48), taking into account
our new definition of ϵℓ “

bℓϵ
Lρ̂ℓ

:

log p|C|q ď

L
ÿ

ℓ“1

logpN8,ℓpBℓ, ϵℓ, N, 3bℓ´1qq

ď 72

«

L´1
ÿ

ℓ“1

„

Mℓ bℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ rwℓwℓs
pℓ

pℓ`2 log2pΓFp
r ,ℓq

(E.67)

`

„

ML bL´1

ϵL

ȷ

2pL
pL`2

w̄
2

pL`2

L w
pL

pL`2

L log2pΓFp
r ,Lq

ff

. (E.68)
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Note also that since we are assuming that sℓ ě 1 for all ℓ and bℓ ě 1 for all ℓ ‰ L, we also
have ϵℓ “

bℓϵ
Lρ̂ℓ

ě ϵρℓÑL, thus, the bounds on the logarithmic factors ΓFp
r ,L,ΓFp

r ,ℓ derived in
equations (E.141) still hold. Thus, we can continue:

log p|C|q ď 72 log2psΓq

L
ÿ

ℓ“1

„

Mℓ bℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ (E.69)

ď 72 log2psΓq

L
ÿ

ℓ“1

«

Mℓ bℓ´1ρℓLr1 ` Lls
śL

i“ℓ`1 siρi

ϵ

ff

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ (E.70)

ď 72 log2psΓq

„

Lp1 ` Llq

minpϵ, 1q

ȷ

2p
2`p L

ÿ

ℓ“1

«

Mℓ

sℓ
bℓ´1

L
ź

i“ℓ

siρi

ff

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ (E.71)

“ 288 log2p4Γq

„

Lp1 ` Llq

minpϵ, 1q

ȷ

2p
2`p L

ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

siρi

ff

2pℓ
pℓ`2

rℓ
2

pℓ`2 w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ , (E.72)

as expected.

Then, we can proceed with the following straightforward analogue of Proposition E.1:
Proposition E.5. Fix some reference/initialization matrices M1 P Rw1ˆw0 “ Rw1ˆd, . . . ,ML P

RwLˆwL´1 “ RCˆwL´1 . Assume also that the inputs x P Rd satisfy }x} ď b w.p. 1. Fix a set
of constraint parameters 0 ď pℓ ď 2, 1 ď sℓ,Mℓ (for ℓ “ 1, . . . , L). Also fix some numbers
1 ď bℓ1 , . . . bL´1 and bL “ 1

Ll
.

With probability greater than 1 ´ δ over the draw of an i.i.d. training set x1, . . . , xN , every neural
network FApxq :“ ALσLpAL´1σL´1p. . . σ1pA1xq . . .q satisfying the following conditions:

}Aℓ ´ M ℓ}sc,pℓ
ď Mℓ @1 ď ℓ ď L

}A} ď sℓ @1 ď ℓ ď L ´ 1

}AJ
L}2,8 ď sL (E.73)

}F 0Ñℓ
A pxiq} ď bℓ, @ℓ ď L ´ 1 @i ď N (E.74)

also satisfies the following generalization bound:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq

ď 6rB `1s

d

logp 4
δ q

N
`

416
a

log2p4Γq logpNqrB `1s
?
N

rLp1 ` Llqs
p

2`pRM,s,p,bℓ (E.75)

where RM,s,p,bℓ :“

»

–

L´1
ÿ

ℓ“1

«

bℓ´1

ź

i“ℓ

ρisi

ff

2pℓ
pℓ`2

rℓ
2

pℓ`2 w̄
2

pℓ`2

ℓ rwℓwℓs
pℓ

pℓ`2 ` rbL´1ρLs
2pL

pL`2 rℓ
2

pL`2 w̄
2

pL`2

L w
pL

pL`2

L

fi

fl

1
2

,

(E.76)

and as usual, Γ :“
”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

and we use the shorthands rℓ :“
Mℓ

p
ℓ

sℓ
p
ℓ

, wℓ :“ minpwℓ, wℓ´1q, w̄ℓ :“ rwℓ ` wℓ´1s.

Proof. We first note that with a calculation nearly identical to that of the proof of Proposition E.1
relying on Proposition E.4 instead of Proposition E.11 with an additional factor of

?
3 and p1`LLlq
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replaced by Lp1 ` Llq as well as b
śL

i“1 siρi replaced by bℓ´1

śL
i“ℓ siρl, we obtain the following

bound on the augmented loss class λaug:

E rλaugpFA, x, yqs ´
1

N

N
ÿ

i“1

λaugpFA, xi, yiq

ď 6rB `1s

d

logp 4
δ q

N
`

832
a

log2p4Γq logpNqrB `1s
?
N

rLp1 ` Llqs
p

2`pRM,s,p,bℓ . (E.77)

However, we know by definition of λaug that

E rλaugpFA, x, yqs ě E lpFApxq, yq. (E.78)

Furthermore, since the last condition in (E.73) holds, we certainly also have:

1

N

N
ÿ

i“1

λaugpFA, xi, yiq “
1

N
lpFApxiq, yiq. (E.79)

The result now follows.

We can now apply the above results to obtain a post hoc version using argument similar to those used
in the proof of Theorem E.2

Theorem E.6. With probability greater than 1 ´ δ, for any b P R`, every trained neural network FA

satisfies the following generalization gap for all possible values of the pℓs:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq (E.80)

ď 6rB `1s

c

logp1{δq

N
` 6B

d

1.5 ` Θ
λaug

log

N

` 832rB `1srLp1 ` Llqs
p

2`p

a

logpγFCq logpNq
?
N

rRFA,λaug ,

where Θ
λaug

log :“

2 log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ff«

| logpbq| ` L

«

L
ÿ

ℓ“1

| logp}|Aℓ}q| `

L´1
ÿ

ℓ“1

logpBℓ,Aq ` 2 logp4ĎW q

ffff

,

γFC :“ 12
”

rb ` 1srLLl `1sĎWN
śL

i“1rρi}Ai} ` 1s

ı

“

4ĎW ` b
ś

i ρi}Ai}
‰

, b “ maxNi“1 }xi},

and where

rRFA,λaug
:“ (E.81)

«

L´1
ÿ

ℓ“1

«

Bℓ´1,AρL}AJ
L}2,8

L´1
ź

i“ℓ

ρi}Ai}

ff

2pℓ
pℓ`2 „

}Aℓ ´ Mℓ}
pℓ
sc,pℓ

}Aℓ}
pℓ

ȷ

2
pℓ`2

w̄
2

pℓ`2

ℓ rwℓwℓs
pℓ

pℓ`2 (E.82)

`
“

BL´1,AρL}AJ
L}2,8

‰

2pL
pL`2

«

}AL ´ ML}pL
sc,pL

}AJ
L}

pL

2,8

ff
2

pL`2

w̄
2

pL`2

L w
pL

pL`2

L

ff
1
2

. (E.83)

where Bℓ´1,A :“ max
`

maxiďN }FA1,...,Aℓ´1pxiq}, 1
˘

.

Proof. Let ∆1,∆2 ą 0 be positive real numbers to be determined later. For every set of values
kpbq, kpbℓq, kpMℓq, kpsℓq P Z and 0 ď kppℓq ď 2

∆2
(where ℓ “ 1, . . . , L) we apply proposition E.11
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for the following values of b, kpsℓq,Mℓ, pℓ, δ:

b Ð b̃ “ expp∆1k
pbqq (E.84)

bℓ Ð b̃ℓ “ expp∆1k
pbℓqq

sℓ Ð s̃ℓ “ expp∆1k
psℓq{Lq

Mℓ Ð M̃ℓ “ s̃ℓr̃
1
p

ℓ with

r̃ℓ :“ expp∆1k
pMℓqq

pℓ Ð p̃ℓ :“ ∆2k
ppℓq

δkpbq,kpsℓq,kpMℓq,kppℓq “ δ∆L
2

1

34L`1
2´|kpbq

|´
ř

ℓ |kpbℓq
|´

ř

ℓ |kpsℓq
|´

ř

ℓ |kpMℓq
|. (E.85)

Using Proposition E.5, this implies that with probability greater than 1 ´ δkpbq,kpbℓq,kpsℓq,kpMℓq,kppℓq ,

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq ď 6B

d

logp 4
δ
kpbq,kpbℓq,kpsℓq,kpMℓq,kppℓq

q

N

`

416
b

log2p4Γkpbq,kpsℓq q logpNqrB `1s
?
N

rLp1 ` Llqs
p

2`pRkppℓq,kpMℓq,kpbq,kpsℓq , (E.86)

where Rkpbq,kpbℓq,kpsℓq,kpMℓq,kppℓq is defined as the value of RM,s,p,bℓ for
b, bℓ, sℓ,Mℓ, pℓ taking the values defined in equations (E.84) and Γkpbq,kpsℓq “
”

rexppkpbq∆q ` 1srLl `1sĎWN
śL

ℓ“1rρℓ exppkpsℓq∆q ` 1s

ı

.

Note that
ÿ

kpbq,kpbℓq,kpsℓq,kpMℓq,kppℓq

δkpbq,kpbℓq,kpsℓq,kpMℓq,kppℓq “ δ∆L
2

1

34L`1

R

2

∆2

VL

r
ÿ

iPZ

1

2i
s3L`1 ď δ.

(E.87)

Thus, equation (E.86) holds simultaneously over all admissible values of
kpbq, kpbℓq, kpsℓq, kpMℓq, kppℓq with probability ě 1 ´ δ.

For a given neural network FA and choice of pℓs, we utilise the result above for the following values
of kpbq, kpsℓq, kpMℓq, kppℓq:

kpbq :“ rlogpbq{∆1s (E.88)

kpbℓq “ rlogpBℓ,Aq{∆1s (E.89)

kpsℓq “ rlogpsℓqL{∆1s

kpMℓq “ rlogprℓq{∆1s

kppℓq :“

R

pℓ
∆2

V

,

where b Ð maxi }xi}, bℓ Ð Bℓ,A, sℓ Ð }Aℓ}, rℓ Ð }Aℓ ´ Mℓ}
pℓ
sc,pℓ

{}A}pℓ “
ř

i σipA ´ Mℓq
pℓ

(for ℓ ‰ L) and rL Ð }AL ´ ML}pL
sc,pL

{}AJ
L}

pL

2,8 ď
?
wL

ř

i σipAL ´ MLqpL ).

As in the case of Theorem E.2, the following equation still holds as it doesn’t involve kpbℓq (cf.
Eq. (E.17))

Γkpbq,kpsℓq ď

«

rexpp∆1qb ` 1srLl `1sĎWN
L
ź

i“1

rρisi expp∆1{Lq ` 1s

ff

(E.90)

ď expp2∆1q

«

rb ` 1srLLl `1sĎWN
L
ź

i“1

rrρi ` 1ssi ` 1s

ff

“ expp2∆1qΓ, (E.91)
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because Γ :“
”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

. For the same reason, we still have (cf.
equations (E.19), (E.20) and (E.21)):

r̃ℓ ď rℓ e
∆1 , (E.92)

2p̃ℓ
p̃ℓ ` 2

´
2pℓ

pℓ ` 2
ď

2rp̃ℓ ´ pℓs

p̃ℓ ` 2
ď 2rp̃ℓ ´ pℓs{2 ď ∆2 (E.93)

and

2

p̃ℓ ` 2
´

2

pℓ ` 2
“

2rp̃ℓ ´ pℓs

rp̃ℓ ` 2srpℓ ` 2s
ď

2∆2

4
ď ∆2{2. (E.94)

Thus, plugging in the new values of kpbq, kpbℓq, kpsℓq, kpMℓq, kppℓq into the definition of RM,s,p,bℓ “
„

řL
ℓ“1 rbℓ´1

ś

i“ℓ ρisis
2pℓ

pℓ`2 rℓ
2

pℓ`2 w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ

ȷ
1
2

we now obtain:

Rkpbq,kpbℓq,kpsℓq,kpMℓq,kppℓq (E.95)

ď

«

L
ÿ

ℓ“1

«

expp∆1qbℓ´1

L
ź

i“ℓ

ρisi expp∆1{Lq

ff

2p̃ℓ
p̃ℓ`2

r̃
2

p̃ℓ`2

ℓ w̄
2

p̃ℓ`2

ℓ w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.96)

ď

«

L
ÿ

ℓ“1

«

rbℓ´1 expp∆1qs

L
ź

i“ℓ

ρirsi expp∆1{Lqs

ff

2p̃ℓ
p̃ℓ`2

r̃
2

p̃ℓ`2

ℓ w̄
2

p̃ℓ`2

ℓ w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.97)

ď expp∆1q

«

L
ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

ρisi

ff

2p̃ℓ
p̃ℓ`2

r̃
2

p̃ℓ`2

ℓ w̄
2

p̃ℓ`2

ℓ w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.98)

ď rexpp∆1qs

«

L
ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

ρisi

ff

∆2
2
«

bℓ´1

L
ź

i“ℓ

ρisi

ff

2pℓ
pℓ`2

r̃
2

p̃ℓ`2

ℓ w̄
2

p̃ℓ`2

ℓ w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.99)

ď

»

–expp∆1q

«

b
ź

i

ρisi

ff

∆2
2

fi

fl

«

L
ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

ρisi

ff

2pℓ
pℓ`2

r̃
2

p̃ℓ`2

ℓ w̄
2

p̃ℓ`2

ℓ w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.100)

ď

»

–e∆1

«

b
ź

i

ρisi

ff

∆2
2

e∆1{2

fi

fl

«

L
ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

ρisi

ff

2pℓ
pℓ`2

rrℓ w̄ℓs
2

p̃ℓ`2 w̃
p̃ℓ

p̃ℓ`2

ℓ

ff
1
2

(E.101)

ď

»

–e1.5∆1

«

b
ź

i

ρisi

ff

∆2
2

fi

fl

«

L
ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

ρisi

ff

2pℓ
pℓ`2

rℓ
2

p̃ℓ`2 w̄
2

p̃ℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ

ff
1
2

(E.102)

ď

»

–e1.5∆1

«

b
ź

i

ρisi

ff

∆2
2

w̄
∆2
2

ℓ

fi

fl

«

L
ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

ρisi

ff

2pℓ
pℓ`2

rrℓ w̄ℓs
2

pℓ`2 w̃
pℓ

pℓ`2

ℓ

ff
1
2

(E.103)

ď

»

–e1.5∆1

«

b
ź

i

ρisi

ff

∆2
2

w̄
∆2
2

ℓ

fi

fl
rRFA,λaug (E.104)

ď

«

4ĎW ` b
ź

i

ρisi

ffmaxp∆1,∆2q

rRFA,λaug
, (E.105)

where at equation (E.99) we have used equation (E.93), at equation (E.100) we have used the fact that
bℓ ď b

śℓ
i“1 ρisi (differently from the proof of Theorem E.2). The rest of the calculation is analogous
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to the proof of Theorem E.2: at equation (E.101) we have used equation (E.92), at equation (E.102)
we have used the trivial fact that p̃ℓ

p̃ℓ`2 ě
pℓ

2`pℓ
and at equation (E.103) we have used equation (E.94)

and the fact that rℓ ď w̄ℓ.

Thus, since the multiplicative error term is unchanged, we can proceed, as in the proof of Theorem E.2,
to set

∆1 “ ∆2 “
logp2q

log
“

4ĎW ` b
ś

i ρisi
‰ , (E.106)

ensuring

Rkppℓq,kpMℓq,kpbq,kpsℓq ď 2 rRFA
. (E.107)

Similarly, as before, we can write first (from equation (E.90))

Γkpbq,kpsℓq ď Γ4

«

4ĎW ` b
ź

i

ρi}Aℓ}

ff

(E.108)

and then:

log

˜

1

δkpbq,kpsℓq,kpMℓq,kppℓq

¸

(E.109)

ď logp
1

δ
q ` r4L ` 1s logp3q `

«

|kpbq| `
ÿ

ℓ

|kpsℓq| `
ÿ

ℓ

|kpbℓq| `
ÿ

ℓ

|kpMℓq|

ff

` L logp1{∆2q

(E.110)

ď logp
1

δ
q ` L

«

5.5 ` log log

«

4ĎW ` b
ź

i

ρisi

ffff

(E.111)

`

«

|kpbq| `
ÿ

ℓ

|kpsℓq| `
ÿ

ℓ

|kpbℓq| `
ÿ

ℓ

|kpMℓq|

ff

(E.112)

ď logp
1

δ
q ` L

«

5.5 ` log log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ffff

` 1.5 (E.113)

`

«

| logpbq| ` L

«

L
ÿ

ℓ“1

| logp}Aℓ}q| `

L´1
ÿ

ℓ“1

logpBℓ,Aq ` logpĎW q

ffff

{∆1 (E.114)

ď logp
1

δ
q ` L

«

5.5 ` log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ffff

` 1.5 (E.115)

` 2 log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ff«

| logpbq| ` L

«

L
ÿ

ℓ“1

| logp}Aℓ}q| `

L´1
ÿ

ℓ“1

logpBℓ,Aq ` logpĎW q

ffff

ď logp
1

δ
q ` 1.5` (E.116)

2 log

«

4ĎW ` b
ź

i

ρi}Aℓ}

ff«

| logpbq| ` L

«

L
ÿ

ℓ“1

| logp}|Aℓ}q| `

L´1
ÿ

ℓ“1

logpBℓ,Aq ` 2 logp4ĎW q

ffff

“ logp
1

δ
q ` 1.5 ` Θ

λaug

log , (E.117)

where at equation (E.111) we have used the definition of ∆2 (i.e. equation (E.106)) and the fact that
logplogp2qq ě ´1, at equation (E.114) we have used equations (E.88) , and at equation (E.115) we
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have used the fact that logp2q ě 1
2 and the inequality log logpxq ď logpxq, at equation (E.116) we

have used the fact that 4 logp4q ě 5.5, and at equation (E.117) we have used the definition of Θλaug

log .

We now plug equations (E.105), (E.107), (E.117) and (E.108) into equation (E.86) to obtain:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq ď 6rB `1s

d

logp 4
δ
kpbq,kpsℓq,kpMℓq,kppℓq

q

N

`

832
b

log2p2Γkpbq,kpsℓq q logpNqrB `1s
?
N

rLp1 ` Llqs
p

2`pRkpbq,kpbℓq,kpsℓq,kpMℓq,kppℓq (E.118)

ď 6rB `1s

c

logp1{δq

N
` 6rB `1s

d

1.5 ` Θ
λaug

log

N
(E.119)

` 832BLrp1 ` Llqs
p

2`p

b

log2p8Γ
“

4ĎW ` b
ś

i ρi}Aℓ}
‰

q logpNq

N
rRFA,λaug (E.120)

ď 6rB `1s

c

logp1{δq

N
` 6rB `1s

c

1.5 ` Θlog

N
` 832BrLr1 ` Llss

p
2`p ˆ (E.121)

c

logp12
”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

“

4ĎW ` b
ś

i ρi}Aℓ}
‰

q logpNq

N
rRFA,λaug

(E.122)

ď 6rB `1s

c

logp1{δq

N
` 6rB `1s

c

1.5 ` Θlog

N
(E.123)

` 832BrLp1 ` Llqs
p

2`p

a

logpγFCq logpNq

N
rRFA,λaug , (E.124)

where at line (E.120) we have used equation (E.107), and at the last line we have used the definition

γFC :“ 12

«

rb ` 1srLLl `1sĎWN
L
ź

i“1

rρi}Ai} ` 1s

ff«

4ĎW ` b
ź

i

ρi}Ai}

ff

.

This concludes the proof.

E.2 The Case pℓ “ 0 for all ℓ

We note that both of the above results hold for all values of the pℓs, including 0. However, the fact
that Theorem E.2 is posthoc with respect to all combinations of values of pℓ introduces an additional

term of
b

L3

N . In this subsection, we show that this can be avoided with a more dedicated proof for
the case pℓ “ 0.

We first note the following immediate corollary of Proposition E.1:
Proposition E.7. Instate the assumptions of Proposition E.1, and assume additionally that pℓ “ 0
for all ℓ. With probability at least 1 ´ δ over the draw of the training set,

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq

ď 6rB `1s

d

logp 4
δ q

N
`

240
a

log2p4Γq logpNqrB `1s
?
N

«

L
ÿ

ℓ“1

rwℓ ` wℓ´1sr̃ℓ

ff

, (E.125)

where r̃ℓ is an a priori upper bound on rankpAℓq.
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Next, we consider the following post hoc version.

Theorem E.8. W.p. ě 1 ´ δ over the draw of the training set, every neural network satisfies:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq

ď 6rB `1s

d

logp 4
δ q

N
`

240
a

log2p4ΓRq logpNqrB `1s
?
N

«

L
ÿ

ℓ“1

rwℓ ` wℓ´1srankpAℓq

ff

`

g

f

f

e

logp4{δq ` 2 log
”

rB ` 2s
śL

ℓ“1p}Aℓ} ` 2q

ı

` L logpĎW q

N
,

where ΓR “ rB ` 2srLLl `1sĎWN
śL

i“1rrρi ` 1sr}Ai} ` 2s ` 1s.

Proof. We apply Proposition E.7 simultaneously for all the values of b, sℓ P N` and r̃ℓ P rĎW s after
setting

δb,sℓ,r̃ℓ “
δ

rb ` 1s2
ś

ℓrsℓ ` 1s2ĎWL
. (E.126)

Note that

ÿ

bPN`,sℓPN`,r̃ℓďĎW

δb,sℓ,r̃ℓ ď
δĎWLrπ2{6 ´ 1s1`L

ĎWL
ď δ. (E.127)

Thus, inequality (E.125) holds simultaneously over all values of b, sℓ P N` and r̃ℓ P rĎW s with failure
probability δ with the loss function l replaced by laug as in the proof of Theorem E.2.

We apply this to sℓ “ r}Aℓ}s, b “ rBs, r̃ℓ “ rankpAℓq. This immediately yields

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq

ď 6rB `1s

d

logp 4
δb,sℓ,r̃ℓ

q

N
`

240
a

log2p4ΓRq logpNqrB `1s
?
N

«

L
ÿ

ℓ“1

rwℓ ` wℓ´1srankpAℓq

ff

,

(E.128)

where

ΓR ď

«

rb ` 1srLLl `1sĎWN
L
ź

i“1

rrρi ` 1ssi ` 1s

ff

ď rB ` 2srLLl `1sĎWN
L
ź

i“1

rrρi ` 1sr}Ai} ` 2s ` 1s.

Next, we note that

logp
4

δb,sℓ,r̃ℓ
q ď logp4{δq ` 2 log

«

rB ` 2s

L
ź

ℓ“1

p}Aℓ} ` 2q

ff

` L logpĎW q. (E.129)

Plugging this back into equation (E.128) yields the result as expected.
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E.3 Covering Number Bound for Fully Connected Networks

In this subsection, we use the results of Section F to construct a covering number bound for the class
of fully connected neural networks. First, we briefly recall the following definitions.

Definition E.9 (Covering number). Let V Ă Rn and } ¨ } be a norm in Rn. The covering number
w.r.t. } ¨ }, denoted by N pV, ϵ, } ¨ }q, is the minimum cardinality m of a collection of vectors
v1, . . . ,vm P Rn such that supvPV minj“1,...,m }v´vj} ď ϵ. In particular, if F Ă RX is a function
class and X “ px1, x2, . . . , xnq P Xn are data points, N pFpXq, ϵ, p1{

?
nq} ¨ }2q is the minimum

cardinality m of a collection of functions F Q f1, . . . , fm : X Ñ R such that for any f P F , there
exists j ď m such that

řn
i“1p1{nq

ˇ

ˇf jpxiq ´ fpxiq
ˇ

ˇ

2
ď ϵ2 . Similarly, N pFpXq, ϵ, } ¨ }8q is the

minimum cardinality m of a collection of functions F Q f1, . . . , fm : X Ñ R such that for any
f P F , there exists j ď m such that i ď n,

ˇ

ˇf jpxiq ´ fpxiq
ˇ

ˇ ď ϵ.

Definition E.10. Let F be a class of real-valued functions with range X . Let also S “

px1, x2, . . . , xnq P X be n samples from the domain of the functions in F . The empirical Rademacher
complexity RSpFq of F with respect to x1, x2, . . . , xn is defined by

RSpFq :“ Eδ sup
fPF

1

n

n
ÿ

i“1

δifpxiq, (E.130)

where δ “ pδ1, δ2, . . . , δnq P t˘1un is a set of n iid Rademacher random variables (which take
values 1 or ´1 with probability 0.5 each).

We now have the following result on the covering number of the class FB.

Proposition E.11. let x1, . . . , xN P Rd be an arbitrary set of inputs satisfying }xi} ď b for all i. We
have the following bound on the l8 covering number of the class FB for any granularity 1

N ď ε:

log pN8pl ˝FB, ϵqq

ď 24 log2psΓq

„

p1 ` LLlq

minpε, 1q

ȷ

2p
2`p L

ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2 „Mℓ

pℓ

sℓpℓ

ȷ
2

pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ

ď 96 log2p4Γq

„

p1 ` LLlq

minpε, 1q

ȷ

2p
2`p L

ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2

rℓ
2

pℓ`2 w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ , (E.131)

where p “ maxℓppℓq, wℓ “ minpwℓ, wℓ´1q, w̄ℓ “ rwℓ ` wℓ´1s, rℓ “
Mℓ

p
ℓ

sℓ
p
ℓ

and

w̃ℓ :“ rwℓwℓs if ℓ ‰ L wL if ℓ “ L. Here we also have sΓ “ 128Γ4 and Γ “
”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

where ĎW :“ maxℓ“0,1,...,L wℓ .

Before proving Proposition E.11, we will need the following Lemma, which we will later apply to
the following choice: Bℓ :“ tAℓ P Rwℓˆwℓ´1 : }Aℓ ´ Mℓ}sc,pℓ

ď Mℓ; }Aℓ} ď sℓu.

Lemma E.12. Let ϵ1, . . . , ϵL ą 0 be some arbitrary positive real numbers, and assume we have a
fixed dataset x1, . . . , xN with }xi} ď b for all i ď N . Let B1, . . . ,BL be arbitrary subsets of the
spaces Rwℓˆwℓ´1 .

There exist covers C1 Ă B1, . . . , C0Ñℓ Ă B1 ˆ . . .Bℓ, . . . , CL Ă B1 ˆ . . .BL such that for
all pA1, . . . , ALq P B1 ˆ . . .BL, there exist sA1, . . . , sAL such that for all ℓ ď L, sA0Ñℓ :“
p sA1, . . . , sAℓq P C0Ñℓ and for all i ď N ,

}F 0Ñℓ
A1,...,Aℓpxiq ´ F 0Ñℓ

sA1,..., sAℓpxiq}2 ď

ℓ
ÿ

l“1

ϵlρlÑℓ if ℓ ‰ L

}F 0ÑL
A1,...,Aℓpxiq ´ F 0ÑL

sA1,..., sAℓpxiq}8 ď

L
ÿ

l“1

ϵlρlÑL. (E.132)

Here ρℓ1Ñℓ2 :“ ρℓ1
śℓ2

ℓ“ℓ1`1 ρℓsℓ where ρ0 “ 1 by convention.
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Furthermore the covers satisfy the following covering number bound:

logp|C0ÑL|q ď

L
ÿ

ℓ“1

logpN8,ℓpBℓ, ϵℓ, N, bρ0Ñℓ´1qq, (E.133)

where for any b̄ ą 0 and N̄ P N, N8,ℓpBℓ, ϵℓ, N, b̄q is defined as the minimum number N such that
for any dataset xℓ´1

1 , . . . , xℓ´1
N̄

with N̄ ď N and }xℓ´1
i }ℓ ď b̄ for all i ď N̄ , where } .}ℓ “ } .} for

ℓ ‰ L and } .}L “ } .}8.

Proof. The proof consists in stringing together the covering numbers of each individual layer with
arguments analogous to those in the comparable literature on generalization bounds for neural
networks [1, 16, 74].

For the first layer, writing X :“ tx1, . . . , xNu, we know by assumption that there exists a cover
C1pXq “ C0Ñ1 Ă B1 such that for all A1 P B1 , there exists a sA1 P C1pX0q such that for all i ď N ,

}pA1 ´ sA1qpxiq} ď ϵ1, (E.134)

from which it also follows that

}F 0Ñ1
A1 px1q ´ F 0Ñ1

sA1 px1q} “ }σ1pA1xiq ´ σ1p sA1pxiqq} ď ϵ1ρ1. (E.135)

It follows that
␣

F 0Ñ1
A1 : A1 P B1

(

Ă F0Ñ1
B is an L8,2 cover of F0Ñ1

B as required: equation E.132
holds for ℓ “ 1.

For the inductive case:

Assume that the covers C0Ñ1, . . . , C0Ñℓ have been constructed and satisfy equation (E.132). For
each element sA0Ñℓ of C0Ñℓ, we have

}F 0Ñℓ
sA0Ñℓpxiq}2 ď ρ0Ñℓb.

Thus, we can construct a cover Cℓ`1pF 0Ñℓ
sA0ÑℓpXqq Ă Bℓ`1 such that for all Aℓ`1 P Bℓ`1 there exists

a sAℓ`1 P Bℓ`1 such that for all i ď N , we have

}F 0Ñℓ`1
p sA1,..., sAℓ,Aℓ`1q

pxiq ´ F 0Ñℓ`1
p sA1,..., sAℓ, sAℓ`1q

pxiq}ℓ`1 ď ϵℓ`1 (E.136)

and

log
`
ˇ

ˇCℓ`1pF 0Ñℓ
sA0ÑℓpXqq

ˇ

ˇ

˘

ď logpN8,ℓ`1pBℓ`1, ϵℓ`1, N, bρ0Ñℓqq. (E.137)

We now construct the cover

C0Ñℓ`1 :“
ď

sA0ÑℓPC0Ñℓ

Cℓ`1pF 0Ñℓ
sA0ÑℓpXqq. (E.138)

For any A1, . . . , Aℓ`1, by the induction hypothesis 10, there exists p sA1, . . . , sAℓq P C0Ñℓ such that
for all i ď N ,

}F 0Ñℓ
A1,...,Aℓpxiq ´ F 0Ñℓ

sA1,..., sAℓpxiq} ď

ℓ
ÿ

l“1

ϵlρlÑℓ.

Thus we have

}F 0Ñℓ`1
A1,...,Aℓ`1pxiq ´ F 0Ñℓ`1

sA1,..., sAℓ`1pxiq}

ď }F 0Ñℓ`1
A1,...,Aℓ`1pxiq ´ F 0Ñℓ`1

sA1,..., sAℓ,Aℓ`1pxiq} ` }F 0Ñℓ`1
sA1,..., sAℓ,Aℓ`1pxiq ´ F 0Ñℓ`1

sA1,..., sAℓ`1pxiq}

ď ρℓ`1sℓ`1}F 0Ñℓ
A1,...,Aℓpxiq ´ F 0Ñℓ

sA1,..., sAℓpxiq} ` ρℓ`1}Aℓ`1pF 0Ñℓ
sA0Ñℓpxiqq ´ sAℓ`1pF 0Ñℓ

sA0Ñℓpxiqq}

ď ρℓ`1sℓ`1

ℓ
ÿ

l“1

ϵlρlÑℓ ` ρℓ`1ϵℓ`1 “

ℓ`1
ÿ

l“1

ϵl,

10if ℓ “ L the theorem is proved, so we can assume ℓ ‰ L in which case } .}ℓ “ } .}
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as expected. Furthermore, by construction (E.138), the cardinality of C0Ñℓ`1 certainly satisfies:

|C0Ñℓ`1| ď |C0Ñℓ| ˆ N8,ℓ`1pBℓ`1, ϵℓ`1, N, bρ0Ñℓ`1q

ď

ℓ
ź

l“1

N8,lpBℓ`1, ϵl, N, bρ0Ñlq ˆ N8,ℓ`1pBℓ`1, ϵℓ`1, N, bρ0Ñℓ`1q

“

ℓ`1
ź

l“1

N8,lpBℓ`1, ϵl, N, bρ0Ñlq,

where at the last line we have used the induction hypothesis.

We can now proceed with the Proof of Proposition E.11.

Proof of Proposition E.11. For any choice of ϵ1, . . . , ϵL, by Lemma E.12, we know that l ˝FB admits
an L8 cover C with granularity ϵ “

řL
ϵ“1 ϵℓρℓÑL and cardinality

log p|C|q ď

L
ÿ

ℓ“1

logpN8,ℓpBℓ, ϵℓ, N, bρ0Ñℓ´1qq. (E.139)

Let us denote w̄ℓ :“ rwℓ ` wℓ´1s, wℓ “ minpwℓ, wℓ´1q and we further define w̃ℓ “

rwℓwℓs if ℓ ‰ L wL if ℓ “ L.

Further, by Propositions (F.4) (for ℓ ‰ L) and (F.2) (for layer ℓ “ L), we can further continue from
equation (E.139) as follows:

log p|C|q ď

L
ÿ

ℓ“1

logpN8,ℓpBℓ, ϵℓ, N, bρ0Ñℓ´1qq

ď 24

«

L´1
ÿ

ℓ“1

„

Mℓ bρ0Ñℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ rwℓwℓs
pℓ

pℓ`2 log2pΓFp
r ,ℓq

`

„

ML bρ0ÑL´1

ϵL

ȷ

2pL
pL`2

w̄
2

pL`2

L w
pL

pL`2

L log2pΓFp
r ,Lq

ff

ď 24 log2psΓq

»

–

L´1
ÿ

ℓ“1

„

Mℓ bρ0Ñℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ rwℓwℓs
pℓ

pℓ`2 `

„

ML bρ0ÑL´1

ϵL

ȷ

2pL
pL`2

w̄
2

pL`2

L w
pL

pL`2

L

fi

fl

ď 24 log2psΓq

L
ÿ

ℓ“1

„

Mℓ bρ0Ñℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ , (E.140)

where ΓFp
r ,ℓ :“

«˜

16rMℓ
pℓ `1srb

śℓ
i“1 ρisi`1sr1`sℓsrwℓ`wℓ´1s

2

ϵ

pℓ
pℓ`2

ℓ

` 7

¸

wℓN

ff

, ΓFp
r ,L :“

«˜

16rML
pL `1srb

śL
i“1 ρisi`1sr1`

?
wL sLsrwL`wL´1s

ϵ

pL
pL`2

L

` 7

¸

wLN

ff

(indeed, note that since

}AJ
L}2,8 ď sL, we certainly have }AL} ď wLsL). Next, we upper bound the logarithmic

factors arising from ΓFp
r ,ℓ and ΓFp

r ,L as follows:

max
ℓ

ΓFp
r ,ℓ ď

«˜

64rmaxℓ
Mℓ

pℓ

sℓ
pℓ

` 1srb ` 1s
śL

i“1rrρi ` 1ssi ` 1s3ĎW 1.5rLl L ` 1s

minp1, εq
` 7

¸

ĎWN

ff

ď

«

128
L
ź

i“1

rrρi ` 1ssi ` 1s3rb ` 1srLl L ` 1sĎW 4N2

ff

:“ sΓ “ 128Γ4, (E.141)

where Γ :“
”

rb ` 1srLLl `1sĎWN
śL

i“1rrρi ` 1ssi ` 1s

ı

and we have used the fact that

maxℓ
Mℓ

pℓ

sℓ
pℓ

ď ĎW
?
wL.

58



We now set ϵℓ :“ αℓε
ρℓÑL

“
αℓε

śL
i“ℓ`1 siρi

for some αℓ such that
ř

ℓ αℓ “ 1{Ll. Note that this ensures

that the granularity of the cover C is

ϵ “ Ll

L
ÿ

ℓ“1

ϵℓρℓÑL “ Ll

L
ÿ

ℓ“1

αℓε

ρℓÑL
ρℓÑL “ ε. (E.142)

Then, we can plug in the value of ε into equation (E.140) to obtain:

log p|C|q ď 24 log2psΓq

L
ÿ

ℓ“1

„

Mℓ bρ0Ñℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ

ď 24 log2psΓq

L
ÿ

ℓ“1

„Mℓ b
ś

i‰ℓ ρisi

εαℓ

ȷ

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ

ď 24Ll log2psΓq

L
ÿ

ℓ“1

„

Mℓ b
ś

i ρisi
εsℓαℓ

ȷ

2pℓ
pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ

ď 24 log2psΓq

„

p1 ` LLlq

minpε, 1q

ȷ

2p
2`p L

ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2 „Mℓ

pℓ

sℓpℓ

ȷ
2

pℓ`2

w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ , (E.143)

where at the last line, we have set αℓ “ 1
Ll L

.

F Covering Numbers for Linear Maps with Schatten Quasi-norm Constraints
(One Layer Case)

In this section, we prove covering number bounds for classes of linear maps with bounded Schatten p
quasi norms, which corresponds to the one layer case in our analysis. Thus, the results in this section
form the basic ingredient used for the proofs in all other sections. To achieve this, we begin with the
following parameter counting argument to bound the complexity of low rank matrices. Proposition F.1
is known, but we reproduce the proof for completeness. The other results in this section are original
to the best of our knowledge.

Proposition F.1 (Cf. [28] (Lemma D1 page 30), cf. also [90, 91]). Let Er,s denote the set
␣

A P Rmˆd : rankpAq ď r, }A}σ ď s
(

. There exists a cover C Ă Er,s with respect to the spec-
tral norm such that

log p|C|q ď rm ` dsr log

„

1 `
6s

ϵ

ȷ

“ rO prm ` dsrq . (F.1)

Proof. First, note that every matrix A P Er,s can be written as A “ WV J for W P Rmˆr, V P Rdˆr

with }W } ď
?
s and }V } ď

?
s. Then, by Lemma (I.4), there are ϵ{2

?
s covers Cl and Cr of the balls

of radius
?
s in Rmˆr and Rdˆr (w.r.t. the spectral norm) with cardinalities

log p|Cl|q ď rmrs log

„

1 `
6s

ϵ

ȷ

log p|Cr|q ď rdrs log

„

1 `
6s

ϵ

ȷ

. (F.2)

Let A “ WV J P Er,s, we define sA “ ĎW sV J where ĎW (resp. sV ) is the cover element in Cl (resp. Cr)
associated to W (resp. V ). By definition of the covers via Lemma (I.4) we have

}W ´ ĎW }σ, }V ´ sV }σ ď
ϵ

2
?
s
. (F.3)

59



Using this, we certainly have

}A ´ sA}σ “ }WV J ´ ĎW sV J}σ

ď }W pV J ´ sV Jq}σ ` }pW ´ ĎW qsV J}σ

ď }W }σ}pV J ´ sV Jq}σ ` }pW ´ ĎW q}σ}sV J}σ

ă s
ϵ

2
?
s

`
ϵ

2
?
s
s “ ϵ. (F.4)

Thus, C :“
␣

A P Rmˆd : A “ WV J,W P Cl, V P Cr
(

is a valid cover of Er,s w.r.t. the spectral
norm. Furthermore, by equations (F.2) we certainly have

log p|C|q ď log p|Cl|q ` log p|Cr|q (F.5)

ď rm ` dsr log

„

1 `
6s

ϵ

ȷ

, (F.6)

as expected.

Proposition F.2 (L8 cover of Fp
r ). Consider the set of matrices with a bounded Schatten norm as

follows: Fp
r :“

␣

Z P Rmˆd : }Z ´ M}psc,p ď Mp
“ r sp; }Z} ď s

(

(where M is a fixed reference
matrix), viewed as linear maps from Rd to Rm, and assume as usual that we have a training set
x1, . . . , xN P Rd such that }xi} ď b for all i ď N .

There exists a cover C Ă Fp
r such that for all Z P Fp

r , there exists a sZ P C such that for all i ď N ,
we have

}pZ ´ sZqxi}8 ď ϵ (F.7)

and

log p|C|q ď 24

„

M b

ϵ

ȷ

2p
p`2

rm ` ds
2

p`2 minpm, dq
p

p`2 log2
`

ΓFp
r

˘

ď 24

„

b s

ϵ

ȷ

2p
p`2

rm ` ds r1´
p

p`2 log2
`

ΓFp
r

˘

,

where ΓFp
r
:“

´

16rMp
`1srb`1sr1`ssrm`ds

ϵ
p

p`2
` 7

¯

mN .

Remark F.3. Note that in particular, the proposition holds for p “ 0, replacing Mp with a constraint
on the rank. In that case, the proposition follows immediately from Proposition F.1. Furthermore, it
also follows from the limiting case as p Ñ 0. This is only true thanks to a careful management of the
logarithmic factor ΓFp

r
: indeed, in addition to the constraint }Z}psc,p ď Mp, we also independently

require the constraint }Z} ď s. This second constraint is only necessary to maintain good scaling as
p Ñ 0. Indeed, we could have bounded }Z} via }Z} ď }Z}sc,p ď M. However, this would result in
a factor of M (without an exponent of p) inside the logarithmic term, making the bound blow up at a
rate of 1{p as p Ñ 0. To see this, note that as p Ñ 0,

logp}Z}sc,pq “
logp}Z}psc,pq

p
“ Op

logprankpZqq

p
q Ñ 8. (F.8)

Proof. The proof relies on the general "parametric interpolation" technique developed in [28]. After
a simple translation argument, we can assume without loss of generality that M “ 0. Let τ be a
threshold to be determined later. We first prove the following claim:

Claim 1: Any matrix Z P Fp
r can be decomposed into a sum Z1 ` Z2 where Z1 P Er1,M and

Z2 P F2
M2

where r1 “ Mp

τp and M2
2

“ τ2 minpm, dq.

Proof of Claim 1:

Let ρ1, . . . , ρminpm,dq denote the singular values of Z, so that that the singular value decomposition
of Z is Z “

ř

k ρk vkw
J
k for some unit vectors vk P Rm and wk P Rd.

Let T “ max pk : ρk ą τq and write Z1 “
ř

kďT ρk vkw
J
k and Z2 “ Z ´ Z1 “

ř

kąT ρk vkw
J
k .
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Note that by Markov’s inequality, since }Z}psc,p ď Mp, we have that rankpZ1q ď T ď Mp

τp .
Furthermore, we clearly have }Z1} “ ρ1 “ }Z} ď }Z}sc,p ď M. Thus, Z1 P Er1,M as expected.
Next, it is clear that

}Z2}2Fr “

minpm,dq
ÿ

k“T `1

ρ2k ď τ2 minpm, dq. (F.9)

Thus, Z2 P F2
M2

as expected, which concludes the proof of the claim.

Thus, it follows that for any choice of τ and granularity ϵ, we can apply Propositions F.1 and I.3
to obtain ϵ{2 covers C1 Ă Er1,M and C2 P F2

M2
such that for any Z1 P Er1,M and for any

Z2 P F2
M2

there exist sZ1 P C1 and sZ2 P C2 such that for all i ď N , }pZ1 ´ sZ1qxi}8 ď ϵ{2 and
}pZ2´ sZ2qxi}8 ď ϵ{2. It is then clear that for any Z P Fp

r , the element sZ “ sZ1` sZ2 P Er1,M `F2
M2

satisfies }pZ ´ sZqxi}8 ď ϵ. Thus, C “ C1 ` C2 is the required ϵ cover of Fp
r (which satisfies

inequality F.7), and by Propositions F.1 (with ϵ Ð ϵ{p2bq since the required granularity is ϵ{2 and
Proposition F.1 gives a cover w.r.t. the spectral norm) and I.3 (with ϵ Ð ϵ{2) its cardinality satisfies:
log p|C|q ď log p|C1|q ` log p|C2|q

ď rm ` ds r1 log

„

1 `
12b s

ϵ

ȷ

`
144M2

2 b2

ϵ2
log2

„ˆ

16M2 b

ϵ
` 7

˙

md

ȷ

“ rm ` ds
Mp

τp
log

„

1 `
12 s b

ϵ

ȷ

`
144 τ2 minpm, dqb2

ϵ2
log2

„ˆ

16 τ minpm, dqb

ϵ
` 7

˙

mN

ȷ

,

(F.10)
where at Equation (F.10) we have substituted the values of r1 and M2. This motivates the following
choice of τ :

τ “ 144´ 1
p`2 M

p
p`2 ϵ

2
p`2 b´ 2

p`2

„

rm ` ds

minpm, dq

ȷ
1

p`2

, (F.11)

which leads to the following covering number bound:

log p|C|q ď 144
p

p`2

„

M b

ϵ

ȷ

2p
p`2 rm ` ds

2
p`2

minpm, dq
´

p
p`2

«

log

„

1 `
12 s b

ϵ

ȷ

` log2

««

16rM
p ϵ
b s

2
2`p minpm, dq

p`1
p`2 rm ` ds

1
p`2 b

ϵ
` 7

ff

md

ffff

ď 24

„

M b

ϵ

ȷ

2p
p`2

rm ` ds
2

p`2 minpm, dq
p

p`2 log2

„ˆ

16rMp
`1srb ` 1sr1 ` ssrm ` ds

ϵ
p

p`2

` 7

˙

mN

ȷ

,

where at the last line, we have used the fact that p ď 2 and therefore 144
p

p`2 ď 12. The proof is
complete.

We have the following very direct L2 analogue, which follows directly by applying Proposition F.2
with ϵ Ð ϵ{

?
m.

Proposition F.4 (L2 cover of Fp
r ). Consider the set of matrices with a bounded Schatten norm as

follows: Fp
r :“

␣

Z P Rmˆd : }Z ´ M}psc,p ď Mp
“ r sp; }Z} ď s

(

(where M is a fixed referenece
matrix) viewed as linear maps from Rd to Rm, and assume as usual that we have a training set
x1, . . . , xN P Rd such that }xi} ď b for all i ď N .

There exists a cover C Ă Fp
r such that for all Z P Fp

r , there exists a sZ P C such that for all i ď N ,
we have

}pZ ´ sZqxi}2 ď ϵ. (F.12)
and

log p|C|q ď 24

„

M b

ϵ

ȷ

2p
p`2

rm ` ds
2

p`2 minpm, dq
p

p`2 rms
p

p`2 log2
`

Γ1
Fp

r

˘

ď 24

„

b s

ϵ

ȷ

2p
p`2

rm ` ds
1`

p
p`2 r1´

p
p`2 log2

`

Γ1
Fp

r

˘

,
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where Γ1
Fp

r
:“

´

16rMp
`1srb`1sr1`ssrm`ds

2

ϵ
p

p`2
` 7

¯

mN .

G Extension to Convolutional Neural Networks (CNN)

In this section, we generalize our results to Convolutional Neural Networks. In particular, this section
culminates in Theorem G.5, which provides a post hoc generalization bound for convolutional neural
networks whose weight matrices have low Schatten p quasi norm.

We first introduce some more detailed notation, which generally follows the existing literature on
norm based bounds [16] and is reintroduced for completeness. One difference is that we assume that
the pooling operation only operates on the spatial dimension (which is standard in real life CNNs
applications), which results in the single notation Uℓ for the channel dimension at layer ℓ, which
replaces both notations mℓ and Uℓ from [16].

Let x P RUˆw denote an input ‘image’, A P RUˆd and S1, S2, . . . , SO be O ordered subsets of
pt1, 2, . . . , wu ˆ t1, 2, . . . , Uuq each of cardinality d corresponding to the convolutional ’patches’.
We will write ΛApxq P RUˆO for the image of x under the convolutional operation associated with
A: ΛApxqj,o “

řd
i“1 XSo

i
Aj,i. The sets S1, S2, . . . , SO represent the image patches where the

convolutional filters are applied, and Λ would be represented via the “tf.nn.conv2d” function in
Tensorflow (or “torch.nn.functional.conv2d” in Pytorch). To represent the patches at a given layer,
we add a layer index ℓ. For instance, if the input is a 28 ˆ 28 ˆ 1 image and the convolutional filters
are of size 2 ˆ 2 with stride 2, Sℓ´1“0,o“1 “ S0,1 “ tp1, 1q, p1, 2q, p2, 1q, p2, 2qu represents the first
convolutional patch, and S0,2 “ tp3, 1q, p3, 2q, p4, 1q, p4, 2qu represents the second convolutional
patch.

We will also write oppAℓq for the matrix in RUℓOℓ´1ˆUℓ´1wℓ´1 that represents the convolution
operation ΛAℓ (after unravelling all the dimensions), as we will rely on its sepctral norm } oppAℓq}

in calculations. To represent the full architecture, we use the index ℓ to represent the ℓ’th layer:
for instance, the ℓth layer’s convolutional operation is denoted by ΛAℓ : RUℓ´1ˆwℓ´1 Ñ RUℓˆOℓ´1

and acts on the ℓ ´ 1th layer’s activations in the space. It is also assumed that the last layer is
fully-connected.

The architecture above can help us represent a feedforward neural network involving possible (intra-
layer) weight sharing as

FC
A1,A2,...,AL : RU0ˆw0 Ñ RULˆwl : x ÞÑ pσL ˝ ΛAL ˝ σL´1 ˝ ΛAL´1 ˝ . . . σ1 ˝ ΛA1qpxq, (G.1)

where for each ℓ ď L, the weight Aℓ is a matrix in Rwˆdℓ and for each ℓ, σℓ : RUℓˆOℓ Ñ RUℓˆwℓ

is L8 Lipschitz with constant ρℓ and represents both the elementwise activation operation and any
spatial pooling.

G.1 One Layer Case

We now consider the covering number of the class of functions corresponding to a layer’s convolu-
tional operation with a matrix A such that }A ´ M}sc,p ď M for some number M.

Proposition G.1 (L8 cover of Cp
r for a convolutional layer). Assume we are given a training set

x1, . . . , xN P RU0ˆw0 such that supi,o }pxiqS0,o} ď b. Consider the set of matrices with a bounded
Schatten norm as follows: Fp

r :“
␣

Z P RU 1
ˆd : }Z ´ M}psc,p ď Mp

“ r sp; } oppZq} ď s
(

(where
M is an arbitrary reference matrix) and the associated class Cp

r :“ tΛA : A P Fp
r u of linear maps

representing the assocated convolution operations from RUˆw to RU 1
ˆw1

.

There exists a cover C Ă Cp
r such that for all Z P Cp

r , there exists a sZ P C such that for all i ď N , we
have

}pΛZ ´ Λ
sZqpxiq}8 ď ϵ (G.2)
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and

log p|C|q ď 24

„

M b

ϵ

ȷ

2p
p`2

rU 1 ` ds
2

p`2 minpU 1, dq
p

p`2 log2
`

ΓCp
r

˘

ď 24

„

b s

ϵ

ȷ

2p
p`2

rU 1 ` dsminpU 1, dq
p

p`2 r1´
p

p`2 log2
`

ΓCp
r

˘

,

where ΓCp
r
:“

´

16rMp
`1srb`1sr1`ssrU 1

`ds

ϵ
p

p`2
` 7

¯

U 1NO.

Proof. Note that }Z} ď } oppZq} ď s. Thus, the proposition follows immediately from Proposi-
tion F.2 applied to the auxiliary dataset collecting each input convolutional patch as a sample and
replacing N Ð NO and m Ð U 1.

We also have the following immediate L2 version, which follows from the previous proposition with
ϵ Ð ϵ

U 1w1 and utilizing the L8 Lipschitzness of the nonlinearity σ.

Proposition G.2 (L2 cover of Cp
r for a convolutional layer). Instate the notation of Proposition G.1

and consider a ρ-Lipschitz activation function σ : RU 1
ˆO Ñ RU 1

ˆw1

. There exists a cover C such
that for all Z P Cp

r , there exists a sZ P C such that for all i ď N , we have

}pΛZ ´ Λ
sZqpxiq}Fr ď ϵρ (G.3)

and

log p|C|q ď 24

„

M b

ϵ

ȷ

2p
p`2

rU 1 ` ds
2

p`2 minpU 1, dq
p

p`2 rU 1w1s
p

p`2 log2
`

Γ1
Cp

r

˘

ď 24

„

b s

ϵ

ȷ

2p
p`2

rU 1 ` ds r1´
p

p`2 rU 1w1s
p

p`2 log2
`

Γ1
Cp

r

˘

,

where Γ1
Cp

r
:“

´

16rMp
`1srb`1sr1`ssrU 1

`dsU 1w1

ϵ
p

p`2
` 7

¯

U 1NO.

We now move on to our covering number bound for the class of CNNs with fixed norm constraints:
we write

FC
B :“

!

FA “ FC
pA1,...,ALq : }Aℓ ´ Mℓ}sc ď Mℓ } oppAℓq} ď sℓ @ℓ ă L }AJ

L}2,8 ď sL

)

for the class of all neural networks whose matrices satisfy the norm constraints with fixed constraints
Mℓ, sℓ etc.

G.2 Covering Number For the Class FC
B

We have the following analogue of Proposition E.11 for the convolutional case:
Proposition G.3. Let x1, . . . , xN be a given training set sat-
isfying }xi} ď b for all i. Consider the class FC

B :“
!

FA “ FC
pA1,...,ALq

: }Aℓ ´ Mℓ}sc ď Mℓ } oppAℓq} ď sℓ @ℓ ă L }AJ
L}2,8 ď sL

)

of all
CNNs satisfying a set of fixed norm constraints for a given set of pℓ,Mℓ, sℓ. We have the following
covering number bound for the loss class l ˝FC

B for any ϵ ě 1
N :

logpN8pl ˝FC
B , ϵqq ď 72 log2p4ΓC

q

„

p1 ` LLlq

minpε, 1q

ȷ

2p
2`p

ˆ (G.4)

L
ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2 „Mℓ

pℓ

sℓpℓ

ȷ
2

pℓ`2

rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ ,

where ΓC :“ rb ` 1srLLl `1sWAN
śL

i“1rrρi ` 1ssi ` 1s.
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Proof. The proof is similar to that of Proposition E.11: most differences are in the detailed calcula-
tions.

As before, for any choice of ϵ1, . . . , ϵL, by Lemma E.12, we know that l ˝FC
B admits an L8 cover C

with granularity ϵ “
řL

ϵ“1 ϵℓρℓÑL and cardinality

log p|C|q ď

L
ÿ

ℓ“1

logpN8,ℓpBC
ℓ , ϵℓ, N, bρ0Ñℓ´1qq, (G.5)

where BC
ℓ :“

␣

Aℓ P RUℓˆdℓ´1 : }Aℓ ´ Mℓ}sc,pℓ
ď Mℓ; } oppAℓq} ď sℓ

(

(for ℓ ‰ L) and BC
L :“

␣

Aℓ P RUℓˆdℓ´1 : }AL ´ ML}sc,pL
ď ML; } oppALq} ď sL

(

.

We now use the following notation: we write Uℓ for the number of channels at layer ℓ and dℓ for
the number of pixels in each convolutional patch at layer ℓ, so that minpUℓ, dℓ´1q is the minimum
dimension of the filter applied at layer ℓ. we also write Wℓ :“ Uℓ ˆ wℓ with the convention that
WL “ 1. We also write W :“

řL
ℓ“1 dℓ´1 ˆ Uℓ for the total number of parameters in the network

and A :“
řL

ℓ“0 Uℓ ˆ Oℓ´1 for the total number of preactivations/input dimensions including both
the input and the final layer output. Note that by Propositions G.1 and G.2, we can continue from
equation (G.5) as follows:

log p|C|q ď 24
L
ÿ

ℓ“1

„

Mℓ bρ0Ñℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ log2pΓC
Fp

r ,ℓ
q,

(G.6)

where for all ℓ ď L, ΓC
Fp

r ,ℓ
:“

«˜

16rMℓ
pℓ `1srb

śℓ
i“1 ρisi`1sr1`

?
AsℓsWA

ϵ

pℓ
pℓ`2

ℓ

` 7

¸

NA

ff

(indeed, since

}AJ
L}2,8 ď sL, we certainly have }AL} ď sLA).

We now set ϵℓ “ ϵ
pLLl `1qρℓÑL

as before and bound all the logarithmic factors as follows:

max
ℓ

ΓC
Fp

r ,ℓ
ď

«˜

16rmaxℓ
Mℓ

pℓ

sℓ
pℓ

` 1s
śL

i“1rrρi ` 1ssi ` 1s3rb ` 1srLLl `1sWA1.5

minpϵ, 1q
` 7

¸

NA

ff

ď

«

64
L
ź

i“1

rrρi ` 1ssi ` 1s3rb ` 1srLl `1sWA3N2

ff

ď r4ΓC
s3 (G.7)

where ΓC :“ rb ` 1srLLl `1sWAN
śL

i“1rrρi ` 1ssi ` 1s. Plugging the value of epsilon into
equation (G.6) we can continue with a calculation similar to that of equations (E.143):

log p|C|q

ď 72 log2p4ΓC
q

L
ÿ

ℓ“1

„

Mℓ bρ0Ñℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ

ď 72 log2p4ΓC
q

„

p1 ` LLlq

minpε, 1q

ȷ

2p
2`p

ˆ

L
ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2 „Mℓ

pℓ

sℓpℓ

ȷ
2

pℓ`2

rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ ,

as expected.

G.3 Generalization Bound with Fixed Constraints (CNNs)

Based on the above, we obtain the following analogue of Proposition E.1:
Proposition G.4. Fix some reference/initialization matrices M1 P Rw1ˆw0 “ Rw1ˆd, . . . ,ML P

RwLˆwL´1 “ RCˆwL´1 . Assume also that the inputs x satisfy }x} ď b w.p. 1. Fix a set of constraint
parameters 0 ď pℓ ď 2, sℓ,Mℓ (for ℓ “ 1, . . . , L).
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With probability greater than 1 ´ δ over the draw of an i.i.d. training set x1, . . . , xN , every neural
network FC

Apxq defined with equation (G.1) satisfying the following conditions:

}Aℓ ´ M ℓ}sc,pℓ
ď Mℓ @1 ď ℓ ď L

} oppAqℓ} ď sℓ @1 ď ℓ ď L ´ 1

}AJ
L}2,8 ď sL, (G.8)

also satisfies the following generalization bound:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq

ď 6rB `1s

d

logp 4
δ q

N
`

208
b

log2p4ΓC
q logpNqrB `1s

?
N

p1 ` LLlq
p

2`pRC
M,s,p,b, (G.9)

where RC
M,s,p,b :“

»

–

L
ÿ

ℓ“1

«

b
ź

i

ρisi

ff

2pℓ
pℓ`2 „Mℓ

pℓ

sℓpℓ

ȷ
2

pℓ`2

r
2

pℓ`2

C,ℓ rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ

fi

fl

1
2

(G.10)

with rC,ℓ :“
Mℓ

pℓ

sℓ
pℓ

and ΓC :“ rb ` 1srLLl `1sWAN
śL

i“1rrρi ` 1ssi ` 1s.

Proof. The proof is exactly the same as that of Proposition E.11 with rℓ
2

pℓ`2 w̄
2

pℓ`2

ℓ w̃
pℓ

pℓ`2

ℓ replaced by

r
2

pℓ`2

C,ℓ rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ and the initial constant of 98 replaced by 72.

G.4 Post Hoc Result for CNNs

Based on the above, we are finally in a position to present the following analogue of Theorem E.2 for
the convolutional case:

Theorem G.5. With probability greater than 1 ´ δ, for any b P R`, every trained neural network
FA and sampling distribution with }x} ď b w.p. 1 satisfy the following generalization gap for all
possible values of the pℓs:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq (G.11)

ď 6rB `1s

c

logp1{δq

N
` 6B

d

2 ` ΘC
log

N
` 416rB `1sp1 ` LLlq

p
2`p

a

logpγCq logpNq
?
N

RC
FA

,

where

ΘC
log :“

2 log

«

4WA `
N
sup
i“1

}xi}
ź

i

ρi} oppAiq}

ff«

| logpsup
i

}xi}q| ` L

«

L
ÿ

ℓ“1

| logp}| oppAℓq}q| ` 2 logp4AWq

ffff

γC :“

12

«

rB ` 1srLLl `1sWAN
L
ź

i“1

rρi} oppAiq} ` 1s

ff«

4ĎW ` B
ź

i

ρi} oppAiq}

ff

.

and where
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RC
FA

:“

«

L´1
ÿ

ℓ“1

«

sup
i

}xi}ρL}AJ
L}2,8

L´1
ź

i“1

ρi} oppAiq}

ff

2pℓ
pℓ`2 „

}Aℓ ´ Mℓ}
pℓ
sc,pℓ

} oppAℓq}pℓ

ȷ

2
pℓ`2

`

«

bρL}AJ
L}2,8

L´1
ź

i“1

ρi}Ai}

ff

2pL
pL`2

«

}AL ´ ML}pL
sc,pL

}AJ
L}

pL

2,8

ff
2

pL`2

w̄
2

pL`2

L w
pL

pL`2

L

ff
1
2

.

Proof. The proof is the same as that of Theorem E.2 with the constant 240 replaced by 208, with
}Aℓ} replaced by } oppAℓq}, and ĎW replaced by AW .

G.5 The case pℓ “ 0 (CNN)

For pℓ “ 0 we obtain the following immediate corollary from Proposition G.4.

Corollary G.6. Instate the notation and assumptions of Proposition G.4 , and assume additionally
that pℓ “ 0 for all ℓ. We have

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq

ď 6rB `1s

d

logp 4
δ q

N
`

208
b

log2p4ΓC
q logpNqrB `1s

?
N

«

L
ÿ

ℓ“1

rUℓ ` dℓ´1sr̃ℓ

ff

, (G.12)

where r̃ℓ is an a priori upper bound on rankpAℓq and as usual, ΓC
“ rb `

1srLLl `1sWAN
śL

i“1rrρi ` 1ssi ` 1s.

With a union bound, we achieve the following post hoc version:

Theorem G.7. W.p. ě 1 ´ δ over the draw of the training set, every neural network satisfies:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq ď 6rB `1s

d

logp 4
δ q

N
`

208
b

log2p4ΓC
Rq logpNqrB `1s
?
N

(G.13)

where ΓC
R “

”

rB ` 2srLLl `1sWAN
śL

i“1rrρi ` 1sr}Ai} ` 2s ` 1s

ı

.

Proof. The proof is nearly exactly the same as that of Theorem E.8.

G.6 Results for CNNs with Loss Function Augmentation

Proposition G.8. For any granularity ϵ ě 1
N and any values of 1 ď bℓ1 , . . . bL´1, sℓ, ρℓ, there exists

a cover C of the augmented loss class LC,λaug :“
␣

λaugpFA, x, yq : FA P FC
B
(

with cardinality
bounded as follows:

log p|C|q ď 216 logp4ΓC,λaug qˆ (G.14)

„

Lp1 ` Llq

minpϵ, 1q

ȷ

2p
2`p L

ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

siρi

ff

2pℓ
pℓ`2

rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ .

Proof. The proof is similar to that of Proposition G.3 and E.4 with the main difference only in the
calculation of the log terms. By Lemma E.3 and Propositions G.1 and G.2, there exists a cover C of
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the loss class λaugpFAq with cardinality satisfying

logp|C|q ď

L
ÿ

ℓ“1

logpN8,ℓpBC
ℓ , ϵℓ, N, 3bℓ´1qq (G.15)

ď 72
L
ÿ

ℓ“1

„

Mℓ bℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ log2pΓ
C,λaug

Fp
r ,ℓ

q.

Next, recall that

ϵℓ “
bℓϵ

Lρ̂ℓ
(G.16)

and ρ̂ℓ1 “ maxℓ ρℓ1Ñℓ{bℓ ď maxℓ ρℓ1Ñℓ{pminp1,Ll
´1

qq ď ρℓ1Ñℓρisir1 ` Lls ď ρℓ1ÑLρisir1 `

Lls “ ρi
ś

i“ℓ1`1 Lρisir1 ` Lls, thus

ϵℓ ě
ϵ

LρℓÑLr1 ` Lls
. (G.17)

Thus, by a nearly identical calculation to that in equation (G.7) we obtain

max
ℓ

Γ
C,λaug

Fp
r ,ℓ

ď

«˜

16rmaxℓ
Mℓ

pℓ

sℓ
pℓ

` 1s
śL

i“1rrρi ` 1ssi ` 1s3rb ` 1srLLl `1sWA1.5

minpϵ, 1q
` 7

¸

NA

ff

ď

«

64
L
ź

i“1

rrρi ` 1ssi ` 1s3rb ` 1srLl `1sWA3N2

ff

ď r4ΓC,λaug s3 (G.18)

where ΓC,λaug :“ rb ` 1srLpLl `1qqWAN
śL

i“1rrρi ` 1ssi ` 1s. Thus, we can continue from
equation (G.15): logp|C|q ď

216 logp4ΓC,λaug q

L
ÿ

ℓ“1

„

Mℓ bℓ´1

ϵℓ

ȷ

2pℓ
pℓ`2

rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ

ď 216 logp4ΓC,λaug q

L
ÿ

ℓ“1

«

Mℓ bℓ´1ρℓLr1 ` Lls
śL

i“ℓ`1 siρi

ϵ

ff

2pℓ
pℓ`2

ˆ rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ

ď 216 logp4ΓC,λaug q

„

Lp1 ` Llq

minpϵ, 1q

ȷ

2p
2`p L

ÿ

ℓ“1

«

bℓ´1

L
ź

i“ℓ

siρi

ff

2pℓ
pℓ`2

ˆ rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ ,

as expected.

Next, similarly to the proof of Proposition G.4, we can obtain:
Proposition G.9. Fix some reference/initialization matrices M1 P Rw1ˆw0 “ Rw1ˆd, . . . ,ML P

RwLˆwL´1 “ RCˆwL´1 . Assume also that the inputs x satisfy }x} ď b w.p. 1. Fix a set of constraint
parameters 0 ď pℓ ď 2, sℓ,Mℓ (for ℓ “ 1, . . . , L).

With probability greater than 1 ´ δ over the draw of an i.i.d. training set x1, . . . , xN , every neural
network FC

Apxq defined with equation (G.1) satisfying the following conditions:

}Aℓ ´ M ℓ}sc,pℓ
ď Mℓ @1 ď ℓ ď L

} oppAqℓ} ď sℓ @1 ď ℓ ď L ´ 1

}AJ
L}2,8 ď sL, (G.19)
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also satisfies the following generalization bound:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq (G.20)

ď 6rB `1s

d

logp 4
δ q

N
`

361
b

log2p4ΓC,λaug q logpNqrB `1s
?
N

p1 ` LLlq
p

2`pRC,λaug

M,s,p,b

where RC,λaug

M,s,p,b :“

»

–

L
ÿ

ℓ“1

«

bℓ´1

ź

i“ℓ

ρisi

ff

2pℓ
pℓ`2 „Mℓ

pℓ

sℓpℓ

ȷ
2

pℓ`2

r
2

pℓ`2

C,ℓ rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ

fi

fl

1
2

with rC,ℓ :“
Mℓ

pℓ

sℓ
pℓ

and ΓC,λaug :“ rb ` 1srLpLl `1qqWAN
śL

i“1rrρi ` 1ssi ` 1s.

Proof. The proof is the same as that of Proposition G.4 with an additional factor of
?
3, relying on

Proposition G.8 instead of Proposition G.3.

Finally, we can obtain the following post hoc version from the above.

Theorem G.10. With probability greater than 1 ´ δ, for any b P R`, every trained neural network
FA satisfies the following generalization gap for all possible values of the pℓs:

E rlpFApxq, yqs ´
1

N

N
ÿ

i“1

lpFApxiq, yiq ď 6rB `1s

c

logp1{δq

N
` (G.21)

6B

d

2 ` Θ
C,λaug

log

N
` 722rB `1srLp1 ` Llqs

p
2`p

a

logpγC,λaug q logpNq
?
N

RC,λaug

FA
,

where

Θ
C,λaug

log :“ 2 log

«

4WA `
N
sup
i“1

}xi}
ź

i

ρi} oppAiq}

ff

ˆ

«

| logpsup
i

}xi}q| ` L

«

L
ÿ

ℓ“1

| logp}| oppAℓq}q| `

L´1
ÿ

ℓ“1

logp|Bℓ´1,A|q ` 2 logp4AWq

ffff

,

γC,λaug
:“ 12

««

rB ` 1srLLl `1sWAN
L
ź

i“1

rρi} oppAiq} ` 1s

ffff«

4ĎW ` B
ź

i

ρi} oppAiq}

ff

,

and where

RC,λaug

FA
:“

«

L
ÿ

ℓ“1

«

sup
i

}xi}}AJ
L}2,8Bℓ´1,Aρℓ

L
ź

i“ℓ`1

ρisi

ff

2pℓ
pℓ`2

ˆ (G.22)

„

}Aℓ ´ Mℓ}
pℓ
sc,pℓ

} oppAℓq}pℓ

ȷ

2
pℓ`2

rUℓ ` dℓ´1s
2

pℓ`2 minpUℓ, dℓ´1q
pℓ

pℓ`2W
pℓ

pℓ`2

ℓ

ff
1
2

.

Proof. The proof is the same as that of Theorem E.6 with the original constant of 416 replaced by
361 and }Aℓ} replaced by } oppAℓq}.
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H Generalization Bound for Linear Networks with Schatten Constraints

In this section, we briefly mention that it is possible to prove alternative bounds for linear networks
assuming the presence of Schatten quasi norm constraints on the factor matrices (instead of L2

constraints). Indeed, a generalization of Theorem 3.1 (Theorem I.2) allows also one to translate such
constraints into a single Schatten quasi norm constraint on the linear map A.

Theorem H.1. For any 0 ď pℓ ď 1, write p for the conjugate such that 1
p “

řL
ℓ“1

1
pℓ

. W.p. ě 1 ´ δ

over the draw of the training set, every linear network as defined in equation (3.5) satisfies the
following generalization bound:

GAP´O

˜

B
c

logp1{δq

N

¸

ď rO

¨

˚

˚

˝

g

f

f

e

rLl Bs
2p

2`p

”

řL
ℓ“1

p}Bℓ}
pℓ
sc,pℓ

pℓ

ı

2
2`p

rC ` ds

N

˛

‹

‹

‚

(H.1)

where B “ supNi“1 }xi}, the rO notation hides polylogarithmic factors.

I Known Results

This section collects some well-known results which are key to our proof, and which we include for
the benefit of self-completeness.

Theorem I.1 ([24], Theorem 1). Let w ě minpC, dq and let B1, . . . , BL be matrices such that
B1 P Rwˆd, BL P RCˆw, B2 . . . , BL´1 P Rwˆw. For any matrix A P Rwˆd we have

L}A}
2
L

sc, 2
L

“ min
L
ÿ

ℓ“1

}Bℓ}
2 subject to BLBL´1 . . . B1 “ A. (I.1)

Theorem I.2 ([92, 93, 94]). Let w ě minpC, dq and let B1, . . . , BL be matrices such that B1 P

Rwˆd, BL P RCˆw, B2 . . . , BL´1 P Rwˆw. Fix p1, . . . , pL such that 1
p “

ř

1
pi

.

For any matrix A P Rwˆd we have

}A}psc,p “ min
L
ÿ

ℓ“1

„

p}Bℓ}
pℓ
sc,pℓ

pℓ

ȷ

subject to BLBL´1 . . . B1 “ A. (I.2)

Proposition I.3 (Cf. Proposition 5 in [16] (with U “ 1), see also [65]). Let x1, . . . , xN P Rd be
such that }xi} ď b for all i ď N . For any fixed choice of reference matrix M P Rmˆd, consider the
set FM of matrices A P Rmˆd such that }A´M}Fr ď a. For any ϵ ą 0 there exists a cover C Ă SM

such that for all A P FM, there exists sA P C such that for all i ď N , }pA ´ Mqxi}8 ď ϵ and

log p|C|q ď
36a2b2

ϵ2
log2

„ˆ

8ab

ϵ
` 7

˙

mN

ȷ

. (I.3)

Lemma I.4 (Lemma 8 in [4]). The (internal) covering number N of the ball of radius κ in dimension
d (with respect to any norm } .}) can be bounded by:

N ď

R

3κ

ϵ

Vd

ď

ˆ

3κ

ϵ
` 1

˙d

(I.4)

Recall also the following lemma from [83]:
Proposition I.5. Let n, d P N, a, b ą 0. Suppose we are given n data points collected as the rows of
a matrix X P Rnˆd, with }Xi, . }2 ď b,@i “ 1, . . . , n. For Ua,bpXq “

␣

Xα : }α}2 ď a, α P Rd
(

,
we have

logN pUa,bpXq, ϵ, } .}8q ď
36a2b2

ϵ2
log2

ˆ

8abn

ϵ
` 6n ` 1

˙

.
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Theorem I.6 (Generalization bound from Rademacher complexity, cf. e.g., [95], [96], [97] etc.).
Let Z,Z1, . . . , ZN be i.i.d. random variables taking values in a set Z . Consider a set of functions
F P r0, 1sZ . @δ ą 0, we have with probability ě 1 ´ δ over the draw of the sample S that

@f P F , EpfpZqq ď
1

N

N
ÿ

i“1

fpziq ` 2RSpFq ` 3

c

logp4{δq

2N
,

where RSpFq can be either the empirical or expected Rademacher complexity. In particular, if
f˚ P argminfPF EpfpZqq and f̂ P argminfPF

1
N

řN
i“1 fpziq, then

Epf̂pZqq ď Epf˚pZqq ` 4RSpFq ` 6

c

logp2{δq

2N
.

Lemma I.7 (Dudley’s entropy theorem [98], this version from [16, 99], see also [1, 74, 4]). Let F be
a real-valued function class taking values in r0,Bs. Let S be a finite sample of size N . We have the
following relationship between the Rademacher complexity RpF |Sq and the L2 covering number
N pF |S, ϵ, } .}2q.

RpF |Sq ď inf
αą0

˜

4α `
12

?
N

ż B

α

a

logN pF |S, ϵ, } .}2qdϵ

¸

,

where the norm } .}2 on RN is defined by }x}22 “ 1
N p

řN
i“1 |xi|

2q.
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