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Abstract

Event extraction aims to identify events and001
then extract the arguments involved in those002
events. In recent years, there has been a grad-003
ual shift from sentence-level event extraction to004
document-level event extraction research. De-005
spite the significant success achieved in En-006
glish domain event extraction research, event007
extraction in Chinese still remains largely unex-008
plored. However, a major obstacle to promot-009
ing Chinese document-level event extraction is010
the lack of fine-grained, wide domain coverage011
datasets for model training and evaluation. In012
this paper, we propose DocEE-zh, a new Chi-013
nese document-level event extraction dataset014
comprising over 36,000 events and more than015
210,000 arguments. DocEE-zh is an extension016
of the DocEE dataset, utilizing the same event017
schema, and all data has been meticulously an-018
notated by human experts. We highlight two019
features: focus on high-interest event types020
and fine-grained argument types. Experimen-021
tal results indicate that state-of-the-art models022
still fail to achieve satisfactory performance (F1023
score of 68%), revealing that Chinese DocEE024
remains an unresolved challenge.025

1 Introduction026

Event Extraction (EE) aims to detect events from027

text, encompassing both event classification and028

event element extraction. EE is an important task029

of information retrieval in natural language pro-030

cessing (Xiang and Wang, 2019) with a wide range031

of applications. For instance, it can automatically032

detect and analyze major events in news reports,033

providing timely information for decision-makers034

(Tanev et al., 2008; Piskorski et al., 2007; Atkinson035

et al., 2013). In conclusion, advancements in event036

extraction technologies and systems can benefit037

numerous domains.038

Significant progress has been made in event ex-039

traction, particularly in the English domain. No-040

table datasets such as ACE20051 have been ex- 041

tensively used for sentence-level event extraction, 042

laying a foundation for numerous research studies. 043

The TAC KBP2 Event Nugget dataset extends event 044

extraction to a broader context by including event 045

nuggets and their arguments. The Rich ERE (Enti- 046

ties, Relations, Events) (Song et al., 2015) dataset 047

further advances the field by offering a more de- 048

tailed annotation schema and expanding the scope 049

to document-level extraction. Recently, the Do- 050

cEE (Tong et al., 2022) dataset has emerged as a 051

comprehensive resource for document-level event 052

extraction, offering wide coverage of event types 053

and fine-grained annotations, greatly contributing 054

to the advancement of this field. 055

In contrast, Chinese language processing pre- 056

dominantly relies on the Chinese portion of the 057

ACE2005 dataset, which mainly focuses on event 058

extraction at the sentence level. However, events 059

are often spread across entire documents, resulting 060

in event arguments being dispersed across multiple 061

sentences. As depicted in Figure 1, identifying the 062

"Date" argument may require information from sen- 063

tence [1], while understanding the "Reason" may 064

involve synthesizing data from sentences [4] and 065

[5]. This highlights the need for multi-sentence 066

reasoning and modeling long-range dependencies, 067

which go beyond the scope of sentence-level event 068

extraction. Therefore, advancing event extraction 069

from individual sentences to entire documents is 070

critically necessary. 071

Currently, there are few Chinese datasets avail- 072

able for document-level event extraction, most of 073

which focus on the financial domain, such as Ch- 074

FinAnn (Zheng et al., 2019) and DuEE-fin (Han 075

et al., 2022). Moreover, a significant portion of 076

the event arguments in these datasets are generic 077

and used across multiple events, with specific ar- 078

1https://catalog.ldc.upenn.edu/LDC2006T06
2https://tac.nist.gov/2017/KBP/
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穆里尼奥下课：热刺结束与名帅的短暂婚姻

[1] 当地时间周一，穆里尼奥被热刺解雇。在得知自己被解雇前，穆里尼奥像往常一样穿戴好装备准备开始训练。

On Monday local time, Mourinho was dismissed by Tottenham. Before learning about his dismissal, Mourinho, as usual, geared up and prepared to start training.

[2] 但他在办公室和俱乐部高层进行了长达两小时的交谈，最终确定了自己热刺执教生涯结束，热刺很快就在官方网站上宣布了这一消息。

But he had a two-hour conversation with the club's senior management in the office, which ultimately confirmed the end of his coaching career at Tottenham.
Tottenham quickly announced the news on their official website.

[3] 一波英超冲刺阶段的三轮不胜让58岁的穆里尼奥成为热刺历史长河中的过去式，白百合一纸公告宣布了穆里尼奥短暂的热刺执教生涯彻底结束。

A winless streak of three rounds in the Premier League sprint stage made the 58-year-old Mourinho a part of Tottenham's history. The Lilywhites announced the end
of Mourinho's brief coaching career at Tottenham with an official statement.

[4] 欧联杯的出局将穆里尼奥推向了风口浪尖，这意味着热刺获得下赛季欧冠资格仅剩理论可能，即便热刺闯进了联赛杯决赛，也无法弥补他们无缘前
四的天坑。

Being knocked out of the Europa League pushed Mourinho to the forefront of criticism, which means that Tottenham's chances of qualifying for the Champions
League next season are only theoretical. Even if Tottenham made it to the League Cup final, it could not make up for their failure to reach the top four.

[5] 此外，穆里尼奥总是和球员关系不睦，就连此前与他闹出矛盾的曼联中场球星博格巴近日也公开表达了这一观点。

Additionally, Mourinho always had poor relationships with players. Even Pogba, the Manchester United midfielder who previously had conflicts with him, recently
expressed this view publicly.

[6] 最终，热刺宣布了主教练穆里尼奥下课的消息，穆帅在执教热刺仅仅17个月之后，便黯然下课。

In the end, Tottenham announced the dismissal of coach Mourinho. After just 17 months of coaching Tottenham, Mourinho was let go.

Event Type: Resignation or Dismissal 
Event Arguments:

Date Resignee/Dismissed employee Age Reason Position Approver Organization Term Successor

Mourinho's Dismissal: Tottenham Ends Brief Marriage with the Renowned Coach

Figure 1: An example from DocEE-zh. Each document in DocEE-zh is annotated with event type and involved event
arguments. In the example, the document mainly describes a Resignation or Dismissal event which contains the
following arguments: Date, Age, Reason and Term and etc. We use different colors to distinguish event arguments.

guments tailored to particular event types being079

relatively scarce. For instance, in ChFinAnn, 60%080

of the arguments are general, and in DuEE-fin, this081

figure is 51%. This prevalence of generic argu-082

ments limits the ability of models to accurately083

capture the nuances of specific events, reducing the084

effectiveness of event extraction systems in iden-085

tifying and differentiating between unique event086

types. In summary, existing datasets for Chinese087

document-level EE fail in the following aspects:088

limited coverage of domains, and insufficient re-089

finement of argument types.090

In our paper, we introduce DocEE-zh, a fine-091

grained Chinese dataset for document-level event092

extraction. DocEE-zh focuses on the extraction093

of the main event, following a one-event-per-094

document approach. Figure 1 illustrates an example095

of DocEE-zh. Our contribution encompasses two096

key aspects: 1) High-interest event types: DocEE-097

zh has curated 59 event types derived from various098

news categories, encompassing domains such as099

politics, military, entertainment, sports, and others.100

2) Fine-grained event argument types: DocEE-zh101

incorporates a total of 344 argument types, person-102

alized event-specific arguments have been devised103

for each event type. In DocEE-zh, 86% of the event104

arguments are specific to individual events.105

2 Related Datasets 106

In recent years, the field of event extraction 107

has seen significant advancements, particularly 108

with the development of various datasets tailored 109

for both sentence-level and document-level tasks. 110

These datasets have been crucial in driving forward 111

research and enabling the development of more so- 112

phisticated models. In this section, we provide an 113

overview of the most prominent Chinese event ex- 114

traction datasets, highlighting their characteristics 115

and contributions to the field. 116

2.1 Sentence-level Event Extraction Dataset 117

Automatic Content Extraction (ACE2005-zh) con- 118

sists of 633 documents, covering 8 event types and 119

33 subtypes. This dataset has been a foundational 120

resource for sentence-level event extraction in Chi- 121

nese, enabling the development of various high- 122

performance models. LEVEN (Yao et al., 2022) 123

is a Chinese legal event detection dataset contain- 124

ing 108 event types, providing a comprehensive 125

resource for legal text analysis. Chinese Emer- 126

gency Corpus (CEC)3 focuses on sudden events 127

in Chinese, comprising 5 categories and 332 arti- 128

cles, which are essential for studying emergency 129

3https://github.com/shijiebei2009/CEC-Corpus
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InfoBox

Figure 2: An example of a Wikipedia event page. The infobox in the page is one of the sources for determining
event argument types.

response and management. DuEE (Li et al., 2020)130

consists of 19,640 events, divided into 65 event131

types and 121 argument roles, offering a wide range132

of event types and roles for detailed analysis. Based133

on these datasets, various superior models have134

been proposed to enhance sentence-level sentiment135

expression, achieving significant success (Orr et al.,136

2018; Tong et al., 2020; Lu et al., 2021).137

2.2 Document-level Event Extraction Dataset138

Most Chinese document-level event extraction139

tasks primarily focus on the financial domain, ex-140

emplified by ChFinAnn and DuEE-fin.141

ChFinAnn (Zheng et al., 2019) is a Chinese142

Financial Announcement dataset designed for143

document-level event extraction. It comprises 5144

event types: Company Earnings, Company Financ-145

ing, Company Changes, Company Investments,146

and Company Risks, annotated with 35 event argu-147

ments such as Company Name, Date, Amount, and148

Stakeholder. Constructed using distant supervision,149

ChFinAnn provides a substantial amount of train-150

ing data, but the reliance on automated annotation151

techniques may introduce noisier annotations.152

DuEE-fin (Han et al., 2022), curated by Baidu,153

is designed for document-level financial event ex-154

traction and includes 13 event types such as IPO,155

Mergers and Acquisitions, and Financial Reports.156

It is annotated with 92 event arguments, including157

Company Name, Date, Amount, and Legal Entity. 158

DuEE-fin is characterized by its high-quality man- 159

ual annotations. However, the dataset includes a 160

substantial number of general arguments (47 out 161

of 92), which can limit the model’s ability to ex- 162

tract fine-grained arguments specific to individual 163

events. 164

In summary, while ChFinAnn and DuEE-fin pro- 165

vide valuable resources for financial event extrac- 166

tion, their limitations lie in their narrow domain 167

focus and coarse-grained arguments. This high- 168

lights the need for datasets with broader domain 169

coverage and more fine-grained arguments to better 170

reflect real-world scenarios. 171

3 Constructing DocEE-zh 172

Our main goal is to construct a fine-grained Chi- 173

nese dataset to promote the development of event 174

extraction from the sentence level to the document 175

level. In the following sections, we will first in- 176

troduce how to build event schema, and then dis- 177

cuss how to collect candidate data and label them 178

through crowdsourcing. 179

3.1 Event Schema Construction 180

Referring to the construction method of event 181

schema in DocEE (Tong et al., 2022), we have 182

defined 59 event types based on the theory of 183

hard/soft news, comprising 31 hard news event 184
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earthquake

Date
Depth of the Epicenter
Affected Areas
Magnitude
Number of Aftershocks
Number of Evacuated People
Casualties
Number of Trapped People
Damaged Buildings
Economic Loss
Supporting Agencies
Temporary Shelters
Aid Supplies/Quantity

Satellite Launch

Date
Location
Launching Country
Launch Outcome
Spacecraft Name
Launch Vehicle
Spacecraft Mission
Mission Duration
Participating Astronauts
Development Department
Collaborating Agencies
Government Spokesperson

Strike

Start Date
End Date
Duration
Strikers
Targeted Institutions
Identity of Strikers
Striking Organization
Industry of Strike
Reason for Strike
Outcome of Strike
Economic Loss

Figure 3: Examples of event arguments in DocEE-zh for three event types: Earthquake, Satellite Launch, and
Strike. Each category lists specific arguments to capture comprehensive details about the events, ranging from basic
information like date and location to more detailed aspects such as economic loss and participating agencies.

types and 28 soft news event types. Hard news typ-185

ically includes topics that are timely, important, and186

serious, such as politics, economics, and disasters.187

In contrast, soft news covers more human-interest188

stories and entertainment, such as lifestyle, culture,189

and personal achievements. The complete list of190

event types is provided in the Appendix Table 5.191

This schema encompasses influential events of sig-192

nificant public concern, including but not limited193

to earthquakes, floods, and diplomatic summits,194

which cannot be effectively captured at the sentence195

level and require multi-sentence descriptions. This196

classification not only covers the primary event197

types found in news reporting but also accurately198

reflects the diversity and complexity of news con-199

tent. Consequently, it allows the model to adapt to200

a broader range of information extraction scenarios,201

facilitating users in accessing the event information202

they seek with greater ease.203

Defining event types is just the first step; assign-204

ing specific arguments to each type is crucial for205

constructing an effective event ontology. This in-206

volves identifying key characteristics such as date,207

location, and participants.208

We began by using Wikipedia infoboxes to iden-209

tify initial event arguments. As shown in the fig-210

ure 2, Wikipedia pages often include structured211

information in infoboxes, with key-value pairs like212

"Magnitude," "Date," "Depth," and "Max Inten-213

sity." We collected details from 20 Wikipedia event214

pages per event type and used automated parsing215

to create a preliminary list of arguments.216

Since Wikipedia may not cover all important217

arguments, we supplemented this with informa- 218

tion from authoritative news sources. We analyzed 219

20 reports per event type from sources like Xin- 220

hua News, and invited five journalism students to 221

identify additional arguments. These students sug- 222

gested critical details, such as "Tsunami Height" 223

for tsunami events, which might not be listed in 224

Wikipedia but are important for understanding the 225

event’s impact. 226

Finally, we consolidated and deduplicated the ar- 227

guments to ensure accuracy and conciseness. This 228

process resulted in 344 event arguments for the 229

59 event types, averaging 5.8 arguments per type. 230

These arguments cover basic information as well 231

as specific details like scale, impact, and causes, 232

providing a comprehensive event description. Fig- 233

ure 3 illustrates examples of three event arguments 234

in DocEE-zh. 235

3.2 Candidate Data Collection 236

In this study, to construct a high-quality Chinese 237

document-level event extraction dataset, we primar- 238

ily collected data for annotation from two sources: 239

Chinese Wikipedia and the NewsMiner system 240

(Hou et al., 2015). 241

Specifically, for the Chinese Wikipedia part, we 242

focused on historical events with Chinese entries, 243

such as the "Tangshan Earthquake" shown in Fig- 244

ure 2. These historical events usually have detailed 245

descriptions on Wikipedia, including core informa- 246

tion like event time, location, and impact, providing 247

us with a rich corpus of resources. 248

On the other hand, we selected news reports 249
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Datasets #isDocEvent #EvTyp. #ArgTyp. #Doc. #Tok. #Sent. #ArgInst.

ACE2005 % 33 35 599 290k 15,789 9,590
KBP2017 % 18 20 167 86k 4,839 10,929
ChFinAnn " 5 35 32,040 29,207k 629,338 289,871
DuEE-fin " 13 92 7,173 32,959k 684,700 56,806

DocEE-zh(ours) " 59 344 36,729 36,012k 817,085 216,496

Table 1: Statistics of EE datasets (isDocEvent: whether the event in the corpus at the document-level, EvTyp.: event
type, ArgTyp.: event argument type, Doc.: document, Sent.: sentence, ArgInst.: event arguments)

from the NewsMiner system, spanning from 2019250

to 2023, which were published by six major news251

websites: Tencent News, People’s Daily Online,252

Xinhua News Agency, Sina News, Global Times,253

and Sohu News. These reports cover a wide range254

of societal dynamics, including politics, economics,255

and culture, significantly enhancing the diversity256

and timeliness of the dataset.257

During the screening process, we adopted a high-258

frequency keyword retrieval strategy based on cate-259

gory names and the TF-IDF (Sparck Jones, 1972)260

algorithm. This method significantly improved the261

specificity and efficiency of the screening, enabling262

us to precisely identify reports related to events.263

Through this series of meticulously designed strate-264

gies, we collected approximately 60,000 Chinese265

articles in total, laying a solid foundation for con-266

structing a comprehensive event extraction dataset.267

3.3 Crowdsourced Annotation268

The crowdsourced annotation process comprises269

two stages: event classification and event argument270

extraction.271

3.3.1 Event Classification272

In the event classification stage, the focus is on273

precisely categorizing the core events within news274

reports. Core events are those prominently high-275

lighted in the news titles and primarily discussed276

throughout the article. This process aims to iden-277

tify and annotate the key news events most likely278

to attract user attention, ensuring that the annotated279

dataset is directly relevant to the interests of news280

consumers.281

The annotation process is designed to ensure282

accuracy and consistency, implemented through283

the following steps:284

Pre-annotation Phase In this initial phase, 100285

selected news articles are pre-annotated to estab-286

lish a high-quality annotation standard. This step287

helps train and calibrate annotators’ understanding 288

and application of event classification, providing 289

a reference benchmark for subsequent annotation 290

work. 291

Annotator Selection Based on the pre- 292

annotation results, annotators with an accuracy 293

rate below 70% are eliminated. This selection 294

mechanism ensures that those participating in the 295

final annotation work possess sufficient quality and 296

capability, thereby enhancing the overall accuracy 297

and reliability of the dataset. 298

Dual Annotation and Review Mechanism The 299

remaining 48 annotators annotate each news article 300

in pairs. When the classification results of the two 301

annotators differ, a review mechanism is initiated, 302

involving a third annotator to adjudicate and de- 303

termine the final event classification for that news 304

article. This mechanism effectively reduces the 305

impact of subjective judgment differences, improv- 306

ing the consistency and accuracy of the annotation 307

results. 308

"Other" Category For news that does not fit 309

into any predefined categories, they are classified 310

as "Other." This approach provides a flexible clas- 311

sification option, ensuring that all news events are 312

appropriately annotated without forcing them into 313

unsuitable categories, maintaining the overall qual- 314

ity and consistency of the dataset. 315

Through this annotation process, we have effec- 316

tively achieved precise and consistent classification 317

of core events in the news. 318

3.3.2 Event Argument Extraction 319

In the event argument extraction stage, we gathered 320

90 annotators to accurately extract key event in- 321

formation from complete news articles. To ensure 322

the successful execution of this task, we adopted a 323

strategy combining initial annotation and multiple 324
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iterative revisions. Initially, all articles underwent325

a round of basic annotation. Based on these initial326

results, common issues were summarized, and a327

detailed annotation guide was developed, followed328

by targeted training for the annotators.329

Subsequently, the project entered the iterative330

revision stage, where each article was reviewed in331

three rounds, with each round handled by different332

annotators to ensure that each article was reviewed333

by at least three annotators. After each round, the334

identified issues were fed back to the annotation335

team to make corresponding adjustments in the336

subsequent annotations.337

Through this continuous iterative revision pro-338

cess, the annotation accuracy significantly im-339

proved from an initial 56.24% to 76.83%, even-340

tually reaching 85.96%. This improvement process341

demonstrates the effectiveness of the adopted meth-342

ods in enhancing annotation quality.343

During the event argument annotation, to ensure344

the completeness of the work, if an event argument345

is mentioned multiple times in the document, all346

mentions are recorded. For example, as shown347

in Figure 1, the "Reason" event argument is men-348

tioned through "exit from the Europa League" and349

"tumultuous rapport with several squad members",350

both of which are included in the annotation task.351

3.3.3 Annotation Quality Analysis352

Following the studies of Artstein and Poesio (2008)353

and McHugh (2012), we used Cohen’s kappa co-354

efficient to measure the inter-annotator agreement355

(IAA) for assessing annotation data consistency.356

In the event classification stage, the kappa value357

reached 93%, while in the event argument extrac-358

tion stage, it was 82%. These high kappa values359

indicate significant consistency among annotators,360

ensuring the high reliability of the entire dataset.361

Additionally, the annotation cost was controlled362

within 2 RMB per data entry.363

4 Data Analysis of DocEE-zh364

In this section, we conduct a comprehensive analy-365

sis of DocEE-zh to provide a deep understanding366

of the dataset and the task of document-level event367

extraction.368

Overall Statistics DocEE-zh contains annota-369

tions for 36,729 document-level events and 216,496370

event arguments, averaging 5.9 arguments per doc-371

ument. Notably, the event type Awards ceremony372

exhibits the highest average number of event argu-373

sport competition
3616

Organization Fine
3436

Fire
2553

Appoint or Inauguration
2251Resignation or Dismissal

1933

Arrest
1758

Investigate
1501

Riot
1281

New achievements in 
aerospace

1217

Death
1155

Government Policy Changes
967

Mass Poisoning
893

Sign Agreement
877

Earthqueakes
849

Road Crash
831

Figure 4: Top 15 event types in DocEE-zh.

ments per document at 11.6, while the Financial 374

Crisis event type shows the lowest at 3.3. 375

The average document length in our dataset is 376

1005 characters, encompassing an average of 23.36 377

sentences per document. This highlights the sub- 378

stantial amount of information available for analy- 379

sis. Each document is dedicated to a single event, 380

focusing on the core event described in the news. 381

Given the high volume of daily news, our goal is 382

to extract the most impactful events of interest to 383

users. This approach facilitates more focused and 384

efficient subsequent tasks such as event fusion and 385

event reasoning. 386

Table 1 presents a comparison of DocEE-zh with 387

several representative event extraction datasets, in- 388

cluding the sentence-level ACE2005 and KBP2017 389

datasets, as well as the Chinese document-level 390

ChFinAnn and DuEE-fin datasets. As shown in 391

Table 1, DocEE-zh outperforms other datasets in 392

several aspects. It includes the highest number of 393

event types (59) and event argument types (344), of- 394

fering more detailed and diverse event annotations. 395

The dataset also contains the largest number of doc- 396

uments (36,729) and tokens (36,012k), indicating a 397

rich source of textual information. The number of 398

sentences (817,085) and event arguments (216,496) 399

further highlight the extensive coverage and gran- 400

ularity of our dataset. Compared to ChFinAnn 401

and DuEE-fin, which are focused on the financial 402

domain, DocEE-zh provides a broader domain cov- 403

erage, making it more versatile for various event 404

extraction tasks. 405

Event Type Statistics Figure 4 illustrates the 406

distribution of the top 15 most common event 407

types in DocEE-zh, representing the highest fre- 408

quency of occurrences. These event types in- 409
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clude categories such as sports competitions410

(9.8%), organization fines (9.4%), fires (6.9%),411

appointments/inaugurations (6.1%), and resigna-412

tions/dismissals (5.3%), among others. Our anno-413

tated data exhibits a long-tail distribution typical of414

real-world datasets, where class distributions are415

often uneven. Notably, event types with over 500416

instances constitute 36.2%, while those with over417

200 instances represent 79.3%. Further details418

can be found in the Appendix.419

Event Arguments Statistics We initially ana-420

lyzed the event argument types in DocEE-zh, find-421

ing that 86% of arguments are specific to particu-422

lar events, highlighting the fine-grained nature of423

our annotations. From a random sample of 1000424

DocEE-zh documents, we examined 4072 event425

arguments. Frequency analysis revealed that 84.6%426

of arguments are mentioned only once, posing a427

challenge for model recall. Arguments were further428

categorized by mention length: 76.9% are under429

10 characters (mainly named entities), 16.5% are430

under 20 characters, and 6.6% exceed 20 charac-431

ters, often involving complex information such as432

accident causes or investigation results.433

Overall, we identified 344 unique event argu-434

ment types, of which 49 are shared across multiple435

events, accounting for only 14.2%. This low per-436

centage of shared arguments underscores the fine-437

grained and diverse nature of our dataset. Events438

typically span an average of 7.1 sentences, present-439

ing a significant challenge for models to extract440

information accurately across multiple sentences.441

5 Experiments on DocEE-zh442

In this section, we elucidate the challenges posed443

by DocEE-zh through comprehensive experimen-444

tation employing state-of-the-art models. We com-445

mence by delineating the experimental setup, fol-446

lowed by conducting experiments on event classifi-447

cation and event argument extraction tasks. Finally,448

we discuss the implications of our findings and sug-449

gest potential directions for future development in450

Chinese document-level event extraction.451

Experiment Settings We partitioned the data452

into training (80%), validation (10%), and test453

(10%) sets. For transformer-based methods, we454

utilized the base version of pretrained models with455

a learning rate of 2e-5, batch size of 32, and max-456

imum document length of 512. Additionally, ex-457

periments with GPT-4 adopted a zero-shot learning458

approach, involving randomly sampling 10 sam- 459

ples for each event type, totaling 590 events, to 460

form a separate test set. Appendix Table 6 demon- 461

strates the zero-shot experimental methodology of 462

GPT-4. 463

The results from GPT-4, being a generative 464

model, mean that the generated event arguments 465

might not always match the descriptions in the text 466

exactly, yet they can be semantically correct. We 467

attempted to validate GPT-4’s performance using 468

exact matching, but this did not fully reflect the 469

model’s capabilities. Therefore, given the limita- 470

tions of exact matching, we resorted to manual 471

evaluation to more accurately and objectively as- 472

sess the capabilities of the GPT-4 model. However, 473

because the manual evaluation was based on se- 474

mantic correctness, this somewhat broad standard 475

might have led to seemingly inflated results for 476

GPT-4. 477

5.1 Event Classification 478

Task Definition Assign a predefined event type 479

label to a document. The output is a single event 480

type label. 481

Baselines We employ various baseline methods: 482

1) TextCNN (Kim, 2014) utilizes CNN kernel sizes 483

for text classification. 2) BERT (Devlin et al., 484

2019) utilizes unsupervised objectives like Masked 485

Language Model and Next Sentence Prediction. 486

3) RoBERTa (Liu et al., 2019) extends BERT 487

with larger training batches and learning rates. 4) 488

ERNIE 3.0 (Sun et al., 2021) is pretrained on a 489

4TB corpus, focusing on language understanding. 490

5) GPT-4 (OpenAI, 2023) is a multimodal model 491

processing both image and text inputs. Evaluation 492

metrics include Precision, Recall, and Macro-F1 493

score following (Kowsari et al., 2019). 494

Method Precision Recall F1
TextCNN 88.15 82.32 83.40
BERT 89.60 87.21 87.78
RoBERTa 91.75 87.88 89.16
ERNIE 3.0 91.88 87.68 88.71
GPT-4 67.19 71.07 66.39

Table 2: Overall Performance on Event Classification.

Overall Performance Table 2 shows experimen- 495

tal results for event classification, highlighting: 496

1) Transformer-based models (BERT, RoBERTa, 497

ERNIE 3.0) outperform TextCNN, benefiting from 498
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pretraining on large-scale unlabeled corpora and499

possessing extensive background semantic knowl-500

edge. 2) GPT-4 scores lower than supervised mod-501

els, possibly due to the presence of many similar502

event types in the data, demanding strong identifi-503

cation of primary event features, posing a challenge504

for GPT-4 without specialized fine-tuning.505

5.2 Event Argument Extraction506

Task Definition Given a document with an iden-507

tified primary event and its relevant argument types,508

extract the event arguments such as date, location,509

and participants. The output is a set of extracted510

arguments.511

Baselines We introduce the following main-512

stream baselines for evaluation: 1) BERT_Seq513

(one of the baselines in Du and Cardie (2020a))514

utilizes the pre-trained BERT model to sequentially515

label words in the article. 2) MG-Reader (Du and516

Cardie, 2020a) proposes a novel multi-fine-grained517

reader to dynamically aggregate information at518

the sentence and paragraph levels. 3) BERT_QA519

(Du and Cardie, 2020b) queries the article for520

answers using the argument type as a question.521

4) Doc2EDAG (Zheng et al., 2019) generates an522

entity-based directed acyclic graph for document-523

level event extraction. 5) PTPCG (Zhu et al., 2021)524

proposes a pseudo-trigger-aware pruned complete525

graph approach for efficient document-level event526

extraction. 6) ProcNet (Wang et al., 2023) uti-527

lizes procedural generation techniques to dynam-528

ically create event extraction templates by captur-529

ing global event information. 7) ReDEE (Liang530

et al., 2022) introduces a customized transformer531

for capturing multi-scale, multi-quantity parame-532

ter relationships. 8) PAIE (Ma et al., 2022), a533

generation-based model, employs prompt-based534

learning to enhance argument extraction by leverag-535

ing pre-trained language models. 9) GPT-4 (Ope-536

nAI, 2023), a large language model, excels in con-537

textual understanding and reasoning capabilities.538

Overall Performance As shown in Table 3, a va-539

riety of models, including traditional transformer-540

based ones like BERT_Seq, MG-Reader, and541

BERT_QA, as well as advanced models such as542

Doc2EDAG, PTPCG, ProcNet, and ReDEE, and543

generative models like PAIE, demonstrate diverse544

levels of effectiveness on the DocEE-zh dataset.545

However, the overall performance of these mod-546

els still falls short of expectations. This shortfall547

is largely due to the complex and diverse event548

Method Precision Recall F1
BERT_Seq 42.32 41.76 42.04
MG-Reader 40.43 46.36 43.19
BERT_QA 41.46 48.47 44.69
Doc2EDAG 49.45 31.06 38.15
PTPCG 46.49 35.93 40.53
ProcNet 53.64 40.08 45.88
ReDEE 53.23 34.38 41.78
PAIE 48.33 39.17 43.27
GPT-4 58.54 83.60 68.86

Table 3: Overall Performance on Event Argument Ex-
traction.

types in DocEE-zh, which demand nuanced pro- 549

cessing capabilities. Two primary challenges im- 550

pede model performance: catastrophic forgetting, 551

where models lose previously learned information 552

upon acquiring new data, and a lack of deep seman- 553

tic understanding necessary for accurately parsing 554

and classifying intricate event arguments. These 555

limitations are critical barriers that prevent the mod- 556

els from fully capturing the complexities of the 557

DocEE-zh dataset. 558

GPT-4 significantly outperforms all other models 559

with an F1 score of 68.86%. This remarkable per- 560

formance is attributed to its exceptional contextual 561

understanding and reasoning capabilities. However, 562

it’s important to note that the high F1 score, result- 563

ing from manual evaluations emphasizing semantic 564

correctness, may inflate the results. 565

In conclusion, while GPT-4 demonstrates rela- 566

tively superior performance on DocEE-zh, the ex- 567

perimental results indicate that Chinese document- 568

level event extraction remains an unresolved chal- 569

lenge. Future research should focus on refining 570

evaluation techniques, enhancing the accuracy of 571

large language models in extracting exact matches, 572

and improving model robustness to address the 573

diversity and complexity of event arguments in 574

datasets like DocEE-zh. 575

6 Conclusion 576

In this paper, we propose DocEE-zh, a document- 577

level event extraction dataset, to foster the devel- 578

opment of Chinese document-level event extrac- 579

tion. DocEE-zh contains over 36,000+ events 580

and 210,000+ arguments, and includes more fine- 581

grained event arguments. Experiments demonstrate 582

that Chinese document-level event extraction re- 583

mains an open problem. 584
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Limitations585

Our dataset design focuses on having each docu-586

ment contain only a single event, with the goal of587

highlighting the core events reported in news ar-588

ticles. Given the high volume of daily news, our589

objective is to extract the most impactful events that590

are of significant interest to users. This approach591

facilitates more focused and efficient subsequent592

tasks, such as event fusion and event reasoning.593

However, this design choice has certain limitations.594

It may not fully align with scenarios where multiple595

events occur within a single document. If the goal596

is to extract all events from a document, our current597

approach may not capture the full complexity and598

richness of such documents. Consequently, this599

could limit the dataset’s applicability for training600

models that need to extract multiple events from a601

single document. In summary, while our single-602

event-per-document design enhances the clarity603

and precision of event annotations and supports604

efficient event-focused tasks, it may also introduce605

limitations in handling documents with multiple606

events. Future work could explore incorporating607

our fine-grained event schema into multi-event an-608

notation tasks to address these limitations and fur-609

ther improve the versatility and robustness of event610

extraction models.611

With the emergence of large language models,612

there is growing interest in leveraging them for613

event extraction tasks. However, extractive anno-614

tation methods may impact the evaluation of these615

models. As illustrated in Table 4, the news article616

does not explicitly state the event date, yet the large617

language model can correctly infer the event date618

from other contextual dates. Although this infer-619

ence is accurate, our extractive annotation method620

fails to capture answers that are non-contiguous621

or require inferential reasoning from the original622

text. Consequently, this limitation may hinder the623

objective assessment of large language models’ per-624

formance. Future research should address this limi-625

tation by developing more robust evaluation meth-626

ods that account for inferential capabilities, thereby627

advancing the field of event extraction.628
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Inferred Hidden Information

News: According to Overseas Network on April 25, citing the UK "Mirror" on the 24th, a recent protest
march in London against the lockdown turned violent. Several police officers were injured during clashes
with the protesters, with head injuries and bleeding. ... Three people were arrested for allegedly assaulting
the police.
Event Type: Protest or Online Condemnation Event Argument: Date
Annotated Answer: 24th GPT-4 Answer: April 24

Table 4: An example of event extraction by GPT-4, where the LLM correctly infers the event date based on the
mentioned date in the text, providing complete event argument information.
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Event Type Event Subtype

Economic Event Organization merger, economic assistance, organization establishment
economic crisis, organization penalty, organization bankruptcy

Diplomatic Event Joining organization, signing agreement, diplomatic visit
withdrawing from organization, tearing up agreement
diplomatic negotiations

Political Event Government policy change, taking office, election, resignation

Natural Disaster Earthquake, fire, snowstorm, tsunami, famine, drought
Flood, pest disaster, volcanic eruption, mudslide

Human-induced Disaster Bank robbery, air crash, vehicle accident, mass poisoning
gas explosion, Train collision, shipwreck, mine collapse

Violent Conflict Event Military exercise, protest activity, strike, political turmoil
armed conflict, riot

Public Health Event Disease outbreak, environmental pollution

Science and Technology Event Record-breaking, archaeological discovery, solar eclipse
lunar eclipse, satellite launch

Public Figure Event Death event, lawsuit event, recovery event, marriage event
investigation event, Divorce event, speech event, sentencing event
trial event, illness event, release event

Sports and Entertainment Event Award ceremony, sports competition

Table 5: Event type of DocEE-zh

Task Prompt

Event classification Known event type list: [’type1’, ’type2’, ’type3’, ...]
Given the text: "XXXXX..."
Q: What is the core type of event in this text?

Event Argument Extraction Given the text: "XXXXXX..."
This text primarily describes the "XXX" event, and the corresponding
list of argument roles for the "XXX" event includes: [’Arg1’, ’Arg2’,
’Arg3’,...].
Based on the provided argument roles, please extract the event arguments
and output them in JSON format.

Table 6: Prompt for GPT-4 on Event Extraction
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