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Abstract

Targeted maximum likelihood estimation (TMLE) is a widely used debiasing al-
gorithm for plug-in estimation. While its statistical guarantees, such as double
robustness and asymptotic efficiency, are well-studied, the convergence properties
of TMLE as an iterative optimization scheme have remained underexplored. To
bridge this gap, we study TMLE’s iterative updates through an optimization-theoretic
lens, establishing global convergence under standard assumptions and regularity
conditions. We begin by providing the first complete characterization of different
stopping criteria and their relationship to convergence in TMLE. Next, we provide
geometric insights. We show that each submodel induces a smooth, non-self-
intersecting path (homotopy) through the probability simplex. We then analyze
the solution space of the estimating equation and loss landscape. We show that all
valid solutions form a submanifold of the statistical model, with the difference in
dimension (i.e., codimension) exactly matching the dimension of the target parame-
ter. Building on these geometric insights, we deliver the first strict proof of TMLE’s
convergence from an optimization viewpoint, as well as explicit sufficient criteria
under which TMLE terminates in a single update. As a by-product, we discover an
unidentified overshooting phenomenon wherein the algorithm can surpass feasible
roots to the estimating equation along a homotopy path, highlighting a promising
avenue for designing enhanced debias algorithms.

1 Introduction

Plug-in estimation, the approach of first estimating the data-generating distribution and then eval-
uating the target parameter on this estimate, is a natural strategy for estimating quantities such as
quantiles, variance, average treatment effects (ATEs), and feature importance measures [ 1, 2]. Despite
widespread use, these estimators often suffer from biases arising from the nonlinearity of parameter
mappings, the finite-sample variability inherent to empirical distributions, or model misspecification,
which can lead to unreliable inference in high-dimensional or complex settings [3, 4].

To address these limitations, Targeted Maximum Likelihood Estimation (TMLE) [5] offers a principled
framework for constructing data-adaptive estimators by combining machine-learning (ML)-based
initial estimates with targeted bias correction. At each step, TMLE updates the current distribution
estimate along a fluctuation direction to reduce bias for the target parameter, achieving the desired
double robustness and asymptotic efficiency under mild regularity conditions [0, 7]. These strengths
have driven its adoption across areas including semi-supervised learning [8, 9], personalized medicine
[10, 11], algorithmic fairness [12, 13], and off-policy evaluation [14], equipping practitioners with
estimators that are both flexible and theoretically grounded.

While TMLE’s asymptotic properties (e.g., double robustness and semi-parametric efficiency) are
well-established [16], its finite-sample behavior as an optimization procedure remains underex-
plored. Current theory often treats iterative updates as implementation details for solving estimating

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



equations [16, 17]. While asymptotic guarantees depend on algorithmic convergence, this con-
vergence is typically assumed, except in a few cases with known one- or two-step convergence
(e.g., [42, 44]). However, most target parameters lack such one-step guarantees, making algorithmic
convergence not just an implementation concern but a fundamental determinant of TMLE’s debiasing
performance. This gap is especially critical in finite-sample settings like healthcare [18, 19], where
asymptotic guarantees offer no guidance for choosing convergence criteria, iteration limits, and tuning
parameters. Without optimization-theoretic foundations, implementations remain ad-hoc [20, 21],
risking reproducibility and silently degrading estimator quality.

We address this by analyzing TMLE’s iterative trajectory and convergence through an optimization-
theoretic lens. Unlike asymptotic efficiency results, our framework provides actionable insights
for practical implementation. Conceptually, the convergence analysis of TMLE shares high-level
similarities with that of expectation-maximization (EM) algorithms [22], both involving iterative
schemes designed to optimize complex objective functions via tractable subproblems using alternat-
ing optimization frameworks. However, TMLE'’s influence-function (IF)-driven fluctuations within
probability simplex-embedded homotopies pose unique challenges absent in classical EM literature
[23, 24]. These technical differences necessitate tailored convergence analyses that differ significantly
from those in EM. While recent works have explored optimization aspects for specific problems, e.g.,
causal effect estimation in exponential families [25] and off-policy evaluation with regularization
[14], their scope remains limited to these special settings and does not apply to the general template.

Our contributions In this paper, we address a longstanding gap in the theoretical understanding of
TMLE by recasting it as an explicit iterative optimization scheme. Our contributions are fourfold:

* Geometric Insights. We establish formal connections between different stopping criteria and
the resulting algorithm convergence behavior (Theorem 1). Next, we show that each submodel
induces a smooth homotopy mapping (or path), embedding each fluctuation into the probability
simplex without self-intersection (Theorem 2), precluding cyclic or oscillatory behavior in TMLE.
We demonstrate that the set of distributions satisfying the estimating-equation forms a smooth
submanifold of the statistical model, whose codimension coincides exactly with the dimensionality
of the target parameter (Theorem 3). This structural perspective reveals that TMLE iterates traverse
a low-dimensional manifold within the ambient probability space, explaining their effectiveness in
navigating a complex landscape with irregular likelihood surfaces (Theorem 3).

* Convergence Guarantee. We provide the first rigorous proof of TMLE’s global convergence under
mild regularity conditions (Theorem 4). Although this result is asymptotic, requiring an infinite
number of iterations, it confirms long-standing empirical observations of TMLE’s convergence
behavior. Further, we derive explicit sufficient conditions under which TMLE terminates after a
single update (Theorem 5). These conditions, based on the initial estimator and IF structure, offer
verifiable criteria for simplified TMLE implementations.

* Overshoot Behavior. Our analysis reveals an unrecognized overshooting phenomenon, where
TMLE may bypass feasible roots along the homotopy path (Theorem 6), potentially affecting finite-
sample performance. This insight motivates safeguard strategies such as step-size control or root
tracking that retain asymptotic guarantees while improving runtime and stability.

* Interdisciplinary Impact. By casting TMLE as an optimization procedure, we bridge statistical
estimation with modern optimization theory. Conventional analyses of parametric optimizer using
convexity typically require the submodel objective to be strictly (or strongly) convex. In contrast,
our analyses based on non-intersection do not require such assumptions and thus hold under broader
settings. This perspective enables reinterpretations of influence functions via tools like mirror
descent, and suggests integrating adaptive acceleration or regularization paths into TMLE, potentially
leading to new, theoretically grounded algorithms.

2 Preliminaries on Plug-in Estimation

This section introduces notation, reviews plug-in estimation, plug-in bias, and the influence function.
Readers familiar with these concepts may skip ahead. Given the dataset {O1,...,0,} consists
of n independent and identically distributed (i.i.d.) observations of a random variable o (e.g., an
experimental unit) that fits an unknown true distribution P, with sample space 0. Our goal is to
efficiently estimate a d-dimensional target parameter representing some statistical feature of interest
(e.g., population mean and average treatment effect).



Notation Let P be a probability distribution with density p. Abusing the notation, we use P
and p interchangeably to denote the probability measure. We let IP,, denote the empirical measure
(Definition A.5), and P, f := L 3" | f(O;). Let LE(P) denote the space of mean-zero, finite-
variance functions with respect to the distribution P, i.e., L3(P) := {h : O — R : Eph(0)? <
o0, Eph(o) = 0}, where o is a generic random variable drawn from distribution P. We use a < b
to denote that there exists a constant C' such that a < Cb. Let D be the Fréchet derivative, and we
abbreviate p,, (0) as p,, when no ambiguity arises. We use C7 to denote the class of mappings that are
j-times continuously differentiable. A complete notation table is included in Appendix A.

Plug-in estimation We consider nonparametric estimation,' where the model class M contains all
candidate distributions for Py on a o-finite measurable space (2, 7, v/), where each element P € M
admits a Radon-Nikodym density p = dP/dv with respect to a dominating measure v, satisfying
p > O v-ae. and fﬂ pdv = 1. To ease the derivation, we work with the density p of P with respect to
a fixed dominating measure. The equivalent definitions in this section can be stated directly in terms
of P, which is more common in the literature. We assume p is uniformly bounded:”

Assumption 1 (Uniform Boundedness). There exists a C, < 00 s.1. ||p||re < Coo, VD € M.

The target parameter functional ¥ : M — R? then maps each candidate distribution to a correspond-
ing feature of interest (e.g., for d = 1, p — Ep[o]). The plug-in estimator O = ¥(p,,) is obtained
by applying ¥ to an empirical estimate p,, € M of the unknown pg. Let ¢og = ¥(pg) be the true
value of our target parameter.

Plug-in Bias and Influence Function While plug-in estimators are often consistent under regularity
conditions, they typically fail to achieve asymptotic linearity (Definition A.6)* due to bias inherited
from the initial estimate p,,* and the potential nonlinearity of ¥. Even if p,, is consistent at the
parametric rate, when VU is nonlinear in p, estimation errors in p,, can propagate nonlinearly through
U, introducing bias that invalidates a \/n-linear expansion. As a result, plug-in estimators typically
require bias correction to attain asymptotic linearity and efficiency.

A key tool for formalizing this limitation is the influence function, which quantifies how sensitive
the target parameter W is to small perturbations of the underlying distribution P. When M is
nonparametric, the IF of the target parameter ¥ at a distribution P, D, (p)(+) : O — R € LE(P) is
unique. We formally introduce the influence function in Appendix A.4, Definition A.9.

To establish the asymptotic behavior of zlAJn can then be analyzed through a von Mises expansion.
Let U be pathwise differentiable (Definition A.8), and consider the perturbation path defined in

Eq. (A.14) with P = P, and @ = F,. Let F} be absolutely continuous with respect to P,,, and
dPy/dP,, € L%(P,). The estimation error in 1, can be decomposed into the following [26, 27]:

Y — o = Panp(Po) - Pani(ﬁn) + (Pn - P())[Dfp(ﬁn) - DE(PO)] + Rz(ﬁmpo) , (D

plug-in bias empirical process term second-order remainder

where Ra (P, po) is the second-order remainder in the difference between p,, and py. The expansion
in Eq. (1) resembles Definition A.6. While standard regularity conditions (e.g., Donsker class
requirements and rate constraints on ||]3n — Py||) suffice to ensure the empirical process term and
the second-order remainder are o, (1/4/n),” the first-order plug-in bias term typically remains
non-negligible without correction.

'We analyze TMLE convergence in nonparametric models, revealing how target smoothness interacts with
estimator complexity. Results extend to semi-parametric cases via subspace projections.

2This is commonly assumed in prior works to obtain statistical guarantees [5].

3 Asymptotic linearity ensures y/n-rate convergence to a normal distribution, with an asymptotic variance
determined by the influence function, thereby facilitating efficient estimation and valid statistical inference.

“For example, p,, may not be consistent at the parametric rate, especially when estimated via neural networks.

SWe refer readers to Van Der Laan and Rubin [5] and Cho et al. [27] for detailed assumptions.



3 Warm-up: TMLE Template

To correct the plug-in bias term, TMLE finds the solution p}, that solves the score equation

P D\II pn - ZD\I/ pn / D\I/ pn)( )pndl/( ) 0 (2)

by iterative refining the initial estimate p,,.° We express this via sample space integration to connect
with optimization-theoretic analysis.

Abusing the notation, let p% be the k-th iteration of TMLE. At a high-level, after obtaining a “sufficiently
good” initial j,, (e.g., via ML), TMLE selects a parametric submodel {p(¢)}ccr C M (Definition 2)’
guided by the IF to maximize sensitivity to the target parameter ¥ at p,,. It then updates p,, by fitting
¢ along this submodel (typically via minimizing a loss function) to obtain an updated estimate p.. .
This procedure is repeated until no further improvement (i.e., no nonzero €) can be found (if achieved).
A pseudo-code of TMLE is provided in Algorithm 1. If TMLE terminates after k iterations, the final
estimate P” achieves asymptotic efficiency under standard regularity conditions. However, the actual
convergence behavior of this iterative procedure remains unestablished.

Definition 1 (TMLE Loss). Define the THLE loss function L : M — (O — Rx) such that

Do € arg min/QL(p)po(o)dz/(o). 3)

p

Similar to classical maximum likelihood estimation, we use a loss function L(-) such that the mapping
(3) is minimized at the true density po. E.g., one may use the negative log-likelihood, L(p) := — log p.

Definition 2 (Fluctuation Submodel). Let R denote an open subset of R:. We define a family of
Sluctuation submodel {p(€) : € € R} (a.k.a. parametric working model) that follows (i) {p(e€) : €} C
M; (ii) the submodel through p at € = 0, (iii) a linear combination of the components of “score”
dL(p(e))/de at € = O recovers the IF (cf. Definition 3).

R denotes the set of e values for which p¥ (¢) is a proper density. Common parametric submodels
include linear (Example 1) and exponential (Example 2).

Example 1 (Linear Reparameterization). For € € R, the instances of additive perturbation include

Ph(e) = (14 €7 Dy (pn)) pr- @)
Example 2 (Exponential Family). For € € R, the instances of exponential tilting include
() £ Cle,p)y) exp(e’ Dy (},)) prs (5)
. -1
pr(e) & C'(e,pn) {1 +exp(=2¢ Dy (p)) ) phs 6)

for C(e, pk), C'(e, pk) be normalizing constants (defined in Definition B.10).

Definition 3 (Relaxed Score Condition). Let A be a constant matrix with ||A|| < co. TMLE requires
that every parametric submodel has a sufficient statistic equal to the IFE, i.e.,

dL(p(e))(0) =A-Dy(p)(o)

1 for all possible values o € O. @)
€

e=0

Definition 3 imposes the statistical connections between the loss and the IF in TMLE. Additionally, we
make the following mild regularity assumption, ensuring that the solution of Algorithm 1 is achieved
in the interior of M:

Assumption 2 (van der Laan et al. [6]). Let M be a sufficiently rich model class such that the iterated
model is locally saturated. Under this condition, the minimization invoked in line 3 of Algorithm 1
admits its solution strictly within the interior of M.

®In Eq. (2), we adopt an equivalent integral representation to facilitate the convergence analysis.
"We follow the common TMLE convention of using p for both submodels and probabilities, where no
ambiguity arises.



Algorithm 1 Targeted Maximum Likelihood Estimator (TMLE)

Input: Data {O;};_,, canonical gradient D}, (p) of the interested functional ¥, initial estimator p.
1: k < 0, initialize €9 # 0.
2: while ¢* £ 0 do

5 ek argming e [ L0A)O, ()

pEtt pk(ek), k<« k+1 \\iterative debiasing
end while
s ph e phTl b, < W(pE)  \\ plug-in estimation

Qutput: Targeted estimator 1, .

AN AN

4 Main Results

This section presents our main theoretical results, framing TMLE through an optimization lens for a
pathwise differentiable target parameter (Definition A.8). Throughout, we assume that the standard
regularity conditions (Assumptions 1, 2) as well as our mild assumptions (Assumptions 3, 4, 5) hold
globally unless explicitly stated otherwise.

Assumption 3 (Smooth Link). Let the link function f: Lo(v) — Lo(v) be C2 smooth. We
assume that pk(e) admits the representation pk(e) £ f(e" D% (pk)) where f(-) is injec-
tive on its effective domain, namely the linear span of the components of Dy,.

Assumption 3 ensures that the perturbation parameter € and the IF D}, (-) always appear jointly in the
form €' D}, (-). Meanwhile, the injectivity imposed on the mapping f is typically mild in practice
and readily satisfied by virtually all mainstream submodels such as those defined in Examples | and
2. A formal justification of this injectivity condition is provided in Appendix D.1.

Assumption 4 (Differentiability and Lipschitz-in-path). The mappings € — p(€) and ¢ — L(e)
are of class C* and C? in €, respectively. The mappings p — L(p) and p — D}, (p) are twice
continuously Fréchet-differentiable. And for k € 7", €1, €2 € R, and p1,p2 € M we have

|L(pk (1)) — L(P]Z(ez))||p(,,) S e —eally s
IL (p1) = L (P2)ll 20y S [IP1 = P2ll12() 5 (8)
D% (05 (1)) = D (1 (€2)) | 2,y S ller — el -

Assumption 5 (Metric-subregularity of Gradient). There exists a neighborhood of origin s.t.
fork € Z and all €1, €3 in that neighborhood, with V L(+) evaluated at o <+ O;, we have

ler — €ally S || VeL(ph (1)) — VL(ph (e2))]|, S ller — el - ©)

Assumption 4 is a standard and widely adopted assumption within the optimization literature. Like-
wise, Assumption 5 is notably mild within the context of TMLE optimization. E.g., one can trivially
verify that the log-likelihood under an exponential tilt naturally satisfies (9). Further, the second
inequality in (9) is essentially inherited from the vanilla TMLE literature (albeit expressed differently).

4.1 What do we really mean when we talk about ‘convergence’?

In TMLE practice, we observe that iterative stopping ("convergence") criteria are often applied incon-
sistently. To maintain theoretical rigor, we explicitly define TMLE convergence as the convergence in
probability of the iterates to a deterministic limiting distribution in M. While previous studies like
[5, 6] have shown that the convergence implies solving (2), we generalize this result to Theorem 1.

Theorem 1 (Stopping Condition Equivalence). The condition limy,_, o, €& = 0 is both necessary
and sufficient for the convergence of Algorithm 1. If Algorithm I does converge, then the iterates
{pﬁ}kzo admit a limit limy,_, o pF ~~ p where p?, lies on the solution manifold of (2).



Theorem 1 rigorously characterizes and clarifies the ~ .

underlying relationships among several commonly em- lim e — 0
ployed stopping conditions, visually illustrating these Convergence fan =
connections in Figure 1. Theorem 1 serves as an essential

foundation for our subsequent optimization studies. It is

also worth noting that convergence of TMLE is a sufficient

but not necessary condition for solving the Estimating

Equation (2), which implies the potential occurrence of / D (p)pudy =0
overshooting phenomena during algorithmic iterations o LA

(as discussed later in Section 4.4).

Figure 1: Ilustration of Thm. 1.
4.2 Global convergence

The state-of-the-art convergence result regarding Algorithm 1 is currently represented by Lemma 1.
Lemma 1. In Algorithm I, the sequence of empirical risks { /. o L(pk) pndu} ,, converges as k ~~ oo.

Proof. See Section 3 in Van Der Laan and Rubin [5] for a detailed proof. O

However, it is a common consensus within the optimization community that convergence of the
empirical loss alone does not necessarily imply convergence of the iterates themselves. This issue
becomes even more challenging in a semi-parametric context.® We provide motivating examples of
TMLE divergence without standard assumptions in Appendix I. Nonetheless, our analysis will build
upon Lemma 1, and we first present several preparatory results essential to our analysis.

Theorem 2 (Non-self-intersection). The homotopy path {p(€) : €} in the probability simplex
never self-intersects for d = 1. Further assume the non-degeneracy condition

VB e R\{0}, P{o€ O:B"Dj(p)(o) #0} > 0. (10)

Then the € — p(¢) defines a one-to-one C* embedding of R? into the probability simplex, and
its image is free of self-intersections for every d € 7.

Remark 1. The assumption for d > 2 is to require that the d components of D}, (p)(o) are linearly
independent in L*(v). Equivalently, ¥ = [ D} (p)(0)D% (p)(0) "p(0)dv (o) is a full-rank d x d
matrix.’

Theorem 3 (Solution Submanifold). Assume n < oo and the Fréchet derivative DDy, is
surjective for every p € M, then both the (i) IF Estimating Equation (2), and (ii) nonparametric
loss landscape min g, pqy /. o L(p)pndv admit infinitely many solutions which form a smooth
submanifold (or continuum) of a whole equivalence class in M.

We know that ¢ = 0 implies p(€¢) = p, while Theorem 2
characterizes the converse direction, i.e., if p(¢) = p then
e = 0. It also reveals a profound geometric structure
underlying TMLE’s iterative process. Specifically, the ho-
motopy mapping induced by each fluctuation submodel
defines a smooth embedding into the probability simplex.
This embedding represents a continuous deformation of
the statistical model that preserves its topological struc-
ture without self-intersections (cf. Figure 2), ensuring that
each TMLE fluctuation traverses a well-defined homotopy
path that cannot revisit the same density twice, preventing
potential cycling behavior. Theorem 3 implies that the
solution submanifold is inherently infinite-dimensional, consisting of uncountably many solutions.
However, it forms a well-defined, smooth "sheet" of equivalent solutions that simultaneously solve
the estimating equation and the (approximate) empirical-risk minimization problem. Inspired by
Theorem 3, we can geometrically interpret the iterative optimization procedure of TMLE on the

Figure 2: An illustration of self-
intersection in M. The path p;(e)
(left) is self-intersect while the other
p2(€) (right) is not.

81n this context, “semi-parametric” refers to settings where the target parameter is defined parametrically, but
the plug-in distribution is estimated using nonparametric methods.
%Since 8"S8 = [ p(8'D% (p))*dv, where by assumption the integrand is strictly positive in part of domain.
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(a) Understanding of iterative process. (b) Characterization of limiting distribution.

Figure 3: The conceptual diagram of TMLE procedure. In 3a, the gray region represents model M and
E.R. denotes the empirical risk. At k-th iteration, we span a submodel (red curve) around pfl in M,
then project the path onto the loss landscape (blue curve). We select the point corresponding with the
minimal loss as pF*+1. 3b is the top-down perspective of 3a, which indicates the Fréchet gradient of
loss evaluated at the p; is orthogonal (in the L? sense) to the tangent line of the submodel at ¢ = 0.

empirical loss landscape (cf. Figure 3a), as well as characterize the geometric structure of the limiting
distribution (cf. Figure 3b).

Grounded in the insights from Theorems 2 and 3, our asymptotic convergence guarantees are now
provided in Theorem 4, demonstrating the infinite-step convergence behavior of TMLE even when the
initial estimator is heavily misspecified in M.

Theorem 4 (Iterative Convergence). Let {p%} k>0 be the sequence of density estimates produced
by the TMLE Algorithm 1. There exists a limiting density p}, € M such that limy_, ., p& ~ pi.

Remark 2. Theorem 4 covers many well-known TMLE instances like D iaz and Rosenblum [25]. Note
that even if Assumption 5 may not hold for some TMLE practices, we can still establish asymptotic
regularity (or pseudo-convergence) of the iterates as lim;,_, ||pE*! — p ||, = 0 (a.k.a., quasi-

Cauchy sequence).

We emphasize that the proof of Theorem 4 does not depend on the quality of the initial estimate
pY, meaning that Algorithm | guarantees asymptotic convergence to a solution of the estimating
equation from any starting point (Theorem 1). However, a poor initial estimate can slow the decay of
the empirical process term and the second-order remainder in Eq. (1), preventing the estimator from
achieving parametric-rate efficiency asymptotically [6].

4.3 One-step property

Theorem 5 (One-step Property). The semi-parametric TMLE procedure performs exactly one
update when one of the following conditions is met:

(i) initial density p° already on the solution manifold of (2) and /. o L is strictly convex in €;
(ii) for Yo € O, the mapping € — DY, (p(€))(0) is a conservative (i.e., curl-free) vector field
in € and the loss satisfies line integral L(p(e))(0) £ L(p(0))(0) + A [; D3(p(u))(0)du;

(iii) in some of the practical problems on outcome regression (e.g., ATE, propensity-score
intervention) with the existence of “clever covariate” and a proper fluctuation submodel;

(iv) hit the user-set convergence criteria (e.g., machine precision, number of iterations).

In the (i), (if) of Theorem 5, we firstly establish a set of sufficient conditions under which the TMLE
can be terminated after one single iteration. Putting together with existing conditions (iii) and (iv),
the whole theorem significantly extends various scattered conditions previously dispersed throughout
existing literature, e.g., [42, 43, 25, 44]. It is important to clarify that this one-step property does



not imply convergence in the mathematical sense; instead, it indicates the algorithm has achieved
a predefined stopping criterion (e.g., satisfying Estimating Equation (2)) and obtained desirable
properties for the targeted estimator of interest.

4.4 Potential overshooting

As a by-product of our analysis into the optimization, we uncovered an interesting phenomenon
wherein a TMLE update may overshoot a feasible solution to the estimating equation along the
homotopy path induced by the fluctuation submodel (cf. Figure 4). We establish theoretical existence
of this overshooting phenomenon through a concrete illustrative example presented in Example 3.

Example 3 (Degenerate Hyperplane). Consider Submodel (4) with log-likelihood loss. Solving

/O DY (04)(0) (1+ "Dy (0)(0) " pudiv(o) = 0 (an

with € # 0 gives the next movement of THLE. If all of the D, (pk)(O;) happen to lie in a single affine
hyperplane {x : ¢ "2 = x} where x € R is a constant, the resulting distribution would exactly solve
the Estimating Equation (2) while Algorithm [ keeps looping.

Motivated by Example 3, we present a more formal definition of this phenomenon.

Definition 4 (Overshooting of TMLE). At the k-th iteration of TMLE, we say that the Algo-
rithm 1 overshoots a feasible solution if there exists €' # ¢* such that pF(e') € M and

Jo D5 (05(€")(0)pndr(0) = 0.

Theorem 6 (Overshoot Control). If we further assume that

(i) the population Jacobian [, poV D3 (pk (€))
(i) || fopa[VeL (#h(€) = VeL (5 (0))]dv — [opaV2LGE(©)],_g dv -¢

Then, the probability that TMLE overshoots (o.s.) the nearest root of the estimating equation is

o @V has positive minimal eigenvalue X,

S Nl

n/\202~ n~ = *
Plos] S 2dexp<—2"Bg‘)M) I 2dexp<—2;2) y M= H/onqu(pﬁ)dV

o

(12)

2
)
00

where B, C, are constants specified in Appendix H.

While a systematic characterization of the exact con-
ditions leading to overshooting remains an open chal-
lenge, we derive preliminary probabilistic guarantees
under stronger assumptions in Theorem 6, particularly
the uniform boundedness of second-order remainders,
as specified in Condition (ii) above. Our findings in-
dicate that the exponent in (12) scales linearly with
sample size n, leading to an exponential reduction
in the overshooting probability bound as n increases.

solution manifold

feasible solution

Figure 4: Illustration of an overshooting

Additionally, higher-dimensional ¥ increases the like-
lihood of overshooting and complicates the conver-
gence. Intuitively, when d > 2, the solution set forms

where the TMLE update passes through an
feasible EIF-root % but continues to the
next iterate .

a complex manifold, where the risk function may ex-

hibit heterogeneous curvature, flat in some directions while sharply curved in others. Consequently,
optimizers following steepest descent directions may escape the manifold before reaching a risk
minimum, overshooting potential solutions. Furthermore, common subproblem solvers employing
backtracking line searches or momentum acceleration are particularly prone to this phenomenon.
The combination of adaptive step sizing and inertia can cause the algorithm to leap over viable roots
before the termination criteria are triggered.

5 Proof Overview

This section sketches the high-level ideas behind our proofs.



Proof Sketch of Theorem 1. This theorem naturally decomposes into 4 independent sub-results,
which we denote by E1, E2, E3, and E4 (see Figure 5). For E1, we begin by showing that the sequence
{pk1 k>0 €njoys a tail-sum additivity property in the underlying metric space. By carefully bounding
the increments and summing over the fluctuation steps, we conclude that {p*} is a Cauchy sequence.
In proving E2, we derive both compact upper and lower bounds on the fluctuation parameters {||¥ | }.
Applying the squeeze theorem we deduce that the norm of ¥ must converge to the origin. Sub-result
E3 follows directly from the classical analysis in Van Der Laan and Rubin [5], and it is worth noting
that the proof remains straightforward under our framework. Lastly, sub-result E4 emerges as a trivial
generalization of sub-result E3. O

Proof Sketch of Theorem 2. Since the fluctuation submodel is defined via an injective link on its
effective domain, in the scalar case (d = 1) we show that the Hellinger distance between p(e;)
and p(e3) never vanishes. Hence € — p(e) is strictly monotonic in the simplex. For general d, the
non-degeneracy condition (10) guarantees that Dyp(e)[h] # 0 whenever & # 0. One shows that
ller — el < |lp(er) — plea) || < |lexr — e2||, thus p is a bi-Lipschitz embedding of R¢ into the simplex
and cannot self—intersect by Hadamard’s global inverse function theorem. O

Proof Sketch of Theorem 3. We first show that the functional h — [, D§ (po + h)(0)pndv (o) is

locally Lipschitz-type continuous in an L?(v)-neighborhood of the reference solution py. Using a
second-order Fréchet expansion we derive || [, (D% (po 4+ h1) — D (po + he))ppdv||ge < [[h1 —
ha||2(,)- Given that the Fréchet derivative Dy Dy, (po) is assumed surjective, the rank—nullity theorem
for Banach spaces ensures that the null space must be infinite-dimensional. The infinite-dimensional
implicit function theorem then applies due to continuity and surjectivity conditions, which guarantees
that the solution locus is a C! manifold. The proof of (ii) technically follows a similar process. [

Proof Sketch of Theorem 4. Along the real-analytic fluctuation path, we first show that |[e¥ |2 <
Jo(L(pk)(0) — L(piT™)(0))pn dv(0) using Lipschitz-in-path. Based on Lemma 1, telescoping this
inequality shows that the squared step sizes form a summable series Y, ||€® ||2. Therefore, we get

€® ~ 0, combining these facts with the equivalence statement in Theorem 1, the vanishing of € is
both necessary and sufficient for convergence of the TMLE iterates. O

Proof Sketch of Theorem 5. For case (i), the result follows directly by substituting into the algorith-
mic framework and exploiting convexity arguments. In the analysis of (ii), we leverage fundamental
properties of line integrals along with optimality conditions to demonstrate that the updated density
after one iteration lies within a component of the solution manifold. For case (iv), we rigorously
establish both the existence and appropriateness of stopping conditions introduced therein. We omit
the proof for (iii), as it is highly problem-specific and can be found in the corresponding paper. [

Proof Sketch of Theorem 6. We first linearize the empirical score map at the origin, writing it as a
fixed Jacobian term plus a Lipschitz remainder. The minimal-norm root therefore lies within a factor
of the score norm, and a single loss-based update stays in the same radius. Overshoot can happen if
the score at the origin is already large compared with that radius. Each coordinate of that score is a
bounded average, by applying Hoeffding’s inequality twice we obtain the desired bound. O

Remark 3. We also provide several toy examples to validate partial results in Appendix B. 1.

6 Discussions

In this work, we have laid a rigorous optimization-theoretic foundation for TMLE. Our analysis
assumes exact solution of each subproblem, whereas in numerical practice one always computes an
approximate ¢ satisfying ||¢¥ — €¥ |y < o, and setting p+! < pF(ék). How such a gap affects
convergence guarantees remains unclear. Meanwhile, the non-self-intersection property of submodel
paths plays a subtle role and may carry implications for algorithmic stability. Further, our framework
addresses only canonical first-order TMLE while extending to higher-order variants [28] is also an

important directions for future research.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The claims we made are accurate.
Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The assumptions are in Section 2, Section 4. The proofs appear in the
supplemental material.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA|
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

¢ The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA|
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research work conforms with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This work is foundational research and not tied to particular applications.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA|
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

17


paperswithcode.com/datasets

14.

15.

16.

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA|
Justification: The paper does not involve crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification: The core method development in this research does not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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