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Abstract

Recent advances in large multilingual lan-
guage models have enabled impressive zero-
shot cross-lingual transfer capabilities. How-
ever, their performance remains uneven across
languages, with underrepresented languages of-
ten lagging behind. While prior research has ex-
plored typological similarities to explain perfor-
mance disparities, it has largely ignored exter-
nal factors such as resource availability and has
primarily focused on encoder-only models. In
this study, we investigate the interplay between
typological features and resource-related fac-
tors in zero-shot reading comprehension tasks
using decoder-only models. Specifically, we
evaluate the performance of GPT-3.5 Turbo,
Qwen-2.5B, and Aya-Expanse on the Belebele
benchmark. We conduct a series of correla-
tion and regression analyses to examine: (1)
the influence of English similarity on transfer
performance, (2) whether resource availability
acts as a spurious or explanatory factor, and (3)
which typological features most significantly
predict multilingual model performance. Our
findings offer deeper insight into the factors
that drive cross-lingual generalization, with im-
plications for improving model equity across
languages.

1 Introduction

With large generative models improving every
week, ZSCL (Zero-Shot Cross-Lingual) transfer
has become the norm for low-resource language
tasks. Despite significant progress in the develop-
ment of large-scale multilingual language models,
the mechanisms behind cross-lingual transfer are
not yet fully understood, consequently, understand-
ing the principles behind multilinguality remains a
profound challenge. Many existing models demon-
strate excellent performance on high-resource lan-
guages while exhibiting substantial deficiencies
when applied to underrepresented languages.
Understanding the reasons behind the drop in
performance is crucial for democratizing the use
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Figure 1: Impact of grouped typological features with
and without considering the language size in Common
Crawl as another factor. Language size outweighs all
other features.

of LLMs among low-resource languages. Previous
works addressing this issue have heavily focused
on analyzing similarities among topological fea-
tures of the languages, without considering other
relevant factors (such as the amount of available
data for those languages on the internet). These
factors could not only better explain the drop in
performance, but also affect the real impact of the
features studied in previous works. In this study,
we aim to analyze how the impact of the previously
studied topological features changes when adding
such confounding factors. Moreover, in previous
studies, the main focus has been on encoder-only
models performing token classification tasks such
a Part of Speech tagging or Named Entity Recog-
nition. The recent paradigm shift to decoder-only
LLMs has altered the way Natural Language Pro-
cessing (NLP) tasks are framed (Min et al., 2023).
This research is driven by the following fundamen-
tal research questions (RQs): (1) What are the
key typological features that influence multilingual
model performance in a ZSCL setting? (2) Does
having similarities to the English language benefit
cross-lingual transfer significantly? (3) does the re-
source availability of a language serve as a spurious



feature in the prior RQs and change the outcomes?
To answer our research questions, we evalu-
ate three decoder-only language models: GPT 3.5
Turbo (Brown et al., 2020), Qwen-2.5 (Yang et al.,
2025), and Aya-Expanse (Dang et al., 2024), using
the Belebele benchmark (Bandarkar et al., 2024),
a multilingual dataset designed to assess reading
comprehension in a zero-shot setting.

2 Related Work

Prior research has explored various aspects of trans-
fer learning and cross-lingual understanding in the
past. A pivotal study by Conneau et al. (2018) in-
troduced multilingual embeddings, demonstrating
how shared linguistic structures can facilitate effec-
tive zero-shot learning. The study highlighted that
languages with greater lexical and syntactic similar-
ity benefit more from shared representation spaces.
Building upon this foundation, Pires et al. (2019)
examined multilingual BERT (mBERT) and found
that it performs well across typologically similar
languages but struggles with structurally distinct
ones. This work provided empirical evidence that
word order, morphological complexity, and script
differences can hinder transfer learning. Similarly,
Zubillaga et al. (2024) applied cross-lingual trans-
fer learning to event extraction and conducted a
typological analysis of the results, concluding that
typological similarity significantly enhances trans-
fer effectiveness in information extraction tasks.

Another relevant study by Artetxe et al. (2020)
investigated ZSCL transfer without parallel data,
demonstrating that pretrained language models in-
herently capture linguistic properties that allow
them to generalize across languages. However,
their research also noted limitations, particularly
for languages with unique syntactic or phonologi-
cal features. Subsequent analyses by Lauscher et al.
(2020) and Chau et al. (2020) examined perfor-
mance disparities in multilingual models, revealing
that language model effectiveness is often corre-
lated with both linguistic similarity to English and
the amount of available training data. This raises
important concerns about fairness and inclusivity
in multilingual NLP.

The XTREME benchmark (Hu et al., 2020) and
its follow-up XGLUE (Liang et al., 2020) intro-
duced large-scale evaluation datasets for multilin-
gual models, underscoring the persistent gap in per-
formance between high-resource and low-resource
languages. These studies often found that zero-

shot transfer performance could be predicted by
language family and script similarity to English,
but typically lacked in-depth typological analysis.
Recent work by Ponti et al. (2020) explored lan-
guage transferability in the context of typological
features. Their findings emphasized that structural
similarities play a crucial role in transfer success.
However, they primarily focused on encoder-based
models and syntactic features such as grammatical
tense, leaving other typological dimensions like
script, morphology, etc., underexplored.

Lastly, Bandarkar et al. (2024) analyzed zero-
shot performance on the Belebele benchmark, es-
tablishing baseline performance for several large
language models and highlighting the English-
centric bias in models like GPT-3.5. However, their
study aggregated the performance by typological
dimensions, leaving open questions about the fea-
tures that matter the most. In contrast to prior work,
our study explicitly quantifies the impact of four
major typological features: script, language fam-
ily, word order, and geographical proximity, on
zero-shot cross-lingual performance using decoder-
based LLMs. Additionally, we attempt to disentan-
gle the influence of typology from resource avail-
ability, offering a more nuanced understanding of
transfer mechanisms in multilingual models.

3 Experimental Setup

We divide our experiments and analysis into three
sections, each pertaining to a research question
on the potential factors affecting the ZSCL perfor-
mance of a language: Typological Features, Sim-
ilarity to English, and Resource Availability. We
select the following typological features for our
analysis: Script, Word Order, Language Family,
and Geolocation. All features were directly ob-
tained from the World Atlas of Language Studies
(WALS) !. Due to additional features like mor-
phosyntax not being available for a majority of
under-resourced languages, we opted for the four
features mentioned. We also use the Common
Crawl size of each language > as a confounding
feature for the final research questions.

We test each of these aspects on languages in the
Belebele benchmark. While the benchmark con-
sists of parallel data for 122 languages, detailed ty-
pological information is available for 73 languages

"https://wals.info/
Zhttps://commoncrawl.github.io/cc-crawl-
statistics/plots/crawlsize



on the WALS encyclopedia. Therefore, we have re-
stricted our analysis to these 73 languages. We
also select 3 state-of-the-art decoder models to
test on, namely, GPT-3.5T, Qwen-2.5-7B, and Aya-
Expanse-8B. These models were selected to have
a wide coverage of training data ratios across lan-
guages. GPT-3.5T is expected to be more English-
centric, Qwen2.5 could likely be more Chinese-
driven, whereas Aya-Expanse claims to have highly
advanced multilingual capabilities. For each model
we first obtain ZSCL transfer results for each of the
73 languages on the Belebele benchmark. For GPT-
3.5T we directly use the numbers reported by the
Bandarkar et al. 2024. While for Aya-Expanse and
Qwen2.5, we perform the experiments using the
Im-evaluation-harness>. All regression tests were
performed with a Ridge Regressor due to having
many highly correlated predictors.

4 Results

4.1 Role of Typological Features

For the first research question we visualize the
correlation between each of the four typological
factors i.e., script, word order, geo-location and
language family, and the ZSCL performance of a
model. We plot each model independently to high-
light the nuances in ZSCL performance due to the
training data compositions.

Figure 1 demonstrates the analysis averaged over
each group of typological features. While Figure 2
shows the impact of each individual classification
as a binarized feature. Starting with language fam-
ily, to no surprise, Indo-European performs consis-
tently best across the models. The Uralic family,
performs surprisingly well, while the performance
of the Sino-Tibetan and Dravidian families is shock-
ingly low despite fairly medium resource availabil-
ity. GPT-3.5T starts strong with excellent perfor-
mances for the Uralic, Indo-European, and other
fairly resourced families but quickly falls off for
various other well-resourced families like Dravid-
ian and Afro-Asiatic. Even in the Indo-European
family, GPT-3.5T seems the most inconsistent with
the largest inter-quartile range out of all the 3 mod-
els. While Aya-Expanse seems the most consistent
across families from the 3 models, it also seems to
be the worst-performing model on average.

While GPT-3.5T shows the highest average per-
formance, especially on high-resource Latin-script

3https://github.com/EleutherAl/Im-evaluation-harness

languages (e.g., English, French, Spanish). Aya-
Expanse and Qwen-2.5 seem optimized for broad
typological and script coverage, with consistent
mid-to-high performance across scripts. Qwen-
2.5B particularly excels with Hang, Japanese, Thai
and other East Asian scripts. While Aya-Expanse
seems to handle the Arabic script quite well show-
ing the third highest median performance out of all
scripts. Both models also out-pace GPT-3.5T for
Devanagari and other Brahmic scripts, once again
stressing the multilingual shortcomings of GPT-
3.5T. Qwen-2.5 also exceeds expectations when
analyzing for the Macro Area feature, showing
the highest consistency in the Eurasia macro-area
and the highest medians for Papunesia and Africa.
While Aya-Expanse and GPT-3.5T are second-best,
GPT-3.5T having higher median performances for
the Africa and Papunesia region, but poorer consis-
tency compared to Aya-Expanse and Qwen-2.5.

The final typological feature of word order (Fig-
ure 2 demonstrates that SVO languages like En-
glish consistently show better results compared to
VSO and SOV languages. The box-plot demon-
strates that models clearly have a preference for
SVO word-order, while VSO languages like Arabic
and other Afro-Asiatic languages come in second-
best. Qwen outperforms both models once again,
on all word orders, while GPT-3.5T usually comes
in second-best.

4.2 Role of Similarity to English

For our second research question we wanted to
confront the impact of similarity to English and
its effect on the ZSCL performance for a language.
To this end, we created binary features for all lan-
guages for each of the typological factors of script,
macro-area, language family and word order, with
True indicating similarity to English for that fea-
ture, while False indicating dissimilarity. We then
proceed to train a simple linear model to predict
the ZSCL performance for a language using binary
features. We use the coefficients of each feature to
quantify the impact of a particular typological fac-
tor in the ZSCL performance. Figure 2 summarizes
these findings for all 3 models in question.

For all 3 models, having the same macro-area as
English, i.e. Eurasia seems to be the most determin-
ing factor. For GPT-3.5T the second most determin-
ing factor by far is script similarity to English, i.e.
Latin. This seems to not be the case for Qwen-2.5
and Aya-Expanse indicating that the former 2 mod-
els are more flexible w.r.t. script than GPT-3.5T,
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Figure 2: Impact of each individual typological factor on ZSCL performance including Common Crawl size as a
confounding feature for GPT-3.5T, Qwen-2.5, and Aya-Expanse. Statistically significant features are bold.

while GPT-3.5T is heavily dependent on the Latin
script. For Qwen-2.5 and Aya-Expanse, the sec-
ond most-determining feature seems to be similar
linguistic family to English, i.e. Indo-European.
While script is the third-most important factor for
Aya-Expanse, it is the least determinant factor for
Qwen-2.5, suggesting that Qwen-2.5 is the most
script flexible model.

4.3 Role of resource availability

For our final research question, we examined the
resource availability for a language and its possible
impact on the ZSCL performance, which might
over-shadow the typological factors discussed in
the previous section. To this end, we repeat our
analysis for the previous RQ with additional fea-
tures pertaining to the size of each language’s Com-
mon Crawl dump. We re-run the analysis to assess
the impact of resource-availaibility and to observe
if it significantly alters the results for other typo-
logical factors. Figures 1 and 2 demonstrates that
the resource feature quickly becomes the most sig-
nificant, reducing the coefficient scores for all ty-
pological features in proportional measure.

5 Conclusion

Our analysis highlights the multifaceted role of
typological features, similarity to English, and re-
source availability in shaping ZSCL performance
across multilingual language models. Typological
factors such as language family, script, and word or-
der demonstrate clear influence: models show sys-
tematic advantages for Indo-European languages,
SVO word order, and Latin scripts. Among the
evaluated models, Qwen-2.5B emerges as the most

typologically robust, demonstrating consistent per-
formance across scripts and word orders, particu-
larly excelling in handling East Asian and Brahmic
scripts, areas where GPT-3.5T struggles despite its
overall higher average performance. Aya-Expanse,
while being the most consistent across language
families, shows a generally lower absolute per-
formance. The second part of our study, model-
ing the influence of English similarity, confirms
a structural bias towards English-typical features
particularly for GPT-3.5T, which is highly depen-
dent on shared script and macro-area. In contrast,
Qwen-2.5 shows strong flexibility with respect to
script and word order, suggesting deliberate design
choices favoring typological generalization.

Finally, introducing resource availability as a fac-
tor reveals its overwhelming influence: the amount
of data available for a language significantly di-
minishes the explanatory power of typological fea-
tures. This underlines a key limitation in evaluating
multilingual performance: high-resource languages
benefit disproportionately, obscuring the effects of
structural linguistic diversity. Overall, our find-
ings suggest that while modern multilingual mod-
els have made strides in typological generalization,
training data biases, both in terms of language prox-
imity to English and raw data volume, still shape
model behavior in fundamental ways. For truly
equitable multilingual NLP, future efforts must bal-
ance data-driven advantages with architectural and
training innovations that foreground linguistic di-
versity.



Limitations

Our study presents several limitations that warrant
consideration. First, while our analysis incorpo-
rates a wide range of typological features (script,
word order, macro-area, and language family), it
does not capture finer-grained syntactic, morpho-
logical, or phonological characteristics that may
influence model performance. This level of ab-
straction limits our ability to fully explain cross-
linguistic variation in ZSCL behavior. Second, the
resource availability feature used (Common Crawl
size) serves only as a proxy for actual pretrain-
ing exposure. We do not have access to the pro-
prietary training corpora of the evaluated models,
and therefore cannot definitively establish causality
between data availability and model performance.
Similarly, our binary similarity-to-English features
oversimplify a complex continuum of linguistic
relatedness and may miss interactions between ty-
pological traits. Third, our analysis is limited to
three publicly or semi-publicly accessible multi-
lingual models. While these represent different
design philosophies and coverage strategies, the
findings may not generalize to other commercial or
open-source models with different training regimes,
architectures, or fine-tuning approaches.

Additionally, model evaluations are based on
zero-shot performance without task-specific adap-
tation or finetuning. While this setup cleanly re-
veals model generalization, it does not reflect real-
world usage conditions where models are often
adapted or prompted more deliberately for specific
languages or tasks. Finally, while our analysis in-
cludes over 70 languages, there is still an underrep-
resentation of certain low-resource or endangered
languages, particularly from South America and
parts of Africa and Oceania. This reflects both the
limitations of available benchmarks and broader
systemic biases in language technology develop-
ment. We encourage future work to extend this
typological analysis using more detailed linguistic
features, broader and more representative datasets,
and transparent access to model training data.
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