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Abstract

Current long-tailed semi-supervised learning methods assume that labeled data
exhibit a long-tailed distribution, and unlabeled data adhere to a typical predefined
distribution (i.e., long-tailed, uniform, or inverse long-tailed). However, the dis-
tribution of the unlabeled data is generally unknown and may follow an arbitrary
distribution. To tackle this challenge, we propose a Controllable Pseudo-label
Generation (CPG) framework, expanding the labeled dataset with the progressively
identified reliable pseudo-labels from the unlabeled dataset and training the model
on the updated labeled dataset with a known distribution, making it unaffected by
the unlabeled data distribution. Specifically, CPG operates through a controllable
self-reinforcing optimization cycle: (i) at each training step, our dynamic control-
lable filtering mechanism selectively incorporates reliable pseudo-labels from the
unlabeled dataset into the labeled dataset, ensuring that the updated labeled dataset
follows a known distribution; (ii) we then construct a Bayes-optimal classifier
using logit adjustment based on the updated labeled data distribution; (iii) this
improved classifier subsequently helps identify more reliable pseudo-labels in the
next training step. We further theoretically prove that this optimization cycle can
significantly reduce the generalization error under some conditions. Additionally,
we propose a class-aware adaptive augmentation module to further improve the
representation of minority classes, and an auxiliary branch to maximize data utiliza-
tion by leveraging all labeled and unlabeled samples. Comprehensive evaluations
on various commonly used benchmark datasets show that CPG achieves consistent
improvements, surpassing state-of-the-art methods by up to 15.97% in accuracy.
The code is available at https://github. com/yaxinhou/CPG.

1 Introduction

Over the past decade, semi-supervised learning (SSL) has emerged as a mainstream paradigm for
enhancing the performance of deep neural networks (DNNs) in label-scarce domains like medical
diagnosis [1, 2, 3] by leveraging abundant unlabeled data. The dominant SSL framework utilizes unla-
beled samples by generating pseudo-labels from high-confidence model predictions [4, 5, 6]. However,
conventional SSL methods [7, 8, 9] rely on the unrealistic assumption of balanced and aligned distri-
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Figure 1: Comparison of pseudo-label predictions among FreeMatch [8], SimPro [13], and our CPG
under arbitrary unlabeled data distribution. GT denotes the ground-truth unlabeled data distribution.
TP (FP) denotes the predicted true (false) positive pseudo-labels. The dataset is CIFAR-10-LT with
(Nomazs Mmaz, v, 7a) = (400, 4600, 50, 50), where Nypqr (Mnq4) denotes the number of samples
in the most frequent class of the labeled (unlabeled) dataset, while ; (y,,) denotes the imbalance ratio
of the labeled (unlabeled) dataset. Our CPG can generate more reliable pseudo-labels than FreeMatch
and SimPro in both minority classes like class 1, 2, and majority classes like class 8, 9.

butions for labeled and unlabeled data. Long-tailed semi-supervised learning (LTSSL) [10, 11, 12]
relaxes the balance assumption, however, it still suffers from potential distribution mismatches
between labeled and unlabeled data.
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A motivating example. In urban traffic monitoring systems, vehicle images captured by surveillance
cameras are classified into distinct categories (e.g., bicycles, trucks, motorcycles) based on their visual
characteristics. This presents a long-tailed semi-supervised learning scenario, where labeled data
exhibit a long-tailed distribution (with common vehicles like cars dominating and specialized vehicles
like ambulances being underrepresented). Meanwhile, unlabeled data collected across different urban
environments share the same vehicle categories but may exhibit unknown distributional shifts. These
distributional shifts arise from spatial variations (e.g., higher proportions of personal vehicles in
residential areas) or temporal fluctuations (e.g., increased taxi frequency during rush hours).

Recent advances in realistic long-tailed semi-supervised learning (ReaLTSSL) have attempted to
address the distribution mismatch between labeled and unlabeled data. For instance, ACR [14] adjusts
logits based on the distance between the estimated unlabeled data distribution and the predefined
anchor distributions, while CPE [15] employs multiple classifiers (experts) to model diverse unla-
beled data distributions. Although effective, both methods assume that unlabeled data adhere to
a typical predefined distribution (i.e., long-tailed, uniform, or inverse long-tailed), which may not
hold in practice. The recent method SimPro [13] alleviates this limitation through an Expectation-
Maximization (EM)-based pseudo-labeling method. However, as illustrated in Fig. 1(b), SimPro’s
distribution estimation ability degrades when unlabeled data follow an unknown arbitrary distribution.
In summary, existing methods rely on a confidence threshold to select high-confidence pseudo-labels
for distribution estimation, which subsequently guides pseudo-label generation. However, as shown
in Figs. 1 and 3, this strategy becomes unreliable when handling the unknown arbitrary unlabeled data
distribution, as high-confidence pseudo-labels may still contain substantial errors. These inaccuracies
propagate during training, resulting in confirmation bias and model performance degradation.
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Figure 2: Overview of the controllable self-reinforcing optimization cycle.

To address these challenges, we introduce a Controllable Pseudo-label Generation (CPG) framework
that employs a controllable self-reinforcing optimization cycle to handle the unknown arbitrary
unlabeled data distribution problem in Real.TSSL. As illustrated in Fig. 2, CPG utilizes a dynamic
controllable filtering mechanism to identify reliable pseudo-labels. These reliable pseudo-labels
are combined with the labeled dataset to construct an updated labeled dataset D;(¢) with a known
distribution 7(¢). We then construct a Bayes-optimal classifier f; via logit adjustment [16] based on
the known distribution 7(¢). Note that the Bayes-optimal classifier is unaffected by the unlabeled
data distribution. The Bayes-optimal classifier f;, in turn, helps identify more reliable pseudo-labels
in the next training step. Through this optimization cycle, an increasing number of unlabeled samples
are progressively incorporated as reliable ones, enabling the framework to capture the unlabeled data
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Figure 3: Comparison of pseudo-label error rate (a), pseudo-label utilization rate (b), and testing
accuracy (c) among FreeMatch [8], SimPro [13], and our CPG under arbitrary unlabeled data
distribution. The dataset is CIFAR-10-LT with (N,azs Minaz, Vi, Yu) = (400,4600, 50, 50). The
vertical gray dotted line indicates the initiation of pseudo-labeling in our method. Our CPG can
generate pseudo-labels with a lower error rate and comparable utilization rate, achieving superior
testing accuracy compared to both FreeMatch and SimPro.

distribution in later training stages implicitly (See Fig. 5 in Appendix A). Theoretically, we prove
that this optimization cycle can significantly reduce the generalization error under some conditions.
Empirically, Fig. 1(c) shows the superior pseudo-label prediction ability of our method.

To further improve our CPG, we introduce a class-aware adaptive augmentation (CAA) module
and an auxiliary branch. The CAA module enhances minority class representations by dynamically
adjusting augmentation intensity based on class compactness. Specifically, for classes with higher
compactness (indicating lower intra-class diversity), CAA applies a smaller augmentation radius
during representation synthesis to refine decision boundaries more effectively. Meanwhile, the
auxiliary branch maximizes data utilization by enforcing prediction consistency between different
augmentation views of all labeled and unlabeled samples.

In summary, the main contributions of this work are as follows.

* We propose a Controllable Pseudo-label Generation (CPG) framework to handle the unknown
arbitrary unlabeled data distribution problem in Real.TSSL. The framework expands the labeled
dataset with the progressively identified reliable pseudo-labels from the unlabeled dataset, and
trains the model on the updated labeled dataset with a known distribution, making it unaffected by
the unlabeled data distribution.

* We theoretically prove that our controllable self-reinforcing optimization cycle can significantly
reduce the generalization error under some conditions.

* We further propose a class-aware adaptive augmentation module to enhance the representation of
minority classes, and an auxiliary branch to maximize data utilization by leveraging all labeled and
unlabeled samples.

» Comprehensive experiments on four commonly used benchmarks (CIFAR-10-LT, CIFAR-100-LT,
Food-101-LT, and SVHN-LT) under various labeled and unlabeled data distributions validate that
our CPG achieves new state-of-the-art performances with a 15.97 % maximum improvement.

2 Related Work

Long-Tailed Learning (LTL) addresses the challenge of training effective models on data with long-
tailed distributions, where a majority of classes are represented by only a few samples. Prevailing LTL
methods can be categorized into three groups: re-sampling, logit adjustment, and ensemble learning.
Re-sampling [17, 18, 19, 20] balances classes by under-sampling majority classes or over-sampling
minority classes. Logit adjustment [21, 22, 23] modifies the predicted logits to compensate for class
imbalance. Ensemble learning [24, 25, 26] combines multiple classifiers (experts) to improve the
performance and robustness of the model. Despite their success in supervised learning, extending
them to long-tailed semi-supervised learning (LTSSL) requires extra effort, as exploiting unlabeled
samples is not trivial.

Semi-Supervised Learning (SSL) provides a powerful framework for improving model performance
in label-scarce domains by leveraging abundant unlabeled data. Early SSL methods rely on self-



training with pseudo-labeling, where model refinement depends on the quality of generated pseudo-
labels. Recent advances integrate pseudo-labeling [5, 6] with consistency regularization [27, 28],
enforcing prediction invariance between weak and strong augmentation views to enhance robustness.
Prominent examples include FixMatch [7], FlexMatch [29], FreeMatch [8], SoftMatch [9], and
SemiReward [30], which primarily differ in their confidence thresholding strategies to balance
pseudo-label quality and quantity. While effective in settings with balanced labeled and unlabeled
data distributions, these methods struggle with long-tailed labeled data or mismatched distributions
between labeled and unlabeled data.

Long-Tailed Semi-Supervised Learning (LTSSL) addresses the challenges arising from the long-
tailed distribution. Existing LTSSL methods integrate long-tailed learning techniques [31, 32, 33,
34, 35] with frameworks like FixMatch. For example, ABC [10] employs an auxiliary classifier to
improve minority class generalization, CReST [36] selectively generates pseudo-labels for minority
class samples based on class frequency, and CoSSL [11] introduces feature enhancement strategies
to refine classifier learning. However, these approaches overlook distribution mismatches between
labeled and unlabeled data, a key limitation addressed by realistic long-tailed semi-supervised
learning (ReaL'TSSL). Recent ReaL.TSSL methods include ACR [14], which adjusts logits based on
the distance between the estimated unlabeled data distribution and the predefined anchor distributions;
CPE [15], which employs multiple classifiers (experts) to model diverse unlabeled data distributions;
Meta-Expert [37], which significantly enhances CPE by incorporating the expertises of different
experts, and SimPro [13], which estimates unlabeled data distributions through high-confidence
pseudo-label counts and adapts pseudo-label generation probabilities correspondingly. Despite their
contributions, ACR, CPE, and Meta-Expert require prior knowledge of the unlabeled data distribution.
SimPro, meanwhile, fails to estimate the unlabeled data distribution accurately when the labeled and
unlabeled distributions diverge significantly. These limitations restrict their practical applicability.

3 Proposed Method

3.1 Preliminaries

Problem formulation and challenges. In Real_TSSL, we consider a labeled dataset D; =
{a!, 4!}, of size N and an unlabeled dataset D,, = {z%}}L, of size M, where both datasets
share identical feature and label spaces. Here, x! denotes the i-th labeled sample with ground-truth
label yi e{1,...,C}, x¥ represents the j-th unlabeled sample, and C'is the total number of classes.
Let N. denote the number of labeled samples in class ¢, defining the labeled data imbalance ratio as

Y = % While we can theoretically assume that M. represents the number of samples for class
max. M.

c in D,,, with its imbalance ratio v,, = in in practice the unlabeled data follow an unknown
arbitrary distribution, making M, and +,, unavailable. The goal of ReaLTSSL is to train a classifier
F:R%—[1,...,C), parameterized by 6, using D; and D,, to achieve robust generalization across
all classes. This presents a key challenge for SSL and LTSSL methods, as most existing methods
depend on either balanced or aligned distributions between D; and D,,, or require prior knowledge of
the unlabeled data distribution. In practice, the distribution of D, is typically unknown, limiting the
capability of the existing methods.

Logit adjustment. In real-world scenarios, data typically follow a long-tailed distribution, resulting
in models trained on such data exhibiting an inherent bias toward majority classes. To mitigate this
issue, numerous long-tailed learning methods aim to enhance minority class performance without
degrading accuracy in majority classes. A prominent approach, logit adjustment [16], promotes
larger relative margins between the minority positive and majority negative classes. It has been
theoretically established as the Bayes-optimal solution for long-tailed learning. The logit-adjusted
softmax cross-entropy loss (LA loss, ¢;,) is defined as:
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where ¢(-) and f(-) denote the encoder and classifier, respectively, f,(g(x)) is the predicted logit of
the y-th class, and P, denotes the class prior of the y-th class.



3.2 Our CPG Framework

Framework overview. To address the above-mentioned challenges, we introduce CPG, a controllable
pseudo-label generation framework tailored for ReaLTSSL that operates without restrictive assump-
tions or prior knowledge about the distribution of the unlabeled dataset. Specifically, CPG adopts a
controllable self-reinforcing optimization cycle, a class-aware adaptive augmentation module, and an
auxiliary branch. The first employs a dynamic controllable filtering mechanism to identify reliable
pseudo-labels. These pseudo-labels are combined with the original labeled dataset to iteratively
update the labeled dataset, and progressively construct a Bayes-optimal classifier through logit ad-
justment. The improved classifier, in turn, helps identify more reliable pseudo-labels for subsequent
training steps. The second enhances discriminative representations for minority classes within each
training step. The last maximizes data utilization by leveraging all labeled and unlabeled samples.
Unlike existing methods that estimate the unlabeled data distribution based on high-confidence
pseudo-labels, our CPG incorporates reliable pseudo-labels from the unlabeled dataset into the
labeled dataset, and trains the model on the updated labeled dataset with a known distribution,
making it unaffected by the unlabeled data distribution.

Controllable self-reinforcing optimization cycle. The optimization cycle incorporates three key
components, i.e., dynamic controllable filtering, iterative labeled dataset construction, and Bayes-
optimal classifier construction. We present their details in the following paragraphs.

Dynamic controllable filtering to identify reliable pseudo-labels. Conventional SSL and LTSSL
methods typically generate pseudo-labels by propagating predictions from weak augmentation views
to their strong augmentation views. Although this strategy improves model robustness, it inherently
introduces more error pseudo-labels when handling the unknown arbitrary unlabeled data distribution,
as evidenced in Figs. 1(a) and 1(b). To overcome these limitations, we propose to identify reliable
pseudo-labels to extend the labeled dataset instead of enforcing prediction consistency between
weak and strong augmentation views. For each unlabeled sample x,, with weak augmentation view
0y (z,,) and strong augmentation view € (z,, ), we derive predicted pseudo-labels and corresponding
confidence scores as:

Guws Guw = argmax (o (f(hy))), max(o(f(hw))),
ds, 4s = argmax(o(f(hs))), max(o(f(hs))), 2

where arg max(-) and max(-) extract the pseudo-labels and confidence scores, respectively, and
o(+) denotes the softmax function. Let h,, = g(§,(x,,)) represent the representation produced by
g(+) from Q,,(x,,), with ¢, and §,, denoting the pseudo-label and its associated confidence score
predicted for h.,,, respectively. hs, §s, and g5 are defined similarly for Q4(x, ). We express the binary
sample mask for selecting a reliable pseudo-label as:

I= H(‘jw > T) : H(qs > T) : H(éw = st)v 3)

where 7 denotes the confidence threshold and - represents element-wise multiplication. Since samples
may receive conflicting pseudo-labels across different training steps according to Eq. (3), we introduce
a voting strategy to ensure consistent pseudo-label assignments for each sample. As illustrated in
Fig. 1(c), the combination of Eq. (3) and the voting strategy effectively controls pseudo-label
generation and enhances pseudo-label reliability, demonstrating its strong performance.

Iterative labeled dataset construction. During the training process, we maintain both a labeled dataset
and a pseudo-labeled dataset (i.e., identified reliable pseudo-labels) at each training step, with class
frequencies denoted by n = {ni,...,nc} and m = {mq,...,m¢c}, respectively. The updated
labeled dataset’s class frequency is defined as ¢ = {¢1, ..., dc}, where ¢. = n. + m. denotes the
number of samples for class c in the updated labeled dataset. Accordingly, the class distribution for
the updated labeled dataset is given by:

Tl':{ﬂ'l,...,ﬂ'c},ﬂ'ciz 2 “)

c'€[C] ber ’
where 7. represents the label frequency of the c-th class in the updated labeled dataset. This yields
an updated labeled dataset with a known distribution at each training step, enabling the iterative
construction of a Bayes-optimal classifier.

Bayes-optimal classifier construction. Leveraging the known distribution of the updated labeled
dataset, we construct a classifier by minimizing the LA loss (¢;,) defined in Eq. (1). The resulting
classifier minimizes the balanced error and yields Bayes-optimal predictions [16]. By iteratively



constructing a Bayes-optimal classifier using the updated labeled dataset (with a known distribution at
each training step), our CPG framework generates increasingly reliable pseudo-labels in subsequent
training steps. Although our method does not explicitly estimate the unlabeled data distribution, the
progressive incorporation of reliable pseudo-labels naturally approximates the ground-truth unlabeled
data distribution as training progresses. This is because the model’s increasing confidence enables
it to gradually include more diverse samples, including those from minority classes, improving
distribution alignment (as demonstrated in Appendix A Fig. 5).

While consistency regularization between augmentation views is commonly used in SSL, we avoid
it in our controllable self-reinforcing optimization cycle for two key reasons. First, pseudo-label
quality is highly sensitive to the distribution mismatch between labeled and unlabeled data in LTSSL.
Second, propagating error pseudo-labels from weak augmentation views to strong augmentation
views can reinforce the model’s learning of incorrect predictions, leading to error accumulation and
performance degradation (as demonstrated in Figs. 1 and 3).

Class-aware adaptive augmentation to enhance minority class representations. While the
controllable self-reinforcing optimization cycle effectively utilizes unlabeled samples with reliable
pseudo-labels and iteratively constructs Bayes-optimal classifiers, enhancing discriminative repre-
sentations for minority classes remains crucial in long-tailed learning. To achieve this goal, we
enhance the updated labeled dataset by synthesizing minority class representations guided by class
compactness. Formally, the compactness of class cis deﬁned as

wﬂ
5
Z ||h E IIu( Ik ©)

1€[¢e]
where ¢, denotes the number of samples in class ¢, h; = g(z;) denotes the representation produced
by encoder ¢g(-), u(c) denotes the centroid of class ¢ in the feature space, and ||| denotes the

Euclidean norm. As minority classes typically exhibit lower intra-class diversity, it is associated with
a higher compactness « according to Eq. (5) and benefits from representation synthesis with a smaller
augmentation radius r to refine decision boundaries, where r = 1/«. The representation synthesis
for sample x; from minority class c is computed as:
h;
hi = h; + — -r(c) - ;, (6)
(211
where §; is a noise vector sampled from a d-dimensional standard normal distribution (with d
matching the representation dimension). For minority classes in the updated labeled dataset, we
synthesize ten augmented representations per original sample by Eq. (6).

Auxiliary branch to maximize data utilization. Our controllable self-reinforcing optimization cycle
incorporates reliable pseudo-labels from the unlabeled dataset into the labeled dataset and trains the
model on the updated labeled dataset. However, during early training stages when model performance
is still weak, only a limited number of samples meet the reliability condition for pseudo-labeling (as
demonstrated in Figs. 1 and 3, and Appendix A Fig. 5). To maximize data utilization and provide
additional supervision signals to stabilize representation learning during the critical initial phase,
we introduce an auxiliary branch to leverage all labeled and unlabeled samples. Specifically, this
branch adopts a consistency regularization paradigm similar to the conventional SSL methods like
FixMatch [7], enforcing prediction consistency between weak and strong augmentation views via an
unsupervised consistency regularization loss (Aux loss, £44..). The Aux loss ¢, is formulated as:
fa(g(2))
- ™)

Zyeir e

where f;(g(x)) denotes the logit produced by the strong augmentation view, corresponding to the
pseudo-label ¢ generated from the weak augmentation view.

loyw = — 108;

3.3 Model Training and Prediction

Our training process consists of an initial stage of thirty epochs using only the labeled dataset,
followed by an iterative stage that expands the labeled dataset with reliable pseudo-labels and
continues optimization on the updated labeled dataset. Throughout both stages, the auxiliary branch
is trained on all labeled and unlabeled samples. We optimize the model by combining the LA loss
(414) applied to both branches, with the Aux loss (¢,,.) applied only to the auxiliary branch. The
overall 10ss £,yerqi 18 formulated as:



Algorithm 1 Training process of our CPG
1: Input: Labeled and unlabeled datasets D; and D,,.
2: Output: Encoder g, primary branch (classifier) f,,;, and auxiliary branch (classifier) fqy.
3: Initialize the parameters of g, fpri, and fqy, randomly.
4: for epoch=1, 2, ... do

5:  for batch=1,2, ... do
6: if epoch > 30 then
7: Identify reliable pseudo-labels by Eq. (2) and Eq. (3);
8: Calculate the class distribution of the updated labeled dataset by Eq. (4);
9: Enhance minority class representations by Eq. (5) and Eq. (6);
10: end if
11: Calculate the LA loss by Eq. (1) for the primary branch;
12: Calculate the LA loss by Eq. (1) and Aux loss by Eq. (7) for the auxiliary branch;
13: Obtain the overall loss by Eq. (8);
14: Update network parameters via gradient descent;
15:  end for
16: end for

Eoverall = gla + weauwv (8)

where w is a binary indicator function that equals 1 when £,,¢-q1; is applied to the auxiliary branch
and 0 otherwise. The pseudo-code is detailed in Algorithm 1. After training, we can obtain the
predicted label of an unseen sample z* by getting the label index with the highest confidence.

3.4 Theoretical Analysis

We prove that our controllable self-reinforcing optimization cycle (including progressively incor-
porating reliable pseudo-labels into the labeled dataset and training a Bayes-optimal classifier on
the updated labeled dataset with a known distribution) can significantly reduce the generalization

" N M, N
error under some conditions. Let (ours = =7 [Zi:l ba(f(zi),yi) + 22521 ba(f (xj)yyj)} be

the training loss on the N labeled and M, pseudo-labeled samples with pseudo-labeling error rate €,
for our method at the ¢-th training step. We begin by defining the model empirical risk R at the ¢-th
training step as:

Ry =Ry — M+ I, + 1o, )

where R; denotes the model empirical risk at the ¢-th training step, A\; > 0 quantifies the empirical
risk reduction achieved, and I, and I, represent the impact of noisy pseudo-labels and number
of training samples, respectively. Let the function space 7{, for the label y € {1,...,C} be
{h : z — fy(z)|f € F}, where f,(x) denotes the predicted probability of the y-th class. Let

Ro,(H,) be the expected Rademacher complexity [38] of H,, with O, = N + M, training samples.
Then we have the following theorem.

Theorem 1 (Generalization Error). Suppose that the loss function {1, (f(x),y) is p-Lipschitz with
respect to f(x) forally € {1,...,C} and upper-bounded by U. Given the pseudo-labeling error
rate 0 < € < 1, for any v > 0, with probability at least 1 — v, we have:

T T T C T logg
Rr<Ro=) M+UR a+4V20) Y Ro (M) +2U) 1| 555,
t=1 t=1 t=1

t=1y=1

(10)

where T denotes the total number of training steps, Rt and Ry represent the model empirical risk at
the final training step and initial training step (without pseudo-labels), respectively, and €; represents
the pseudo-labeling error rate at the t-th training step.

The proof of Theorem 1 is provided in Appendix B. It can be observed that the model empirical
risk Rr depends primarily on three key factors, i.e., the cumulative model empirical risk reduction
ZtT:I A¢, the cumulative pseudo-labeling error rate ZtT:1 €¢, and the number of training samples
Oy at each training step. When the training step ¢ increases, the number of training samples O,
grows while the pseudo-labeling error rate ¢, either decreases or remains constant, the Bayes-optimal



classifier constructed at the t-th training step can maximize the model empirical risk reduction )\, i.e.,

as T — oo, Op — 00, Zthl €; remains bounded, and Zthl A reaches its theoretical maximum,
Theorem | demonstrates that the generalization error is minimized. As shown in Figs. 3(a) and 3(b),
our CPG framework demonstrates superior performance over baseline methods, achieving both: (i) a
consistently lower pseudo-labeling error rate €;, and (ii) a growing number of training samples O;
that gradually match baseline levels during training. Together with the Bayes-optimal classifier, our
CPG can significantly reduce the generalization error.

4 Experiments

4.1 Experimental setting

Dataset. We perform our experiments on four widely-used datasets (CIFAR-10-LT [39], CIFAR-
100-LT [39], Food-101-LT [40], and SVHN-LT [41]), following the main experimental settings in
FreeMatch [8] and SimPro [13]. More details about those datasets are provided in Appendix C, and
implementation details are provided in Appendix D.

Baselines. We compare with three SSL algorithms, i.e., FixMatch [7], FreeMatch [8], and Soft-
Match [9], and three recent ReaL.TSSL algorithms, including ACR [14], SimPro [13], and CD-
MAD [42]. Moreover, we use the supervised learning (SL) setting as a performance upper-bound
reference. For a fair comparison, we test these baselines and our CPG on the widely-used codebase
USB?. For the data augmentation strategy, an identical weak augmentation is applied to both labeled
and unlabeled data, while reserving a strong augmentation for unlabeled data. We use the same
dataset splits with no overlap between labeled and unlabeled training data for all datasets.

Table 1: Comparison of accuracy (%) on CIFAR-10-LT (N4 = 400, M, = 4600) with class
imbalance ratio y € {100, 150, 200} under different unlabeled data distributions. CE and LA denote
using softmax cross-entropy loss and logit-adjusted softmax cross-entropy loss under the supervised
learning (SL) setting, respectively. | indicates we reproduce ACR without anchor distributions for a
fair comparison.

4 =100 v =150 5 =200

Scenario Method Avg.
Arbitrary Inverse Consistent Arbitrary Inverse Consistent Arbitrary Inverse Consistent

SL CE 82.90 +2.00 83.89+0.36 79.14 £0.20 81.06 +2.42 82.48 +0.30 74.51 £0.46  79.20+1.21 81.43+0.53 72.12+0.18 79.64 +£0.85
LA [16] 87.00 +£0.65 86.84 +£0.36 85.92+0.14 85.61 +£0.96 85.59 +£0.09 83.88 +£0.55 84.55+0.71 85.02+0.38 82.56 +0.22 85.22+£0.45
FixMatch (7] 62.17 +4.64 57.61 £1.71 68.35+1.44 57.73 £3.74 56.51 +2.22 64.54+£1.34  54.164+4.03 51.43+£5.24 61.53+£1.08 59.34 +2.83

SSL FreetMatch [8]  65.41+3.93  68.91+1.78  70.0840.67 63.35+4.84 66.69+2.77 63474230 62354630 64.314+444 59.53+1.50 64.90+3.17
SoftMatch [9]  66.134£227  66.00+1.56  72.754+1.09 62924222  65.57+0.53 68.85+1.28 59.0941.95 63.62+2.13  62.49+048 6527 +1.50
ACRf [14] 60.60+£421  62.54+4.04 7320+1.80 482248.07 51.08£1.03 68.31+035 50.13+7.50 53404349 65.12+1.05  59.18 +3.51

Real TSSL SimPro [13] 65.81£1.60 63.70£1.50 64.13+2.03 61.4148.10 61.27+40.72 62.324+241 59.114849 58.09+3.74 59.31+3.11  61.6843.52
CDMAD [42] 63394134  60.24+£3.13  64.63+£157 59.45+1.17 61.44£1.11 65294093  56.39+245 58.6843.90 59.38+1.85  60.99+1.94
Ours 82.10 £0.74 82.37 +0.15 76.93 £2.68 76.38 £3.87 78.19 +1.63 70.75 £2.13 75.18 £3.28 77.45 +£144 68.33 £394 76.41 £221

Table 2: Comparison of accuracy (%) on CIFAR-100-LT (Nyaz = 50, M4, = 450) with class
imbalance ratio v € {10, 15,20} under different unlabeled data distributions.

7 =10 y=15 =20

Scenario Method Avg.
Arbitrary Inverse Consistent Arbitrary Inverse Consistent Arbitrary Inverse Consistent

SL CE 64734027 65354021  64.6240.24 61.85+029 63.124+0.26 61.61+026 59.94+033  61.29+0.27 58.91+029  62.38+0.27
LA[16] 66.83£033  66.68+0.18  66.50+0.28  64.524+047 64.89+025 63.80+021 62734038 63.44+030 62.22+035 64.6240.30
FixMatch [7] 48894127 47924163 50.04+£0.80 42.91+0.64 41.54+£1.00 44.60+£048 40.64+1.06 38774060 42.11+£057 44.16+0.89

SSL FreetMatch [8]  45.9740.57 45.74+£135 46.36+£093  40.66+0.62 40.68+£048 41.084026 38.05+0.12 39244027 39.61+£0.80  41.93+0.60
SoftMatch [9] ~ 47.99+0.85  48.17+1.04 48864034 42.62+134 41424046 43784084 40244093 40.17+£1.10 41.13+035  43.824+0.80
ACR{ [14] 44.10+£1.59 48504086  41.33+041  35.12+1.36  39.01+0.38 32.73+174 29.08+1.11 3278+1.59 29.69+294 36.93+1.33

Real TSSL SimPro [13] 44.26 £0.57 44.14 £1.12 45.67 +£0.88 39.00+0.50 37.00+0.39  41.32+0.80 35.57£1.11 34.35+0.63 37.86+0.65 39.91+0.74
CDMAD [42] 33954294 35.02+£1.62 37.15+£095 31.36+1.55 29.60+4.17 32.62+4.81 28.89+523 25.18+1.68 28.37+158 31.35+2.72
Ours 51.48 +0.32 5146 +022 51.22 £0.71 46.26 +1.40 47.88 £0.24 4594 +£1.02 44.17 +130 44.17 £1.01 42.66 +0.56 47.25 +£0.75

4.2 Results

Consistent distribution settings. We begin our analysis by evaluating performance under the
consistent distribution setting, where labeled and unlabeled data follow an identical long-tailed
distribution. Tables 1 and 2 present the primary results for CIFAR-10-LT and CIFAR-100-LT,
respectively. Across all imbalance ratios, CPG achieves superior classification accuracy compared to
previous baselines. For example, given (N2, Mimaz,y) = (400, 4600, 100), CPG outperforms all
baselines by up to 3.73 percentage points (pp) on CIFAR-10-LT. Similar improvements are observed
for Food-101-LT and SVHN-LT in Table 3. On Food-101-LT with (N2, Mimaz,y) = (50,450, 15),
CPG achieves gains of up to 2.27 pp.

Zhttps://github.com/microsoft/Semi-supervised-learning
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Table 3: Comparison of accuracy (%) on Food-101-LT (Ny,qz = 50, My, = 450) with class
imbalance ratio v € {10,15} and SVHN-LT (N;pa = 400, Myy0. = 4600,y = 100) under
different unlabeled data distributions.

Food-101-LT SVHN-LT
Scenario  Method T o Avg. T Avg.
Arbitrary Tnverse Consistent  Arbitrary Tnverse Consistent Arbitrary Tnverse Consistent
SL CE 48.5140.73 49.44 +0.41 47.92+0.35 45.45+1.16 46.40 £0.08 44.58 +0.29 47.05 4+0.50 91.58 £0.60 92.19+0.29 91.924+0.10 91.90 +0.33
: LA [16] 50564026  50.6040.30 50.06+035 47.78+075 48324016 47364025 49114035 93264090 94374009 92.13:£040 93254046
FixMatch [7] 22284088 21184030 23.374049 1846+1.07 17474040 19774024 20424056 89574234 87.29+037 93.13+0.04  90.00+0.92
SSL FreetMatch [8]  22.28 +1.12 21.89-+0.87 22.22+0.68 18.72 +£0.80 18.66 +0.46 19.61 +0.38 20.56 +0.72 85.78 +2.87 87.01 +1.56 90.88 +0.48 87.89 +1.64
SoftMatch [9] 22874076  22.304+0.73 22.72+0.75 19.46 +1.04 19.43 +0.87 19.84+0.94  21.10+0.85 85.71 +1.87 87.79+1.15  91.07 +£0.42 88.19+1.15
ACRf [14] 1841075 19274112 17.304058 15442050 17074061 13.88+073 1690+0.72 87.67+4.60 84.20+158 92.64+0.50 88.17+223
Real TSSL SimPro [13] 19.59 +0.77 17.31+0.50 21.34+0.41 15.29 +0.93 14.51+0.72 17.63 +0.42 17.61 +£0.63 90.10£2.75 88.50+0.12 86.55 +4.32 88.38 £2.40
=T CDMAD [42] 10.11 +1.63 11.26 +1.57 12.24 +1.09 10.21 +1.43 8.65 +£1.60 11.18 +1.64 10.61 +1.49 81.90 +1.81 81.39 +3.46 87.88 +3.92 83.72 +£3.06
Ours 2598 £0.66 2552 +043 2524 £030 21.88 £0.85 2127 £051 22.11 £072 23.67 £0.58 9399 £034 9474 +049 93.45 £0.52 94.06 £0.45

Inconsistent distribution settings. To assess the real-world scenarios with mismatched distributions,
we evaluate CPG under inverse long-tailed and arbitrary unlabeled data distributions. As shown
in Tables 1 and 2, CPG consistently surpasses baselines on both CIFAR-10-LT and CIFAR-100-
LT. Notably, for (Nmazs Mmaz,y) = (400,4600, 100) with arbitrary unlabeled data distribution,
CPG achieves performance gains of 15.97 pp over existing methods on CIFAR-10-LT. For realistic
benchmark Food-101-LT in Table 3, CPG outperforms all competitors by up to 3.22 pp given the
setting (Noazs Minaz,y) = (50,450, 10) with inverse long-tailed unlabeled data distribution.

When evaluating the overall performance, our CPG framework consistently outperforms baselines
across all datasets. Notably, it achieves an average accuracy improvement of 11.14 pp on CIFAR-10-
LT, 3.09 pp on CIFAR-100-LT, and 4.06 pp on SVHN-LT. Moreover, it maintains a significant gain
of 2.57 pp on the challenging realistic benchmark Food-101-LT.

Note that we observe a less significant performance improvement on CIFAR-100-LT than on CIFAR-
10-LT. This can be attributed to the inherent challenges of CIFAR-100. Although CIFAR-100 and
CIFAR-10 have the same total training set size, CIFAR-100 divides the data into 100 fine-grained
classes (compared to 10 in CIFAR-10), reducing per-class samples by an order of magnitude. The
finer class granularity also increases inter-class similarity, making classification inherently more
challenging. As a result, the upper-bound performance (e.g., supervised learning) on CIFAR-100-LT
(64.62 pp) is significantly lower than on CIFAR-10-LT (85.22 pp). Moreover, our method leverages
consistency regularization to enhance model stability and prevent severe performance degradation,
maintaining a relatively stable lower-bound performance. The narrower gap between this lower bound
and the constrained upper bound on CIFAR-100-LT inherently limits the absolute performance gains.
Despite this, our method still achieves a substantial average accuracy improvement of 3.09 pp on
CIFAR-100-LT, as detailed in Table 2.

4.3 Analysis

©
@

Evaluation under varying imbalance ratios.
Fig. 4 illustrates the performance of CPG across
different unlabeled data imbalance ratios, where
the labeled data distribution is long-tailed with a
fixed imbalance ratio and the unlabeled data dis-
tribution is arbitrary with varying imbalance ra-
tios. The datasets are CIFAR-10-LT with (’Yl = 160 mtatar o of Ut pats 2 I N
100, v, € {100,150, 200,250}) and CIFAR-

J00.LT with (7 = 10, 7, © 15.10,15,20}). (a) CIFAR-IO-LT (b) CIFAR-100-LT
The results consistently indicate that our method Figure 4: Comparison of accuracy (%) among
outperforms previous baselines. Moreover, as FreeMatch [8], SimPro [13], and our CPG on
the unlabeled data imbalance ratio increases, the CIFAR-10-LT and CIFAR-100-LT under arbitrary
performance of baseline methods degrades sig- unlabe'led' datg distribution with long-tailed labeled
nificantly. In contrast, our method maintains data distribution.

nearly consistent performance on CIFAR-10-LT and exhibits only minor degradation on CIFAR-100-
LT, demonstrating robust performance across varying unlabeled data imbalance ratios.
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Evaluation under arbitrary labeled data distribution. Real-world scenarios often exhibit dynamic
distribution shifts where any class can become dominant, affecting both labeled and unlabeled
data. While existing evaluations assume static long-tailed distributions for labeled data, we assess



CPG under arbitrary labeled data distribu- Table 4: Comparison of accuracy (%) on CIFAR-10-LT
tions, with unlabeled data following either and CIFAR-100-LT under arbitrary labeled and unla-
a consistent or inconsistent distribution beled data distributions.

relative to labeled data. As shown in Ta- Seenario Method CIFAR-10-LT CIFAR-100-LT
. Nonazs Myaz: ) = (400, 4600, 100) (Npazs Mynaz.7) = (50,450, 10
ble 4, CPG consistently outperforms base- (1 e L C( - )i — ”)C o - )
nconsisten onsisten nconsistens onsisten
lines on CIFAR-10-LT and CIFAR-100-
r - L CE 82.90£3.34 78.48 £4.61 6475058  63.77£031
LT’ demonstratmg exceptlonal robustness. LA [16] 87.2241.29 85.11+1.63 66.54 +0.29 66.35 +0.37
: . _ FixtMatch [7] 66.27 £3.69 69.69 +3.50 48.23 +0.80 48.59 +0.92
For instance, with (N max M, maxs 'V) —  sSL FreetMatch [8] 62.02 +2.21 69.73 +£2.80 45594031 46494078
(400 4600 100) and an inconsistent un- SoftMatch [9] 63.37 £1.68 73.07 £2.79 47.79 £0.24 48.83 £0.84
) 9y
SO . ACRf[14]  58.15£5.03 7171074 45304056  42.34+028
labeled data distribution, CPG achieves ReaLrssLSImPro (131 7040518 67.54+231 44104045  45.82+1.53
performance gains of 11.82 pp over exist- CDMAD [42] 60.26+0.26 66.45 +£2.89 32864585 35794322
Ours 8222 £4.04 76.41 £4.13 5159 £1.06  50.59 £083

ing methods on CIFAR-10-LT.

Ablation study. We conduct ablation studies to validate the effectiveness of key components
in our CPG in Table 5. Specifically, we set (Npaz: Mmaz,y) = (400,4600,100) for CIFAR-
10-LT and (Npaz, Mimaz, ) = (50,450, 10) for CIFAR-100-LT, respectively. As shown in Ta-
ble 5, we can observe that each component brings a significant improvement. For exam-
ple, on CIFAR-10-LT, the auxiliary branch (AB) brings a performance gain of 0.80 pp given
the arbitrary unlabeled data distribution. Moreover, class-aware adaptive augmentation (CAA)
module further boosts performance by 2.99 pp over the AB baseline, while controllable self-
reinforcing optimization cycle (CSOC) delivers a more substantial gain of 14.41 pp. Combining
CAA and CSOC achieves a synergistic improvement of 14.82 pp, underscoring the complementary

roles of th.ese components. Table 5: Comparison of accuracy (%) on with and without the key
When evaluating the overall per-  components in the proposed method.

formance, CAA and CSOC in- Ablations CIFAR-10-LT CIFAR-IOOLT |
leIduaHy COI‘ltI:lbute average  ; ABw/ CSOCw/ CAA Arbitrary Inverse Consistent Arbitrary Inverse Consistent\
performance gains of 2.35 pp 65.18 6394 6610 4632 4623 4584 |55.60
and 6.97 pp, respectively, while v 6598 6493 6928 4837 47.85 48.13 (57421 1s:
: T v V6897 6759 7552 4890 4826 4939 |59.77 %2
their combination yields 210.65 7, 8039 80.85 76.85 4925 49.66 4935 |64.39 7 cur
pp improvement, reinforcing v v v 8233 8232 7835 5185 5161 5104 [66.25 Ti0.s

the effectiveness and robustness
of our design.

Statistical significance. Table 6 presents the Table 6: Statistical significance of perfor-
win/tie/loss counts between our CPG and six base- mance differences assessed with pairwise t-
line methods across different datasets under varying test at a 0.05 significance level, reported as
unlabeled data distributions, using a pairwise t-test at  win/tie/loss counts.

a 0.05 Signiﬁcance level. The results show that our  Scenario  Method Arbitrary Inverse Consistent|  Total
: : : FixtMatch [7]  7/2/0 9/0/0 4/5/0 | 20/7/0
CPG outperforms baseline methods in all cases, with o Flichis) 97070 97070 77270 | 237270
a significant improvement in 80.25 pp of cases (130 SoftMatch [9]  7/2/0 8/1/0 5/4/0 | 20/7/0
1 1 1 ACRT [14] 8/1/0 8/1/0 5/4/0 | 21/6/0
out Of 162)’ demonStratlng 1ts effeCtheneSS. Real’TSSL SimPro [13] 6/3/0 9/0/0 7/2/0 | 22/5/0

CDMAD [42] 8/1/0 9/0/0 5/4/0 | 22/5/0
Total 45/9/0 52/2/0 33/21/0]130/32/0

More experiment results and ablation studies are pro-
vided in Appendix E and Appendix F, respectively.

5 Conclusion

In this work, we have presented a novel solution to the ReaL.TSSL problem via controllable pseudo-
label generation. We proposed to expand the labeled dataset with reliable pseudo-labels and train
the model on the updated labeled dataset with a known distribution, making it unaffected by the
unlabeled data distribution. Our framework introduces a controllable self-reinforcing optimization
cycle, combining dynamic controllable filtering for reliable pseudo-label identifying with iterative
Bayes-optimal classifier construction through logit adjustment. It is further enhanced by a class-
aware adaptive augmentation module for minority class representation learning and an auxiliary
branch to maximize data utilization by leveraging all labeled and unlabeled samples. We further
theoretically proved that this optimization cycle can significantly reduce the generalization error
under some conditions. Comprehensive experiments on four commonly used benchmarks show
consistent improvements of our method over the state-of-the-art methods by up to 15.97 % across
various scenarios.
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paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope. Please see Abstract and Sec. 1.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper discusses the limitations of the work performed by the authors.
Please see Appendix H.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: For each theoretical result, the paper provides the full set of assumptions and a
complete (and correct) proof. Please see Sec. 3.4 and Appendix B.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper fully discloses all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not). Please see
Sec. 4.1, Appendix C, and Appendix D.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The paper provides open access to the data and code, with sufficient instructions
to faithfully reproduce the main experimental results, as described in supplemental material.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specifies all the training and test details (e.g., data splits, hyperpa-
rameters, how they were chosen, type of optimizer, etc.) necessary to understand the results.
Please see Sec. 4.1, Appendix C, and Appendix D.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments. Please see Sec. 4.3.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provides sufficient information on the computer resources (type of
compute workers, memory, time of execution) needed to reproduce the experiments. Please
see Appendix I.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:[Yes]

Justification: The paper discusses both potential positive societal impacts and negative
societal impacts of the work performed. Please see Appendix J.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our research does not release data or models, so the paper has no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets (e.g., code, data, models), used in the
paper, are properly credited and are the license and terms of use explicitly mentioned and
properly respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Evolution of Pseudo-label Predictions

Fig. 5 shows the evolution of pseudo-label predictions of our method under the arbitrary unlabeled
data distribution, evaluated on CIFAR-10-LT. From Fig. 5, we observe that our CPG progressively
increases the utilization rate of pseudo-labels while maintaining the high accuracy. The predicted
distribution gradually approximates the ground-truth unlabeled data distribution, and the Kullback-
Leibler (KL) divergence between the predicted and ground-truth unlabeled data distributions decreases
during training.
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Figure 5: Evolution of pseudo-label predictions of our method under arbitrary unlabeled data
distribution. GT denotes the ground-truth unlabeled data distribution. TP (FP) denotes the pre-
dicted true (false) positive pseudo-labels. KL denotes the Kullback-Leibler divergence between
the predicted and ground-truth unlabeled data distributions. The dataset is CIFAR-10-LT with
(Nmazs Mmaz, v, 7a) = (400, 4600, 50, 50). Our CPG can progressively increase the utilization
rate of pseudo-labels while maintaining the high accuracy during training, as the pseudo-label distri-
bution gradually approximates the ground-truth unlabeled data distribution.

B Proof of Theorem 1

We first copy the Theorem 1 here.

Theorem 1. Suppose that the loss function 1, (f(z),y) is p-Lipschitz with respect to f(x) for all
y € {1,...,C} and upper-bounded by U. Given the pseudo-labeling error rate 0 < € < 1, for any
v > 0, with probability at least 1 — v, we have:

T T
Ry SRO—Z)\t-FUZGt +4\/§,0
t=1 t=1

log 2
20, ’

T C T
S Ro,(Hy) +2U > (11)
t=1

t=1y=1

where T denotes the total number of training steps, Rt and Ry represent the model empirical risk at
the final training step and initial training step (without pseudo-labels), respectively, and €; represents
the pseudo-labeling error rate at the t-th training step.

Proof. We first restate the definition of the model empirical risk R at the ¢-th training step, i.e.,
Ry =Ry — M\ + I, + o, (12)

where R; denotes the model empirical risk at the ¢-th training step, A\; > 0 quantifies the empirical
risk reduction achieved, and I, and I, represent the impact of noisy pseudo-labels and number of
training samples, respectively. We derive I, and Ip, below, omitting the subscript ¢ for brevity.
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We define the true risk on the training dataset with respect to the classification model f(x;6) as
R(f) = E(ay) [ba(f(2), )] - (13)

We aim to learn a good classification model by minimizing the empirical risk ﬁ( f) = ]?iz( f)+

Ru(f). with Bi(f) = % S0 la(f(x:),9:) and Ry(f) = % 33, €a(f(x;), ;) representing
the empirical risk on labeled and unlabeled training dataset, respectlvely

Next, we derive the uniform deviation bound I between the true risk R(f) and the empirical risk
R(f) using the following lemma.

Lemma 1. Suppose that the loss function £,,(f(x),y) is p-Lipschitz with respect to f(x) for all
y € {1,...,C} and upper-bounded by U. For any v > 0, with probability at least 1 — v, we have:

~ c 1 2
IR(F) = R <2203 R (M) + U 5o e (14)
y=1

where the function space H,, for the label y € {1,...,C}is {h: x — f,(z)|f € F}.

Proof. In order to prove this lemma, we define the Rademacher complexity of the composition of
loss function ¢;, and model f € F with IV labeled and M unlabeled training samples as follows:

RNy (lig 0 F)

Eym i Z Hi (fza ) + Z 11 (t’za ))

C
<V20> Rvim(Hy), (15)

y=1

where o denotes the function composition operator, E(,, ,, .y denotes the expectation over x, y, and
4, (v denotes the Rademacher variable, sup ;c » denotes the supremum (or least upper bound) over
the function set F of model f. The second line holds because of the Rademacher vector contraction
inequality [43].

Then, we proceed with the proof by showing that the one direction sup ;¢ » R(f) — E( f) is bounded
with probability at least 1 —wv/2, and the other direction sup ;¢ » }AB( f)—R(f) can be proved similarly.

Note that replacing a sample (z;,y;) leads to a change of sup ;¢ » R(f) — R(f) at most SNEw e U due
to the fact that ¢;, is bounded by U. According to the McDiarmid’s inequality [38], for any v > 0,
with probability at least 1 — v/2, we have:

log 2
YU —Bu (16)

supR(f)—E(f)SE 2(N + M)

fer

sup R(f) — R(f)

feF

According to the result in [38] that shows E {supfe}- R(f)— ﬁ(f)} < 2R N+ M (F), and further
considering the other direction sup ; » ﬁ( f) — R(f), with probability at least 1 — v, we have:

C 2

N log =
R(N) = RN <220 S Rvans (Hy) + Uy oo, 17
sup [R(f) ~ R(f)] < fﬂyE:l (M) + U\ 5 4

which completes the proof.
O

In SSL, we cannot minimize the empirical risk ﬁu( f) directly, since the ground-truth labels are
inaccessible for unlabeled training data. Therefore, we need to train the model with R, (f) =
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ﬁ Zﬁl li1a(f(x5),9;), where ; denotes the pseudo-label of unlabeled sample z;, and M quan-

tifies the pseudo-labels identified by the dynamic controllable filtering. Let f = argmingc ITZ( )
be the empirical risk minimizer, and f* = argmincx R(f) be the true risk minimizer. Let
Cours = ﬁ Zf\; o (f(x),9:) + Z;Vil o (f(zj), g)])} be the training loss on N labeled and
M pseudo-labeled samples with pseudo-labeling error rate e for our method.
Then, we can bound the difference ., between R.(f) and ﬁ;( f) as follows.

Lemma 2. Suppose that the loss function £,(f(x),y) is p-Lipschitz with respect to f(x) for all
y € {1,...,C} and upper-bounded by U. Given the pseudo-labeling error rate 0 < € < 1, we have:

0 < |R,(f) — Rulf)| < Ue. (18)

Proof. Let’s first expand ﬁ;( f):

~ 1 M
u\J) = = 1a\J\Tj);Yj
R(f) = 7 2 balf (), 35)

M c
= ﬁ ; [(1 = )la(f(x;),y5) + CE_ 1 ;H(@j # yj)éla(f(xj)a@j)] .19

Next, we show its upper bound:

= =
M=

RL(f) < Ru(f) +

IN

c
Ce_ 1 ZH(QJ' # yj)£la(f<xj)7gj)]

~
I
—

IN

Ru(f) +

c=1
c C
o1 > (g, # y))U

c=1

S
M=

j=1

< Ru(f) + Ue, (20)
and when € — 0, it reaches the lower bound ﬁu( f), which concludes the proof.

O

Based on the above lemmas, for any v > 0, with probability at least 1 — v, at the ¢-th training step,
we have:

C 2
o ~ A og =
Ri(f) SRt(f)+2ﬁPZROf(Hy)+U 20,
y=1
~ A c log%
< B () + Re,(F) +2V2p ) Ro (Hy) + Uy 55
y=1 t
~ A ~ . c log%
< B () + Bl (F) +2v20 3 Ro, (W) + Uy 55!
y=1
~ =, c log%
<Ry (f)+ R, (f)+2V2pY Ro,(Hy) +U 20,
y=1
~ ~ c log%
y=1 t
~ = log 2
< Ri(f)+Ue + 2ﬂpy§7€ot (Hy) + U\ 55"
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lg%
20y

< Rt(f>+Uet+4prRot y) +2U (1)

where the first and seventh lines are baged on Lemma 1, and three and fifth lines are due to Lemma 2.
The fourth line is by the definition of f.

Then, we can derive I, + Ip, as follows:

I, + 1o, = |Ri(f) - Re(f )I+|Rt( ) = Re(f)| = [Ri(f) = Re(f)]

log 2
<U 4 R 2U L 22
€t + fp; Ot + QOt ) ( )
Substituting Eq. (22) into Eq. (12) yields:
c g 2
R, < Ry 1f>\f+Uet+4\fpyz:1Ro, H,) +2U 20:
= log 2
Ry <Rpg—Moa+Ue1+4V20Y Ro, ,(Hy) +2U Eu
- t—1 (23)
= log 2
Ry < Ro— M +Ue +4V2p > Ro, (H,) +2U v
et 20,

Finally, combining the sub-equations in Eq. (23) through summation yields:

Ry < Ry — Z)\t—i-UZGt—f—él\prZRot +2UZ 20t (24)

t=1y=1

At this point, we have proven Theorem 1.

C Dataset Details

We perform our experiments on four widely-used datasets (CIFAR-10-LT [39], CIFAR-100-LT [39],
Food-101-LT [40], and SVHN-LT [41]), following the main experimental settings in FreeMatch [8]
and SimPro [13], details are as below.

* CIFAR-10-LT: We test nine settings with (Np,qz, Mimas) = (400, 4600) and v € {100, 150, 200}.
The unlabeled data follows either the same long-tailed distribution as the labeled data (consistent
case), or an inverse long-tailed or arbitrary distribution (inconsistent cases).

* CIFAR-100-LT: We examine nine settings with (N,,40, Mimae.) = (50,450) and v € {10, 15, 20},
using the same consistent/inconsistent unlabeled data distribution patterns as above.

* Food-101-LT: We evaluate six settings with (Npazy Mmaz) = (50,450) and v € {10, 15},
maintaining the same distribution cases.

* SVHN-LT: We evaluate three settings with (N,,q0, Mimaz,y) = (50,450, 100), following the same
distribution scheme.

D Implementation Details

We follow the default settings and hyperparameters in USB, i.e., the batch size of labeled data B;
is set to 64, while unlabeled data B,, is set to 7 times B;, and the confidence threshold 7 is set
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to 0.95. Moreover, we use the WRN-28-2 [44] architecture, the SGD optimizer with momentum
0.9, and weight decay Se-4 for training. We use a cosine learning rate decay [45] scheme, which
t

sets the learning rate to 7 cos (176%), where the initial learning rate 7 is set to 0.03, ¢ is the current
218

training step, and the total number of training steps 7' is set to 2*°. We repeat each experiment with
three different random seeds (i.e., 0, 1, and 2) and report the mean and standard deviation of the
performances. We conduct the experiments on a single NVIDIA RTX 4090 GPU using PyTorch
v2.3.1.

E More Experiment Results and Analyses

E.1 Comparison of Macro-F1 on CIFAR-10-LT and CIFAR-100-LT

To better evaluate our method’s  Table 7: Comparison of Macro-F1 (%) on CIFAR-10-LT
performance under class imbal- (N,,,.. = 400, M40 = 4600, = 100) and CIFAR-100-LT

ance, we include the Macro-F1 (N, = 50, M4, = 450, = 10) under different unlabeled
metric in our analysis. Table 7 data distributions.

presents the results on CIFAR- ‘ CIFAR-10-LT CIFAR-100-LT

10-LT and CIFAR-100-LT. In Scerario Method 7 =100 AvE: 7 =10 AvE:

both cases, the labeled data fol- Arbitrary Inverse Consistent Arbitrary Inverse Consistent

lows a long-tailed distribution FixMatch [7] ~ 53.52 5424 6647 5807 4458 4485 4646 4530
. . SSL FreetMatch [8] 66.00 67.00 68.04 67.01 44.13 4357 4384 4385

while the unlabeled data varies SoftMatch [9]  62.49  66.66 71.53 66.89 4567 46.73 4691 46.44

across long-tailed, inverse long- ACRf [14] 59.01  64.03 7025 6443 4569 48.89 41.92 4550

ailed, and arbitrary distributions. rersst SHATIEL 612 O T a0 W g dlw ik
The results in Table 7 show that Ours 8199 8231 7825 8085 5131 5125 5041 5099
our method achieves significant

improvements in Macro-F1 over existing baselines, further validating its effectiveness for imbalance
learning. Notably, it yields average Macro-F1 gains of 13.84 pp on CIFAR-10-LT and 4.55 pp on
CIFAR-100-LT.

E.2 Evaluation on Audio Modality

While our method is evaluated on vision tasks, the core principles of Table 8: Comparison of ac-
CPG can be extended to other modalities. Here, we further evaluate curacy (%) on ESC-50-LT
our method on the audio modality. Specifically, for audio data, this (N,,4. = 12, Mypee =
adaptation requires two key modifications: (i) replacing vision-specific 12,y = 1.2) under long-
backbones (e.g., WRN-28-2 [44]) with audio-compatible models (e.g., tailed labeled data and arbi-
HuBERT [46]), and (ii) substituting image augmentations with audio- trary unlabeled data distribu-
specific ones. To demonstrate this adaptability, we perform our CPG tions.

on ESC-50-LT [47], a standard benchmark for environmental sound  FreeMatch [8] SimPro [13] Ours

classification. As demonstrated in Table 8, our method achieves state- 68.13 6875 69.13
of-the-art performance on this audio benchmark, confirming its effec-
tiveness beyond the visual modality. These results strongly support the generalizability of CPG’s
framework across different modalities.

E.3 Evaluation under Noisy Scenarios

To comprehensively evaluate our method’s robust-  Table 9: Comparison of accuracy (%) on

ness under noisy scenarios, we conduct additional CIFAR-10-LT (N,,0x = 400, Mgz =
experiments on CIFAR-10-LT with (Nyae = 4600,~ = 100) across different noise rate sce-
400, Myq = 4600,y = 100), under varying nparios.

noise rates (i.e., 0%, 10%, 20%, and 30%). The la-  Noise rate 0% 10% 20% 30% A (0% — 30%)
beled data follows a long-tailed distribution, while  FreetMatch [8] 66.33 60.33 56.24 51.29 15.04

the unlabeled data adheres to an arbitrary distri- SimPro[13] 6473 59.86 44.54 34.80 -29.93
bution. As demonstrated in Table 9, our method  Ours 82.33 75.95 71.82 69.87 -12.46

consistently outperforms baselines in noisy settings,
achieving the highest accuracy across all noise rates with minimal performance degradation. Notably,
when noise rate increases from 0% to 30%, our method shows a degradation (A) of only 12.46

27



pp, compared to 15.04 pp for FreeMatch [8] and 29.93 pp for SimPro [13]. This demonstrates our
method’s strong robustness to label noise.

E.4 Evaluation on Large-scale and Realistic Datasets

The Food-101 dataset (evaluated in Table 3) is a widely adopted bench- Table 10: Comparison of
mark for food image classification. Its training set naturally contains accuracy (%) on ImageNet-
a proportion of label noise, making the data distribution implicitly un- 127.

known. Thus, distribution mismatches between labeled and unlabeled — Scenario  Method 32x32 64x64
data occur when splitting the training set into labeled and unlabeled ssL gixMﬁch }[‘7]8 ’2;?2; 2;461(7)
. . . . tMat Sl 39.

datasets. Despite these challenges, our method achieves a significant Sovae ol 3130 3940
average accuracy gain of 2.57 pp on this dataset. ACRT[14] 3847 4761

, ) . RealTssy, SImPro [13]  43.31 46.93
To further evaluate our method’s effectiveness in large-scale and real- CDMAD [42] 15.46 21.92
world scenarios, we conduct experiments on ImageNet-127 (an im- Ours 44.58 50.43

balanced dataset, 127 classes, imbalance ratio 286) with an arbitrary
(non-long-tailed) distribution. As shown in Table 10, our method consistently outperforms baselines,
achieving gains of 1.27 pp at 32x32 resolution and 2.82 pp at 64x64 resolution. These results
highlight our method’s robustness in large-scale and realistic settings beyond standard benchmarks.

E.5 Evaluation under Extreme Settings

In long-tailed learning scenarios, there exists an inherent  Table 11: Comparison of accuracy (%)
trade-off between extremely small N,,,,, (number of sam- on CIFAR-10-LT under extreme scenar-
ples in the most frequent class) and large imbalance ratio  jos.

~ values, since Ny, = Ninagz /v > 1. Our initial experi-  Method Setting Al Setting A2 Setting B
ments on CIFAR-10-LT in Table 1 already employed chal- FreetMatch [8]  63.86 45.75 55.92
lenging settings (N,nq = 400, M0, = 4600,y = 100)  SimPro [13] 31.01 15.20 50.98
with N,,;, = 4. Notably, even with such extremely few  oOurs 69.56 49.28 77.78
tail class samples, our method still demonstrates signifi-
cant performance gains over baselines.

To further evaluate our method, we conduct additional experiments under three more extreme settings:
extreme sparsity setting Al (Nyaz = 100, Nppin = 1, Minae = 4900, = 100), extreme sparsity
setting A2 (Npao = 10, Npinn = 1, Miae = 4990, = 10,+,, = 300), and extreme imbalance
setting B (Nya0 = 400, Nppin = 1, My = 4600,y = 300). As demonstrated in Table 11, our
method achieves state-of-the-art performance across three settings, attaining 69.56 pp in setting A1,
49.28 pp in setting A2, and 77.78 pp in setting B. These results represent significant improvements
over all baseline methods, underscoring our method’s exceptional capability to handle extreme
settings.

E.6 Evaluation using Other Architectures

To evaluate architectural generalization, we conduct experiments using  Table 12: Comparison of ac-
ResNet-50 on CIFAR-10-LT with (Ny4z = 400, Mypq, = 4600,v = curacy (%) on CIFAR-10-
100). The labeled data follows a long-tailed distribution, while the LT using ResNet-50.
unlabeled data conforms to either an inverse long-tailed or an arbitrary  “ethod
distribution. As evidenced by Table 12, our method demonstrates p_ - (8] 4768 4828
significant improvements, achieving absolute performance gains of  SimPro [13] 43.67  51.26
7.85 pp and 7.23 pp over current state-of-the-art methods in these gy 5553 58.49
respective scenarios. These results highlight our method’s consistent
robustness when applied to different network architectures and its ability to handle varying distribution
patterns in the unlabeled data.

Arbitrary Inverse

F More Ablation Studies and Analyses

F.1 Ablation Study on the Confidence Threshold

The confidence threshold 7 = 0.95 is a common setting in SSL, which we adopt for a fair compari-
son. To evaluate the impact of different confidence thresholds on model performance, we conduct
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additional experiments on CIFAR-10-LT with (N, = Table 13: Ablation study on the confi-

400, Mo = 4600,y = 100) and 7 € dence threshold.

{0.75, 0.85, 0.95}. As shown in Table 13, our method’s  Method Arbitrary Inverse Consistent
performance variations across different thresholds remain  FreetMatch [8] 6633  68.10  69.42
relatively small (within 1-2 pp), and it maintains consis-  SimPro [13] 64.73 6525 6437

tently superior performance compared to baseline methods.  Ours (r = 0.75)  81.35 7826  76.20

This threshold-insensitive property highlights the stability =~ Ours (r = 0.85) 81.89  80.85  77.79
of our method. Ours (1 = 0.95) 82.33  82.32 78.35

F.2 Ablation Study on the Auxiliary Branch

To evaluate the impact of the auxiliary branch, we integrate it into both FreeMatch [8] and SimPro [13]
and analyze their performance variations. As demonstrated in Figs. 6 and 7, our analysis reveals
that the auxiliary branch exhibits divergent effects across methods. FreeMatchi (FreeMatch with the
auxiliary branch, Fig. 6(a)) selectively improves pseudo-label quality and quantity for both majority
classes (e.g., classes 8 and 9) and minority classes (e.g., class 7), unlike the baseline (FreeMatch
without the auxiliary branch, Fig. 1(a)). In contrast, SimPro suffers consistent degradation in pseudo-
label quality and quantity across nearly all classes when integrated with the auxiliary branch. These
trends are further supported by the error rate and utilization rate comparisons in Figs. 3 and 7, which
indicate similar performance variations.

5000 [ GT = TP B FP 5000 [ GT = TP B FP 5000 [ GT = TP B3 FP

gt IITRN |t [P T
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Figure 6: Comparison of pseudo-label predictions among FreeMatch? [8], SimProf [13], and our CPG
under arbitrary unlabeled data distribution. GT denotes the ground-truth unlabeled data distribution.
TP (FP) denotes the predicted true (false) positive pseudo-labels. The dataset is CIFAR-10-LT with
(Nmazs Mumaz, v, 7a) = (400, 4600, 50, 50). Our CPG can generate more reliable pseudo-labels
than FreeMatchl and SimPro7 in both minority classes like class 1, 2 and majority classes like class
6, 8, 9. 1 indicates that we reproduce baseline methods with the auxiliary branch, similar to our CPG.
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Figure 7: Comparison of pseudo-label error rate (a), pseudo-label utilization rate (b), and testing
accuracy (c¢) among FreeMatchi [8], SimProf [13], and our CPG under arbitrary unlabeled data
distribution. The dataset is CIFAR-10-LT with (N,azs Minaz, Vi, Yu) = (400,4600, 50, 50). The
vertical gray dotted line indicates the initiation of pseudo-labeling. Our CPG can generate pseudo-
labels with a lower error rate and comparable utilization rate, achieving superior testing accuracy
compared to both FreeMatchl and SimPro1. 1 indicates that we reproduce baseline methods with the
auxiliary branch, similar to our CPG.
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F.3 Ablation Study on the Anchor Distributions

In the main paper, we compare our CPG with ACR{ (without anchor distributions) since anchor
distributions are typically unknown in real-world scenarios. Here, we further supplement this
analysis by comparing CPG with ACR (with anchor distributions) under the assumption that anchor
distributions are known. As shown in Tables 14, 15, and 16, our method outperforms ACR even when
anchor distributions are known, while ACR relies on this prior knowledge. This demonstrates the
robustness and practical applicability of our method.

Table 14: Comparison of accuracy (%) on CIFAR-10-LT (N,,q = 400, M,,,,. = 4600) with class
imbalance ratio v € {100, 150,200} under different unlabeled data distributions.

4 =100 =150 5 =200
Arbitrary Inverse Consistent Arbitrary Inverse Consistent Arbitrary Inverse Consistent

ACRf [14]  60.60+4.21  62.54+4.04 73204180 48.22+8.07 51.08+1.03 68.31+035 50.13+7.50 53404349 65.12+1.05 59.18+3.51
ACR [14] 76.18 £0.91  75.772+1.05  73.274096  66.69+2.03  66.68+1.82 69.34+3.05 68.91+3.50 67.25+1.57 66.48+4.79  70.0642.19

Ours 82.10 +£0.74 82.37 £0.15 76.93 £2.68 76.38 +£3.87 78.19 £1.63 70.75 £2.13 75.18 +3.28 77.45 £1.44 68.33 £3.94 76.41 +221

Method Avg.

Table 15: Comparison of accuracy (%) on CIFAR-100-LT (N,q2 = 50, Mypq = 450) with class
imbalance ratio v € {10, 15,20} under different unlabeled data distributions.

Method v=10 v=15 v=20 Avg.
Arbitrary Inverse Consistent Arbitrary Inverse Consistent Arbitrary Inverse Consistent

ACRf [14] 44.10£159 4850+0.86 41.334+041 35124136  39.01+038 32.73+1.74 29.08+1.11 32784159 29.69+294  36.93+1.33

ACR [14] 50924096  50.29 +0.71 50.57+0.98  44.024+0.63 43.49+0.54 44.684+0.90 41.93+1.64 39.62+1.53 42.28+129 4531+1.02

Ours 51.48 +032 51.46 £022 51.22 £0.71 46.26 +£1.40 47.88 £024 4594 +£1.02 44.17 £130 44.17 £1.01 42.66 +0.56 47.25 +£0.75

Table 16: Comparison of accuracy (%) on Food-101-LT (Nypee = 50, Mpqe = 450) with class
imbalance ratio vy € {10, 15} and SVHN-LT (V40 = 400, M 4, = 4600,y = 100) under different
unlabeled data distributions.

Food-101-LT SVHN-LT
5 =10 S=15 Avg. ~ =100 Avg.

Method

Arbitrary Inverse Consistent Arbitrary Inverse Consistent Arbitrary Inverse Consistent

ACRfY [14] 1841075 19.27+1.12  17.30+058  15.4440.50  17.07 +0.61 13.8840.73  16.90+0.72  87.67+4.60 84.20+1.58 92.64+0.50 88.17+2.23
ACR [13] 21.87+1.24  223340.10 21.814047 19.11+149 19.04+0.56 18.84+0.13  20.50+0.67 88.04+1.70  90.04+0.58  89.59+1.54 89.22+1.28

Ours 2598 £0.66 25.52 £043 2524 4030 21.88 +£085 21.27 £0.51 22.11 £0.72 23.67 £0.58 93.99 +0.34 94.74 £049 9345 +£052 94.06 £0.45

G Relation to Existing Methods

Here, we summarize the difference between our CPG and existing methods (i.e., FixMatch [7],
FlexMatch [29], UPS [48], CADR [49], FlexDA [50], DASO [51]).

While CPG adopts confidence-based filtering similar to FixMatch [7] and FlexMatch [29], its
key innovation is the controllable self-reinforcing optimization cycle, which incorporates reliable
pseudo-labels from the unlabeled dataset into the labeled dataset rather than employing consistency
regularization, distinguishing it from existing methods. This cycle operates in three steps: (i)
expanding the labeled dataset with reliable pseudo-labels, (ii) constructing a Bayes-optimal classifier,
and (iii) iteratively improving pseudo-label quality, forming a theoretically grounded feedback loop.
Additionally, CPG ensures full sample utilization via an auxiliary branch and reduces label noise
accumulation through a voting-based stabilization technique, which enforces consistent pseudo-
label assignments across training steps. As evidenced by the ablation studies in Table 5, these
components individually contribute significant performance improvements, with the auxiliary branch
and optimization cycle yielding average gains of 1.82 pp and 6.97 pp, respectively.

The goals of UPS [48] and CADR [49] differ from ours. UPS targets poor model calibration in SSL
without distribution mismatch and CADR addresses distribution mismatch due to label missing not at
random, while our work focuses on handling the unknown and arbitrary unlabeled data distribution.
Specifically, UPS mitigates high-confidence incorrect pseudo-labels caused by poor model calibration
through uncertainty estimation techniques like MC-Dropout [52], and CADR focuses on resolving
classifier bias due to label missing not at random by employing class-aware propensity estimation and
dynamic threshold adjustment for pseudo-label selection. Unlike these existing techniques that rely
on uncertainty estimation or threshold adjustment, we propose a novel controllable self-reinforcing
optimization cycle that operates without distribution estimation or correction, introducing distinct
conceptual and methodological innovations. More importantly, our framework is specifically designed
to address real-world scenarios with unknown and arbitrary unlabeled data distributions.
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While FlexDA [50] relies on estimating the unlabeled data distribution for distribution alignment and
pseudo-label generation, our core contribution introduces a controllable self-reinforcing optimization
cycle that entirely bypasses unlabeled data distribution estimation. This approach is fundamentally
different from FlexDA’s dynamic distribution alignment. Specifically, we iteratively expand the
labeled dataset with reliable pseudo-labels, train a Bayes-optimal classifier via logit adjustment
on the updated labeled dataset without using the pseudo-label distribution. More importantly, we
further theoretically prove that this optimization cycle can significantly reduce the generalization
error, whereas FlexDA lacks such theoretical guarantees. Moreover, our auxiliary branch leverages
all available samples (without a confidence threshold) to enhance feature learning while preventing
the primary branch classifier from error pseudo-labels. Notably, prior methods (e.g., FlexDA [50],
SimPro [50], UPS [48], DASO [51]) lack class-aware enhancements for tail classes.

H Limitations

(1) Our CPG assumes that the labeled data is free from noise during training. Consequently, CPG may
encounter challenges when adapting to scenarios involving noisy labels. (ii) Our CPG operates under
the assumption that labeled data follows a long-tailed distribution, with even tail classes retaining
minimal supervision. However, its performance may degrade when labeled data follows a uniform
distribution but suffers from extremely limited supervision. Future work will explore extensions to
address these limitations and improve model generalization.

I Compute Resources

e CPU: AMD EPYC 7642 48-Core Processor x 2
¢ GPU: NVIDIA GeForce RTX 4090 24G x 1
* MEM: 500G

¢ Maximum total computing time: training + testing ~ 17h

J Broader Impacts

This paper presents work whose goal is to advance the field of Machine Learning. Specifically, we
propose a new realistic long-tailed semi-supervised learning algorithm to improve performance in
unknown arbitrary distribution scenarios by expanding the labeled dataset with the progressively
identified reliable pseudo-labels from the unlabeled dataset and training the model on the updated
labeled dataset with a known distribution, making it unaffected by the unlabeled data distribution. We
further theoretically prove that this iterative process can significantly reduce the generalization error
under some conditions. There are many potential societal consequences of our work, none which we
feel must be specifically highlighted here.
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