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Semantic Evolvement Enhanced Graph Autoencoder
for Rumor Detection

Anonymous Author(s)

ABSTRACT
Due to the rapid spread of rumors on social media, which can cause
widespread harm to the Web and society, rumor detection has be-
come an extremely important challenge. Recently, numerous rumor
detection models have been proposed. They utilize textual infor-
mation and the propagation structure of events. Some methods
also introduce contrastive learning to enhance the robustness of
model. However, these methods overlook the importance of se-
mantic evolvement information of event in propagation process,
which is often challenging to be truly learned in supervised training
paradigms and those contrastive learning based rumor detection
methods. To address this issue, we propose a novel semantic evolve-
ment enhanced Graph Autoencoder for Rumor Detection (GARD)
model in this paper. The model learns semantic evolvement infor-
mation of events by capturing local semantic changes and global
semantic evolvement information through specific graph autoen-
coder and reconstruction strategies. By combining semantic evolve-
ment information and propagation structure information, the model
achieves a comprehensive understanding of event propagation and
perform accurate and robust detection, while also detecting rumors
earlier by capturing semantic evolvement information in the early
stages. Moreover, in order to enhance the model’s ability to learn
the distinct patterns of rumors and non-rumors, we introduce a
uniformity regularizer to further improve the model’s performance.
Experimental results on three public benchmark datasets confirm
the superiority of our GARD method over the state-of-the-art ap-
proaches in both overall performance and early rumor detection.

CCS CONCEPTS
• Computing methodologies → Machine learning; • Informa-
tion systems→ World Wide Web.
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1 INTRODUCTION
The growth of the Web and social media has accelerated the diffu-
sion of news information, enabling real-time discussions. However,
this development also poses certain risks, such as the spread of
rumors that can reduce the credibility of information on the Web,
affecting people’s lives and the stability of society [5, 34, 39, 58].
Therefore, there is an urgent need for a rapid and effective rumor
detection method, which has also become one of the objectives in
the field of Web mining. Conventional methods use handcrafted
features such as text content [4], user characteristics [52], and prop-
agation patterns [17, 44] to train supervised rumor classifiers, such
as decision trees and support vector machines. However, these
traditional models usually rely on local features for classification,
whereas in rumor detection, understanding the context and global
information of the text is crucial [1]. Recently, deep learning has
played a crucial role in rumor detection by automatically learning
high-level representations of text and propagation structures of
rumors [18]. Many deep learning models, such as Recursive Neural
Networks (RvNNs), Recurrent Neural Networks (RNNs) and its suc-
cessors including Long Short-TermMemory (LSTM) networks, have
been applied to rumor detection due to their ability to learn sequen-
tial features [3, 6, 25, 26, 31, 46]. However, these methods overlook
the importance of complex topological structural information in
rumor propagation.

In order to address this issue, some studies have invoke Graph
Neural Networks (GNNs) to model the complex topological struc-
tural information of rumor propagation [2, 30, 42, 54]. Despite these
models based on GNNs achieve success in rumor detection by effec-
tively exploiting the structure information of propagation graphs,
they often struggle to learn the intrinsic relationships between
posts, because they only rely on supervised training objectives.
This limitation results in poor generalization ability and unsatis-
factory performance in real-world scenarios [23, 53]. Thus, recent
works such as GACL [40] have proposed supervised graph adversar-
ial contrastive learning method to capture the invariance of events,
and RECL [51] perform a contrastive learning training based on
relation-level augmentation and event-level augmentation, in order
to enhance the robustness and generalization of models.

However, the success of these rumor detection methods
that introduce contrastive learning heavily relies on com-
plex data augmentation techniques, which require continu-
ous trial and error to determine [45, 56]. Because unreasonable
data augmentation methods often introduce more noise, leading
to adverse effects on the model and causing a degradation in its
performance [48, 55]. Additionally, these models lack atten-
tion to the semantic evolvement during news propagation.
Semantic evolvement refers to the gradual transformation of the
comprehensive semantics of news (including source post and all
replies) as user interactions such as comments, shares, and likes
increase. These comments often present diverse viewpoints due
to different perspectives and positions, which contribute to the
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alteration of the semantic meaning of the news. For example: (1)
In the spread of a rumor, there is often a situation where initially,
the majority of comments express agreement with the source post,
but after some time, a large number of debunking messages ap-
pear. Therefore, capturing such a signal of significant semantic
changes before and after can effectively detect rumors. (2) In the
spread of a rumor, a portion of the comments may question and
present evidence contradicting the source post, leading to semantic
evolvement repeatedly within these contradictions. In contrast, in
the spread of a non-rumor, the comments usually focus more on
in-depth analysis and discussion of the information rather than
refutation [38]. Capturing the overall semantic evolvement infor-
mation can help model identify semantic transformations, and the
way to obscure the truth, thereby recognizing features of misinfor-
mation. Furthermore, during the early stages of event propagation,
rumors often share significant similarities in their structure because
there is typically limited commenting and interaction [9], making it
challenging to distinguish them solely based on structural features.
So capturing the semantic evolvement information during early
propagation stages can also help in identifying rumors early and
minimizing the harm caused by misinformation. Therefore, it is
crucial to consider and understand the semantic evolvement, and
strive to capture such information during news propagation [21].
However, in prior work, these supervised training paradigms and
contrastive learning based rumor detection methods struggled to
enable models to learn genuine semantic information [37, 53].

In order to achieve more generalized, rapid, and effective ru-
mor detection without the need for complex data augmentation
techniques, we propose a novel semantic evolvement enhanced
Graph Autoencoder for Rumor Detection (GARD) model in this pa-
per. It introduces self-supervised semantic evolvement learn-
ing to acquire more generalized and robust representations
through feature reconstruction training based on propaga-
tion paths, while also detecting rumors earlier by capturing
semantic evolvement information in the early stages. Specifi-
cally, GARD learn the semantic evolvement information from both
local and global perspectives: (1) In order to capture the local se-
mantic changes between tweets and their retweets, we utilize the
features of parent nodes to reconstruct the features of their child
nodes in the top-down directions as shown in Fig. 1a, and utilize
the features of child nodes to reconstruct the feature of their parent
nodes in the bottom-up directions as shown in Fig. 1b. (2) In order to
capture broader information propagation paths and contextual rela-
tionships, and determine whether significant semantic changes has
occurred during the propagation of news, we introduce a global se-
mantic learning module to learn the semantic relationships between
each node and its multi-hop neighboring nodes by conducting fea-
tures randommask reconstruction on undirected propagation graph.
It randomly masks a portion of the nodes’ features, then the masked
features are reconstructed by their multi-hop neighboring nodes.
(3) Furthermore, rumors and non-rumors usually exhibit distinct
propagation patterns, and the propagation patterns differ among
various event topics [9]. Therefore, in order to enhance the model’s
ability to learn the distinct patterns of rumors and non-rumors,
we introduce a uniformity regularizer [36, 47] to further improve
the model’s performance, which prefers the uniform distribution
on the unit hypersphere by pulling away the distance between

root post

(a) top-down direction

root post

(b) bottom-up direction

Figure 1: (a) the top-down semantic evolvement graph, as
comments increase, semantic begin to evolve, (b) the reverse
bottom-top semantic evolvement graph, where the edges be-
tween nodes indicate the direction of features reconstruction.

the representations of different events, so as to preserves maximal
information and eliminates the features collapse issue [57].

The experimental results on three benchmark datasets demon-
strate that our GARD outperforms state-of-the-art approaches in
both overall performance and early rumor detection. The main
contributions of our work are outlined as follows:
• We propose a GARD rumor detection method, which takes into

account not only the structural features but also the crucial
semantic evolvement features. This comprehensive consideration
enables themodel to achieve better robustness and generalization
without the need for complex data augmentation techniques.

• In order to enhance the model’s ability to learn distinctive prop-
agation patterns of rumors and non-rumors, we introduce a
uniformity regularizer that further improve the model’s perfor-
mance.

• Our GARD method has been evaluated on three widely used
benchmark datasets, and the experimental results demonstrate
its superiority over the state-of-the-art approaches in both overall
performance and early rumor detection.

2 RELATEDWORK
In this section, we briefly review prior work of rumor detection
on social media, and introduce the current researches of graph
autoencoders.

2.1 Rumor Detection
Most previous researches for rumor detection mainly based on ma-
chine learning methods. These conventional approaches involve
using handcrafted features, such as text content [4], user character-
istics [52], and propagation patterns [17, 44], to train supervised
rumor classifiers like decision trees and support vector machines. In
recent years, deep learning has emerged as a significant role in ru-
mor detection by automatically learning high-level representations
of text and rumor propagation structures. Various deep learning
models, including RNN and its various variants, have been applied
to rumor detection task [7, 22, 25, 26, 28, 32, 46]. To incorporate
complex structural information into rumor propagation analysis,
several approaches have incorporated GNNs to model the struc-
tural information within rumor propagation. By considering a more
realistic representation of the problem, GNNs have demonstrated
success in leveraging the structural information of propagation
graphs [2, 24, 42, 43, 50].
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To enhance the robustness and generalization of rumor detec-
tion models, some recent studies have proposed training methods
that introduce supervised graph contrastive learning techniques
to capture the invariance of events [40]. Some works also leverage
unsupervised contrastive learning training methods to capture the
repost relations and structural features of rumors [51]. But these
works have lacked attention and exploration of semantic evolve-
ment information, leading to a need for further improvement in the
model’s performance, especially in the early stages of event propa-
gation, where the structural characteristics of events are similar.

2.2 Graph Autoencoders
Autoencoders [10] are designed to reconstruct certain inputs within
a given context and do not impose any specific decoding order. The
earliest works on Graph Autoencoders (GAEs) can be traced back
to GAE and VGAE [13, 15], where they utilize a two-layer GCN
as the encoder and employ dot-product for link prediction decod-
ing. Later GAEs mostly adopted the structure reconstruction after
VGAE or combined structure and feature reconstruction as their
objectives [19, 33, 35, 41, 49]. In recent years, many studies have
focused on investigating the effectiveness of masked feature re-
construction objectives for GNNs [14, 29, 53, 59]. Among them,
GraphMAE [11, 12] has achieved good results in graph representa-
tion learning tasks based on masked feature reconstruction through
the analysis of masking strategies and the design of loss functions.
It has achieved state-of-the-art performance in multiple node clas-
sification and graph classification tasks.

3 PROBLEM DEFINITION
The problem of rumor detection is defined as a classification task,
where the objective is to learn a classifier that can accurately detect
rumors. Specifically, for a given rumor dataset C = {𝐶1,𝐶2, ...,𝐶𝑀 },
where𝐶𝑖 is the 𝑖-th event and𝑀 is the number of events. We defined
each event 𝐶𝑖 = {𝑟,𝑤1,𝑤2, ...,𝑤𝑁𝑖−1, G𝑖 }, where 𝑁𝑖 is the number
of posts in 𝐶𝑖 , 𝑟 refers to the source post, each 𝑤 𝑗 represents the
𝑗-th relevant retweeted post or responsive post, and G𝑖 defined
as a graph represents the propagation structure of 𝐶𝑖 . The graph
G𝑖 = {𝑽 𝑖 ,𝑨𝑖 ,𝑿𝑖 }, where 𝑽 𝑖 refers to the set of nodes corresponding
to 𝑁𝑖 posts and 𝑨𝑖 ∈ {0, 1}𝑁𝑖×𝑁𝑖 as an adjacency matrix where:

𝑎𝑖𝑠𝑡 =

{
1, if 𝑒𝑖𝑠𝑡 ∈ 𝐸𝑖
0, otherwise, (1)

where 𝐸𝑖 = {𝑒𝑖𝑠𝑡 |𝑠, 𝑡 ∈ {0, 1, ..., 𝑁𝑖 − 1}} represents the set of edges
connecting a post to its retweeted posts or responsive posts as
shown in Fig. 1a. 𝑿𝑖 = [𝑥0, 𝑥1, ..., 𝑥𝑁𝑖−1]𝑇 denote a node feature
matrix extracted from the posts in𝐶𝑖 . We adopt the same approach
as [40] by using the BERT [8] to separately encode the source and
comments to form the feature matrix 𝑿𝑖 . Besides, each event 𝐶𝑖 in
the dataset is labeled with a ground-truth label 𝑦𝑖 . Here, we define
the problem statement as follows:

Rumor Detection: The task is to develop a classifier, denoted
as 𝑓 : 𝐶𝑖 −→ 𝑦𝑖 , where 𝐶𝑖 represents a event of rumor dataset with
their corresponding graph structure and textual features.

4 THE PROPOSED GARD MODEL
In this section, we propose a GARD model for rumor detection
tasks as Fig. 2 shows. GARD is mainly faced with two problems: (A)
How to capture local semantic changes based on the propagation
paths of events; (B) How to capture global semantic evolvement
information based on the entire propagation structure of events.
In response to the above problems, we will elaborate on the com-
ponents of GARD, including local semantic evolvement learning,
global semantic evolvement learning, representation of propagation
graph, and uniformity regularizer.

4.1 Local Semantic Evolvement Learning
In order to capture the local semantic changes between tweets and
their retweets, we proposed this Local Semantic Evolvement Learn-
ing module. We utilize the features of parent nodes to reconstruct
the features of their child nodes in the top-down direction, and uti-
lize the features of child nodes to reconstruct the features of their
parent nodes in the bottom-up direction. In detail, given an input
data G = (𝑽, 𝑨, 𝑿 ) where𝑿 ∈ R𝑁×𝑑 , we obtain all𝑁𝑝 parent-child
node pairs, then obtain the parent feature matricx 𝑿𝑝 ∈ R𝑁𝑝×𝑑

for all parent nodes and child feature matricx 𝑿𝑐 ∈ R𝑁𝑝×𝑑 for all
child nodes, respectively. Further, given 𝑓𝑙𝑜𝑐𝑎𝑙1 and 𝑓𝑙𝑜𝑐𝑎𝑙2 as two
encoders, 𝑔𝑙𝑜𝑐𝑎𝑙1 and 𝑔𝑙𝑜𝑐𝑎𝑙2 as two decoders, here we use Multi-
Layer Perceptron (MLP) as both the encoder and decoder. Then
we individually input the parent feature matrix and child feature
matrix into their respective encoder to obtain their latent represen-
tations. Next, we feed these representations into respective decoder
to generate the reconstructed features. Formally, in the top-down
direction, it can be written as follows:

𝑯𝑝 = 𝑓𝑙𝑜𝑐𝑎𝑙1 (𝑿𝑝 ),𝒁𝑝 = 𝑔𝑙𝑜𝑐𝑎𝑙1 (𝑯𝑝 ), (2)

in the bottom-up direction, it can be written as:

𝑯𝑐 = 𝑓𝑙𝑜𝑐𝑎𝑙2 (𝑿𝑐 ),𝒁𝑐 = 𝑔𝑙𝑜𝑐𝑎𝑙2 (𝑯𝑐 ), (3)

where 𝑯𝑝 ,𝑯𝑐 ∈ R𝑁𝑝×𝑑ℎ are the latent representations of par-
ent nodes and child nodes, 𝒁𝑝 ,𝒁𝑐 ∈ R𝑁𝑝×𝑑 is the reconstructed
features. Then, we calculate the Mean Squared Error (MSE) loss
between the original features and the reconstructed features in
both top-down and bottom-up directions:

Lrec1 =
1
𝑁𝑝

1
𝑑

𝑁𝑝∑︁
𝑖=1

𝑑∑︁
𝑗=1

(𝑥𝑐𝑖 𝑗 − 𝑧
𝑝

𝑖 𝑗
)2 + 1

𝑁𝑝

1
𝑑

𝑁𝑝∑︁
𝑖=1

𝑑∑︁
𝑗=1

(𝑥𝑝
𝑖 𝑗
− 𝑧𝑐𝑖 𝑗 )

2, (4)

where 𝑥𝑐
𝑖 𝑗
and 𝑧𝑐

𝑖 𝑗
refers to the j-th feature value of the i-th node

in feature matrix 𝑿𝑐 and 𝒁𝑐 . The parameters of 𝑓𝑙𝑜𝑐𝑎𝑙1 and 𝑓𝑙𝑜𝑐𝑎𝑙2
can be learned by:

𝚯
★
1 = argmin

Θ1
Lrec1 (G;𝚯1), (5)

where 𝚯1 denotes the parameters of 𝑓𝑙𝑜𝑐𝑎𝑙1 and 𝑓𝑙𝑜𝑐𝑎𝑙2.

4.2 Global Semantic Evolvement Learning
In order to capture broader information propagation path and con-
textual relationships, to determine whether significant semantic
changes has occurred during the propagation of news, we proposed
this Global Semantic Evolvement Learning module. In detail, given
an input data G = (𝑽, 𝑨, 𝑿 ) where 𝑿 ∈ R𝑁×𝑑 , we first apply a

3



349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

WWW ’24, MAY 13 - 17, 2024, Singapore Anon.

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

E
n
co

d
er flo

ca
l1/2

E
n

co
d

er fg
lo

b
a
l

pooling

pooling

concat FC �ු�

32

1

54

2

6

3

7

4

98

6

32

1

54

2

6

3

7

4

98

6

Local Semantic Learning

Global Semantic Learning

1

2 3

4 5 6

7 8 9

Lsup L

Reconstructed features 

of  child/parent nodes

Reconstructed features

of masked nodes

Luni

Lmse

Lmse

+

+

+

1

2 3

4 5 6

7 8 9

Event Propagation 

Graph

Random Mask

Parent-child Pairs Parameters Updating

Parameters Updating

hk

hj

m

x1

x2 x3

z3

z9 Mean Squared Error(xi ,zi)

Mean Squared Error(xj ,zj)
zj

to
p

-d
o

w
n

b
o

tto
m

-u
p

D
eco

d
er g

lo
ca

l1/2
D

eco
d
er g

g
lo

b
a

l

Figure 2: The overall framework of our proposed GARD model. Given a batch of input data, we perform both local and global
semantic evolvement learning. (1) The learning of local semantic changes is achieved by reconstructing node features in
both the top-down and bottom-up directions of parent-child node pairs. (2) The learning of global semantic evolvement is
achieved by conducting features random mask reconstruction on undirected propagation graph. (3) We introduce a uniformity
regularizer to enhance the model’s ability to learn the distinctive patterns of events. The features reconstructed loss, supervised
loss, and the uniformity loss are combined to update the model parameters.

uniform random sampling strategy with a mask ratio to sample a
subset of nodes �̃� ∈ 𝑽 and mask each of their features with a mask
token [MASK], i.e., a learnable vector 𝑥 [𝑀𝐴𝑆𝐾 ] ∈ R𝑑 . Thus, the
node feature 𝒙𝑖 for 𝑣𝑖 ∈ 𝑽 in the masked feature matrix 𝑿 can be
defined as:

�̃�𝑖 =

{
𝒙 [MASK] 𝑣𝑖 ∈ 𝑉

𝒙𝑖 𝑣𝑖 ∉ 𝑉 .
(6)

Further, given 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 as an encoder and 𝑔𝑔𝑙𝑜𝑏𝑎𝑙 as a decoder,
here we use Graph Convolutional Network (GCN) [16] as both the
encoder and decoder, in which, each node relies on its neighbor
nodes to enhance/recover features. Then we take the obtained
feature matrix ˜𝑿 and adjacency matrix 𝑨 as inputs to the encoder
to obtain latent representations. Next, these representations are
fed into the decoder to generate the reconstructed feature matrix.
Formally, it can be written as follow:

𝑯 = 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 (𝑨,𝑿 ),𝒁 = 𝑔𝑔𝑙𝑜𝑏𝑎𝑙 (𝑨,𝑯 ), (7)

where 𝑯 ∈ R𝑁×𝑑ℎ is the latent representations of input nodes,
𝒁 ∈ R𝑁×𝑑 is the reconstructed features. Then, we calculate theMSE
loss between the original features and the reconstructed features
of the masked nodes:

Lrec2 =
1
𝑁𝑚

1
𝑑

𝑁𝑚∑︁
𝑖=1

𝑑∑︁
𝑗=1

(𝑥𝑖 𝑗 − 𝑧𝑖 𝑗 )2, (8)

where 𝑁𝑚 represents the number of masked nodes. Please note
that we only calculate the MSE loss on the masked node features.
The parameters of encoder 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 can be learned by:

𝚯
★
2 = argmin

Θ2
Lrec2 (G;𝚯2), (9)

where 𝚯2 denotes the parameters of 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 .

4.3 Representation of Propagation Graph
In order to leverage label information, we also calculate a supervised
loss function for optimizing the model. Specifically, given an input
data G = (𝑽, 𝑨, 𝑿 ) where 𝑿 ∈ R𝑁×𝑑 , we input the data into
encoder 𝑓𝑙𝑎𝑐𝑜𝑙1, 𝑓𝑙𝑜𝑐𝑎𝑙2 and 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 to obtain latent representations,
respectively. Then, we use mean-pooling operators (𝑀𝐸𝐴𝑁 ) to
aggregate the information of the set of node representations. Finally,
we concatenate them to merge the information. Formally, it can be
written as follow:

𝑯𝑘1 = 𝑓𝑙𝑜𝑐𝑎𝑙1 (𝑿 ),𝑯𝑘2 = 𝑓𝑙𝑜𝑐𝑎𝑙2 (𝑿 ),𝑯 𝑗 = 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 (𝑨,𝑿 ), (10)

𝒉𝑘1 = 𝑀𝐸𝐴𝑁 (𝑯𝑘1),𝒉𝑘2 = 𝑀𝐸𝐴𝑁 (𝑯𝑘2),𝒉 𝑗 = 𝑀𝐸𝐴𝑁 (𝑯 𝑗 ), (11)

𝒎 = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝒉𝑘1,𝒉𝑘2,𝒉 𝑗 ), (12)

where 𝒎 ∈ R3𝑑ℎ denotes the representation of event. Next, 𝒎 is
fed into full-connection layers and a softmax layer, and the output
is calculated as:

�̂� = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑾𝑘𝒎 + 𝒃𝑘 ), (13)
4
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where �̂� ∈ R𝐶 is a vector of probabilities for all the classes 𝐶 .
𝑾𝑘 ∈ R𝐶×3𝑑ℎ and 𝒃𝑘 ∈ R𝐶 are the learnable weight matrix and
bias respectively.

Therefore, we introduce a cross-entropy as supervised loss into
the objective of encoder 𝑓𝑙𝑜𝑐𝑎𝑙1, 𝑓𝑙𝑜𝑐𝑎𝑙2 and 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 . The objective
are updated as:

L = Lsup (G;𝚯1,𝚯2) + 𝛼 (Lrec1 (G;𝚯1) + Lrec2 (G;𝚯2)), (14)

where

Lsup = − 1
𝑁

𝑁∑︁
𝑘=1

𝐶∑︁
𝑗=1

𝒚𝑘,𝑗 𝑙𝑜𝑔(�̂�𝑘,𝑗 ), (15)

and 𝛼 is an adjustable hyperparameter used to control the weight
of the reconstructed loss. In Lsup, 𝒚𝑘,𝑗 denotes ground-truth label
that has been one-hot encoded. and �̂�𝑘,𝑗 denotes the predicted
probability distribution of event index 𝑘 ∈ {1, 2..., 𝑁 } belongs to
class 𝑗 ∈ {1, 2, ...𝐶}.

During the testing phase, we do not perform any special pro-
cessing on the input data. We simply input it into all encoders to
obtain their representations like Eqs. (10) to (13) to generate the
classification predictions.

4.4 Uniformity Regularizer
In order to enhance the model’s ability to learn the distinct patterns
of rumors and non-rumors, we introduce a uniformity regularizer to
further improve the model’s performance. Uniformity loss prefers
the uniform distribution on the unit hypersphere by pulling away
the distance between the representations of different events, so
as to preserves maximal information and eliminates the feature
collapse issue [57]. The uniformity loss is defined as the logarithm
of the average pairwise Gaussian potential:

Luni = log E
(𝒎𝑖 ,𝒎 𝑗 )∼𝑝data

𝑒−𝑡 ∥𝒎𝑖−𝒎 𝑗 ∥2 , (16)

where 𝑝𝑑𝑎𝑡𝑎 is the distribution of data, 𝑡 is a hyperparameter for
Gaussian potential kernel and𝒎𝑘 denotes the graph representations
of event 𝑘 .

Then, we introduce a uniformity loss into the objective of en-
coder 𝑓𝑙𝑜𝑐𝑎𝑙1, 𝑓𝑙𝑜𝑐𝑎𝑙2 and 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 . The objective defined by Eq. (14)
are finally updated as:

L = Lsup (G;𝚯1,𝚯2) + 𝛼1 (Lrec1 (G;𝚯1)
+ Lrec2 (G;𝚯2)) + 𝛼2Luni (G;𝚯1,𝚯2),

(17)

where 𝛼1 and 𝛼2 are adjustable hyperparameters used to control
the weight of the reconstructed loss and uniformity loss.

The parameters updating defined by Eq. (5) and Eq. (9) are up-
dated as:

𝚯
★
1 ,𝚯

★
2 = arg min

Θ1,Θ2
L(G;𝚯1,𝚯2), (18)

To help better understand the training process of GARD, we
provide the brief pseudo-code of it in Algorithm 1.

5 EXPERIMENTS
In this section, we first conduct experiments to evaluate the effec-
tiveness of the proposed GARD model by comparing it with other
baseline models for rumor detection, and give some discussion and
analysis. Secondly, we conducted ablation study to evaluate and
analyze the effectiveness of each module in GARD. Thirdly, we

Algorithm 1: Training process of GARD
Input :A set of input graphs G, maxEpoch

1 Initialize 𝚯1,𝚯2 with random weight values.
2 for epoch from 1 to maxEpoch do
3 for each mini-batch of G do
4 Construct all parent-child node pairs.
5 Reconstruct node features using Eqs. (2) and (3).
6 Compute local reconstructed loss using Eq. (4).
7 Randomly mask a portion of nodes’ features on

undirected graph.
8 Reconstruct node features using Eq. (7).
9 Compute global reconstructed loss using Eq. (8).

10 Calculate the graph representation using Eqs. (10)
to (12).

11 Compute supervised loss using Eq. (15).
12 Compute uniformity loss using Eq. (16).
13 Compute total loss using Eq. (17).
14 Update 𝚯1 and 𝚯2 with the gradient of Eq. (18).
15 end for

16 end for

perform a sensitivity analysis of the hyper-parameters in GARD,
discussing the impact of each hyper-parameter on the experimental
results. Finally, we evaluate the performance of GARD in the task
of early rumor detection.

5.1 Evaluation Setups
5.1.1 Datasets. We conducted an evaluation of the GARD model
using three publicly available real-world datasets: Twitter15 [27],
Twitter16 [27], and PHEME [20]. These datasets were collected from
Twitter, which is considered the most influential social media site in
the US. The PHEME dataset consists of two versions based on five
and nine breaking news events, and we selected the version with
nine events for our work. Both Twitter15 and Twitter16 datasets
have four tags: Non-rumor (N; Confirmed to be true), False Rumor
(F; Confirmed to be a rumor), True Rumor (T; Initially thought to
be a rumor but later confirmed to be true), and Unverified Rumor
(U; The truthfulness is yet to be determined). The PHEME dataset
only has two tags: Rumor (R) and Non-Rumor (N), used for binary
classification of rumors and non-rumors. For detailed statistics,
please refer to Table 1.

5.1.2 Baselines. We compare GARD with SOTA rumor detection
models, including:
• DTC [4]: A rumor detection method employs a Decision Tree

classifier to detect rumors by analyzing a set of handcrafted
features.

• SVM-TS [26]: A method utilizes a linear SVM classifier and
handcrafted features to build a time-series model.

• BERT [8]: A popular pre-trained model that is used for rumor
detection.

• RvNN [28]: A rumor detection approach based on tree-structured
recursive neural networks with GRU units that learn rumor rep-
resentations via the propagation structure.

5
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Table 1: Statistics of the datasets

Statistics 𝑇𝑤𝑖𝑡𝑡𝑒𝑟15 𝑇𝑤𝑖𝑡𝑡𝑒𝑟16 𝑃𝐻𝐸𝑀𝐸

# source posts 1490 818 6425
# non-rumors 374 205 4023
# false rumors 370 205 2402

# unverified rumors 374 203 -
# true rumors 372 205 -

# users 276,663 173,487 48,843
# posts 331,612 204,820 197,852

• GCAN [24]: A GNN-based model that can describe the rumor
propagation mode and use the dual co-attention mechanism to
capture the relationship between source text, user characteristics
and propagation path.

• BiGCN [2]: A GNN-based rumor detection model utilizing the
Bi-directional propagation structure.

• GACL [40]: A GNN-based model using adversarial and con-
trastive learning, which can not only encode the global propa-
gation structure, but also resist noise and adversarial samples,
and captures the event invariant features by utilizing contrastive
learning.

• RECL [51]: A rumor detection model perform contrastive learn-
ing at both the relation level and event level to enrich the self-
supervision signals for rumor detection.

• GARD (ours): A rumor detectionmodel introduces self-supervised
semantic evolvement learning to facilitate the acquisition of more
transferable and robust representations.

5.1.3 Experimental Settings. We follow the evaluation protocol
in BIGCN[2]. We randomly split the dataset into five parts and
construct 5-fold cross-validation. The Accuracy (Acc.), Precision
(Prec.), Recall (Rec.) and 𝐹1-measure (𝐹1) are adopted as evaluation
metrics in all three datasets. Same as GACL [40], graph topologies
of posts are constructed based on users, sources and comments
in the all three datasets, where the text content contained in each
graph node is represented by BERT. Furthermore, the learning rate
is set to 5𝑒 − 4 and the mask ratio in global semantic evolvement
learning module is set to 0.25. We adopt 2-layer MLP as backbone
of two encoders 𝑓𝑙𝑜𝑐𝑎𝑙 and tow decoders 𝑔𝑙𝑜𝑐𝑎𝑙 , while adopt 2-layer
GCN as encoder 𝑓𝑔𝑙𝑜𝑏𝑎𝑙 and 1-layer GCN as decoder 𝑔𝑔𝑙𝑜𝑏𝑎𝑙 . We set
𝛼1 = 0.05, 𝛼2 = 0.5 for Twitter15 and Twitter16, and 𝛼1 = 0.1, 𝛼2 = 1
for PHEME.

5.2 Overall Performance
Table 2 and Table 3 show the performance of the proposed GARD
and all the compared methods on three public real-world datasets,
where the bold part represents the best performance. The exper-
imental results demonstrate that the proposed GARD performs
exceptionally well among all baseline models, confirming the ad-
vantages of incorporating Graph Autoencoder to learn the semantic
evolvement information of news propagation.

Not surprisingly, the machine learning-based models, DTC and
SVM-TS, obtained the worst results. On the other hand, the deep
learning-based models, RvNN and BERT, achieved moderate per-
formance in the tests. Both GCAN and BiGCN are models based on
GNN. They relied on a powerful GNN encoder to capture global

Table 2: Rumor detection results on Twitter15 and Twitter16
datasets (N: Non-Rumor; F: False Rumor; T: True Rumor; U:
Unverified Rumor)

𝑇𝑤𝑖𝑡𝑡𝑒𝑟15

Model Acc. N F T U

𝐹1 𝐹1 𝐹1 𝐹1

DTC 0.454 0.415 0.355 0.733 0.317
SVM-TS 0.642 0.811 0.434 0.639 0.600
RvNN 0.723 0.682 0.758 0.821 0.654
BERT 0.735 0.731 0.722 0.730 0.705
GCAN 0.842 0.844 0.846 0.889 0.800
BIGCN 0.886 0.891 0.860 0.930 0.864
GACL 0.901 0.958 0.851 0.903 0.876
RECL 0.902 0.856 0.910 0.947 0.894
GARD 0.911 0.889 0.923 0.905 0.901

𝑇𝑤𝑖𝑡𝑡𝑒𝑟16

Model Acc. N F T U

𝐹1 𝐹1 𝐹1 𝐹1

DTC 0.473 0.254 0.080 0.190 0.482
SVM-TS 0.691 0.763 0.483 0.722 0.690
RvNN 0.737 0.662 0.743 0.835 0.708
BERT 0.804 0.777 0.525 0.824 0.787
GCAN 0.871 0.857 0.688 0.929 0.901
BIGCN 0.880 0.847 0.869 0.937 0.865
GACL 0.920 0.934 0.869 0.959 0.907
RECL 0.921 0.875 0.933 0.949 0.901
GARD 0.932 0.936 0.935 0.950 0.908

structural features of the rumor tree. By integrating the bottom-up
and top-down structural information of rumors, BiGCN achieved
a great increase in average accuracy on three datasets. GACL and
RECL are both models based on GNN and contrastive learning,
which improve the model’s robustness through specific data aug-
mentation strategies and contrastive learning methods. They serve
as state-of-the-art benchmarks to validate the advantages of the
proposed GARD model in this paper.

The GARDmodel proposed in this paper achieved the best perfor-
mance on all benchmarks, because with the progress of information
propagation, particularly in the case of larger data volumes and
higher data quality, there is a greater possibility of significant se-
mantic changes in news’ propagation and have more data allows
the model to learn a greater amount of semantic knowledge. There-
fore, learning semantic evolvement information becomes more
important. Paying attention to it helps improve the performance
of rumor detection tasks, and so our GARD model achieved the
best performance without the need for complex data augmentation
strategies.

Additionally, we found that the accuracy on the PHEME dataset
is relatively lower compared to Twitter. This is because the PHEME
dataset consists of data from only 9 event topics, leading to a signifi-
cant overlap in the language descriptions and propagation structure.
And our GARD achieve more improvement on the PHEME dataset
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Table 3: Rumor detection results on PHEME dataset

𝑃𝐻𝐸𝑀𝐸

Method Class Acc. Prec. Rec. 𝐹1

DTC R 0.254 0.080 0.190 0.482
N 0.483 0.722 0.690

SVM-TS R 0.685 0.553 0.539 0.539
N 0.758 0.762 0.757

RvNN R 0.763 0.689 0.587 0.631
N 0.796 0.858 0.825

BERT R 0.807 0.736 0.695 0.713
N 0.842 0.866 0.853

GCAN R 0.834 0.769 0.758 0.761
N 0.871 0.874 0.872

BIGCN R 0.824 0.753 0.734 0.741
N 0.861 0.872 0.865

GACL R 0.850 0.801 0.750 0.772
N 0.871 0.901 0.885

RECL R 0.852 0.800 0.753 0.778
N 0.868 0.910 0.888

GARD R 0.869 0.817 0.764 0.790
N 0.886 0.928 0.886

than Twitter dataset because our model takes into account not only
the structural information but also the crucial semantic evolvement
information which exhibits greater distinctiveness on the PHEME
dataset.

5.3 Ablation Study
To evaluate the efficacy of the various modules of GARD, we con-
duct a comparative analysis by comparing it with the following
variants:
• GARD-SUP : This model removes the two semantic evolvement

learning modules and the uniformity regularizer, and solely con-
ducts supervised training by inputting a complete propagation
graph into two encoders.

• GARD-NGS: This model removes the global semantic learning
module, which makes the model lose the ability of capturing
broader significant semantic evolvement during the propagation
of news.

• GARD-NLS: This model removes the local semantic learning
module, which makes the model lose the ability of capturing
the local semantic changes between tweets and their retweets in
both the top-down and bottom-up propagation directions.

• GARD-NU : This model removes the uniformity regularizer,
which makes the model lose the ability of eliminating the fea-
tures collapse issue, allowing the model to learn more uniform
representations.
The results are summarized in Table 4. We have the following

observations from this table:
1) By comparing GARD and GARD-SUP (also can compare GARD-

NU and GARD-SUP), we can observe that the accuracy of
GARD-SUP on the Twitter15, Twitter16 and PHEME datasets

Table 4: Results of ablation study on the Twitter15, Twitter16
and PHEME

Model Acc.

𝑇𝑤𝑖𝑡𝑡𝑒𝑟15 𝑇𝑤𝑖𝑡𝑡𝑒𝑟16 𝑃𝐻𝐸𝑀𝐸

GARD 0.911 0.932 0.869
GARD-SUP 0.862 0.875 0.822
GARD-NGS 0.894 0.913 0.843
GARD-NLS 0.895 0.901 0.850
GARD-NU 0.905 0.926 0.861

Weight α1

A
cc

u
ra

cy

A
cc

u
ra

cy

Weight α2

Figure 3: Sensitivity analysis of hyperparameters 𝛼1 and 𝛼2,
which represent the weight of reconstructed loss and unifor-
mity loss. The y-axis represents accuracy(%) and the x-axis
is the different hyper-parameters.

is reduced by 4.9%, 5.7% and 4.7%, respectively. Obviously, the
introduction of self-supervised semantic evolvement learning
in our GARD leads to significant performance improvement
compared to solely using a supervised learning objective to
train the model.

2) Removing either the local semantic evolvement learning mod-
ule or the global semantic evolvement learning module results
in a decrease in the model’s performance, but both perform
better than GARD-SUP, which includes no semantic learning
module. The best performance is achieved when both modules
are present together, which demonstrates that both local and
global semantic evolvement learning modules are beneficial
and the combination of local semantic evolvement information
and global semantic evolvement information provides a greater
improvement.

3) By comparing GARD and GARD-NU, we can observe that the
uniformity regularizer improves the performance of the model
to a certain extent. In particular, it increased by 0.8% on the
PHEME dataset. This is because the PHEME dataset has only 9
event topics, which results in a more similar event propagation
structure and language description compared to Twitter. The
uniformity enhances the model’s ability to learn distinguishing
features, leading to a more significant improvement.

5.4 Sensitivity Analysis
We conduct sensitivity analysis with hyper-parameters on the key
designs of GARD. Fig. 3 shows the effect of varied hyper-parameter
values, from which we have the following observations.

5.4.1 Effect of weight of reconstruction loss 𝛼1. This weight
affects the result of rumor detection by affecting the weight of recon-
struction loss in the total loss. As shown in the left picture of Fig. 3,
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Figure 4: Results of rumor early detection task on three datasets

we conducted sensitivity analysis by selecting eight data points
between 0 and 1. It can be observed that as the hyper-parameter
𝛼1 gradually increases, the model’s performance on three datasets
starts to improve due to graph autoencoder self-supervised learning
allows themodel to learn semantic evolvement information, thereby
improving the model’s performance. Although there are some fluc-
tuations at certain positions, overall performance improves with
the increase of 𝛼1. For Twitter15 and Twitter16 datasets, the best
performance is achieved when 𝛼1 is set to 5𝑒 − 2, while for the
PHEME dataset, 𝛼1 of 1𝑒 −1 yields the best performance. It is worth
noting that when 𝛼1 exceeds a certain threshold, the model’s per-
formance starts to decline noticeably. This is because of overfitting
of the model to the self-supervised features reconstruction task
during training.

5.4.2 Effect of weight of uniformity loss 𝛼2. This weight af-
fects the result of rumor detection by affecting the weight of uni-
formity loss in the total loss. As shown in the right picture of Fig. 3,
we conducted sensitivity analysis by selecting eight data points
between 0 and 10. We can observe that initially, as 𝛼2 increases, the
model’s performance on Twitter shows slow improvement. The per-
formance improvement on Twitter is relatively stable, but overall, it
improves with the increase of 𝛼2. However, on the PHEME dataset,
there is a more significant improvement in model performance
as 𝛼2 increases. This is due to the fact that, as mentioned earlier,
the PHEME dataset has a smaller number of event topics, making
the value of 𝛼2 have a larger impact on performance. The model
achieves the best performance on Twitter15 and Twitter16 when 𝛼2
is set to 5𝑒 − 1, and on the PHEME dataset, the best performance is
achieved when 𝛼2 is set to 1. Similarly, when 𝛼2 exceeds a certain
threshold, the model’s performance starts to decline noticeably.
This is because excessively pursuing the learning of feature differ-
ences can actually harm the quality of the learned representations,
leading to a decrease in classification accuracy.

5.5 Early Rumor Detection
Early rumor detection is also an important way for evaluating mod-
els. Its purpose is to detect rumors during the early stages of their
spread, thereby preventing potentially greater harm. In our experi-
ments in this paper, similar to the [40], we set up 8 different time
points (i.e., 10, 20, . . . , 120 minutes) to evaluate whether the model
can correctly identify rumors based on the limited information
available from earlier time points up to these specific moments.

Fig. 4 shows the performances of our GARD versus RECL, GACL,
BIGCN and BERT at various deadlines for the Twitter15, Twitter16
and PHEME datasets in the early rumor detection task. We can
observe that at time 0, all the models perform poorly. This is be-
cause at this stage, only the source post exists, and the crucial clue
of comment information is missing, which enables the model to
better detect rumors. But at 10 minutes, our GARD model shows
a more significant improvement compared to other models, and
it maintains a high and stable accuracy rate throughout the sub-
sequent time periods. This is because in the early stages of event
propagation, there is less commenting and interaction, resulting
in similar propagation structures for events. Therefore, relying
solely on structural information to detect rumors has significant
limitations. Our GARD model, on the other hand, not only consid-
ers structural information but also takes into account the semantic
evolvement information. This comprehensive understanding allows
the model to effectively detect rumors in the early stages. The per-
formances demonstrates that semantic evolvement information are
not only beneficial to long-term rumor detection, but also helpful
to the early detection of rumors.

6 CONCLUSION
In this paper, we propose a novel rumor detection model GARD,
which detects rumors by effectively introducing self-supervised
semantic evolvement learning to facilitate the acquisition of more
transferable and robust representations through feature reconstruc-
tion training based on propagation paths, while also detecting ru-
mors earlier by capturing semantic evolvement information in the
early stages. Our model learn local semantic changes based on prop-
agation paths effectively by using the parent nodes to reconstruct
the features of their child nodes in the top-down direction and uti-
lizing child nodes to reconstruct the features of their parent nodes
in the bottom-up direction. And it capture global semantic evolve-
ment information based on propagation structure by conducting a
random masked features reconstruction on undirected graph. Ad-
ditionally, we have introduced a uniformity regularizer to further
enhance the model’s performance. By comprehensively capturing
the semantic evolvement information and structure information
of events, our proposed GARD method consistently outperforms
existing state-of-the-art methods in both overall performance and
early rumor detection.

8



929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

Semantic Evolvement Enhanced Graph Autoencoder
for Rumor Detection WWW ’24, MAY 13 - 17, 2024, Singapore

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

REFERENCES
[1] Mohammed Al-Sarem, Wadii Boulila, Muna Al-Harby, Junaid Qadir, and Abdul-

lah Alsaeedi. 2019. Deep Learning-Based Rumor Detection on Microblogging
Platforms: A Systematic Review. IEEE Access (2019).

[2] Tian Bian, Xi Xiao, Tingyang Xu, Peilin Zhao, Wenbing Huang, Yu Rong, and
Junzhou Huang. 2020. Rumor Detectionon Social Media with Bi-Directional
Graph Convolutional Networks. In AAAI.

[3] Joan Bruna, Wojciech Zaremba, Arthur Szlam, and Yann LeCun. 2014. Spectral
networks and locally connected networks on graphs. In ICLR.

[4] Carlos Castillo, Marcelo Mendoza, and Barbara Poblete. 2011. Information
Credibility on Twitter. InWWW.

[5] Canyu Chen, Haoran Wang, Matthew Shapiro, Yunyu Xiao, Fei Wang, and Kai
Shu. 2022. Combating Health Misinformation in Social Media: Characterization,
Detection, Intervention, and Open Issues. arXiv (2022).

[6] Yixuan Chen, Jie Sui, Liang Hu, and Wei Gong. 2019. Attention-residual network
with CNN for rumor detection. In CIKM.

[7] Zhendong Chen, Siu Cheung Hui, Lejian Liao, Fuzhen Zhuang, Fei Li, Meihuizi
Jia, and Jiaqi Li. 2022. EvidenceNet: Evidence FusionNetwork for Fact Verification.
InWWW.

[8] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2018. Bert:
Pre-training of deep bidirectional transformers for language understanding. In
NAACL-HLT.

[9] Adrien Friggeri, Lada A. Adamic, Dean Eckles, and Justin Cheng. 2014. Rumour
cascades. In ICWSM.

[10] Geoffrey E Hinton and Richard S Zemel. 1994. Autoencoders, minimum descrip-
tion length, and Helmholtz free energy. In NeurIPS.

[11] Zhenyu Hou, Yufei He, Yukuo Cen, Xiao Liu, Yuxiao Dong, Evgeny Kharlamov,
and Jie Tang. 2023. GraphMAE2: A Decoding-enhanced Masked Self-supervised
Graph Learner. In WWW.

[12] Zhenyu Hou, Xiao Liu, Yuxiao Dong, Hongxia Yang, Chunjie Wang, and Jie Tang.
2022. GraphMAE: Self-Supervised Masked Graph Autoencoders. In KDD.

[13] Ziniu Hu, Yuxiao Dong, Kuansan Wang, Kai-Wei Chang, and Yizhou Sun. 2020.
Gpt-gnn: Generative pre-training of graph neural networks. In KDD.

[14] Wei Jin, Tyler Derr, Haochen Liu, Yiqi Wang, SuhangWang, Zitao Liu, and Jiliang
Tang. 2020. Self-supervised learning on graphs: Deep insights and new direction.
arXiv (2020).

[15] Thomas N Kipf and Max Welling. 2016. Variational graph auto-encoders. arXiv
(2016).

[16] Thomas N Kipf and Max Welling. 2017. Semi-supervised classification with
graph convolutional networks. ICLR (2017).

[17] Sejeong Kwon, Meeyoung Cha, Kyomin Jung, Wei Chen, and Yajun Wang. 2013.
Prominent Features of Rumor Propagation in Online Social Media. In ICDM.

[18] Quanzhi Li, Qiong Zhang, and Luo Si. 2019. Rumor detection by exploiting user
credibility information, attention and multi-task learning. In ACL.

[19] Xiang Li, Tiandi Ye, Caihua Shan, Dongsheng Li, and Ming Gao. 2023. SeeGera:
Self-Supervised Semi-Implicit Graph Variational Auto-Encoders with Masking.
InWWW.

[20] Arkaitz Zubiagaand Maria Liakata and Rob Procter. 2017. Exploiting context for
rumour detection in social media. In International Conference on Social Informat-
ics.

[21] Hongzhan Lin, Jing Ma, Mingfei Cheng, Zhiwei Yang, Liangliang Chen, and
Guang Chen. 2021. Rumor Detection on Twitter with Claim-Guided Hierarchical
Graph Attention Networks. arXiv (2021).

[22] Hongzhan Lin, Pengyao Yi, Jing Ma, Haiyun Jiang, Ziyang Luo, Shuming Shi,
and Ruifang Liu. 2023. Zero-Shot Rumor Detection with Propagation Structure
via Prompt Learning. In AAAI.

[23] Weiyang Liu, Yandong Wen, Zhiding Yu, and Meng Yang. 2016. Large-margin
softmax loss for convolutional neural networks. In ICML.

[24] Yi-Ju Lu and Cheng-Te Li. 2020. GCAN: Graph-aware co-attention networks for
explainable fake news detection on social media. In ACL.

[25] Jing Ma, Wei Gao, Prasenjit Mitra, Sejeong Kwon, Bernard J.Jansen, Kam-Fai
Wong, and Meeyoung Cha. 2016. Detecting rumors from microblogs with recur-
rent neural networks. In IJCAI.

[26] Jing Ma, Wei Gao, Zhongyu Wei, Yueming Lu, and Kam-Fai Wong. 2015. Detect
rumors using time series of social context information onmicrobloggingwebsites.
In CIKM.

[27] Jing Ma, Wei Gao, and Kam-Fai Wong. 2017. Detect rumors in microblog posts
using propagation structure via kernel learning. In ACL.

[28] Jing Ma, Wei Gao, and Kam-Fai Wong. 2018. Rumor detection on twitter with
treestructured recursive neural networks. In ACL.

[29] FrancoManessi and Alessandro Rozza. 2021. Graph-based neural networkmodels
with multiple self-supervised auxiliary tasks. Pattern Recognition Letters (2021).

[30] Erxue Min, Yu Rong, Yatao Bian, Tingyang Xu, Peilin Zhao, Junzhou Huang, and
Sophia Ananiadou. 2022. Divideand-Conquer: Post-User Interaction Network
for Fake News Detection on Social Media. InWWW.

[31] Ahmadreza Mosallanezhad, Mansooreh Karami, Kai Shu, Michelle Mancenido,
and Huan Liu. 2022. Domain Adaptive Fake News Detection via Reinforcement
Learning. InWWW.

[32] Christof Naumzik and Stefan Feuerriegel. 2022. Detecting False Rumors from
Retweet Dynamics on Social Media. In WWW.

[33] Shirui Pan, Ruiqi Hu, Guodong Long, Jing Jiang, Lina Yao, and Chengqi Zhang.
2018. Adversarially regularized graph autoencoder for graph embedding. In
IJCAI.

[34] Emmanouil Papadogiannakis, Panagiotis Papadopoulos, Evangelos P. Markatos,
and Nicolas Kourtellis. 2023. Who Funds Misinformation? A Systematic Analysis
of the Ad-related Profit Routines of Fake News Sites. InWWW.

[35] Jiwoong Park, Minsik Lee, Hyung Jin Chang, Kyuewang Lee, and Jin Young
Choi. 2019. Symmetric graph convolutional autoencoder for unsupervised graph
representation learning. In ICCV.

[36] Shi Pu, Kaili Zhao, and Mao Zheng. 2022. Alignment-Uniformity aware Repre-
sentation Learning for Zero-shot Video Classification. In CVPR.

[37] Timo Schick and Hinrich Schütze. 2021. Exploiting Cloze-questions for few-shot
text classification and natural language inference. In EACL.

[38] Kirill Solovev and Nicolas Pröllochs. 2022. Moral Emotions Shape the Virality of
COVID-19 Misinformation on Social Media. InWWW.

[39] Qiurong Song and Jiepu Jiang. 2022. HowMisinformation Density Affects Health
Information Search. In WWW.

[40] Tiening Sun, Zhong Qian, Sujun Dong, Peifeng Li, and Qiaoming Zhu. 2022.
Rumor Detection on Social Media with Graph Adversarial Contrastive Learning.
InWWW.

[41] Chun Wang, Shirui Pan, Guodong Long, Xingquan Zhu, and Jing Jiang. 2017.
Mgae: Marginalized graph autoencoder for graph clustering. In CIKM.

[42] Haoran Wang, Yingtong Dou, Canyu Chen, Lichao Sun, Philip S. Yu, and Kai Shu.
2023. Attacking Fake News Detectors via Manipulating News Social Engagement.
InWWW.

[43] Jiaying Wu and Bryan Hooi. 2023. DECOR: Degree-Corrected Social Graph
Refinement for Fake News Detection. In KDD.

[44] Ke Wu, Song Yang, and Kenny Q. Zhu. 2015. False Rumors Detection on Sina
Weibo by Propagation Structures. In ICDE.

[45] Lirong Wu, Haitao Lin, Zhangyang Gao, Cheng Tan, and Stan Z. Li. 2021. Self-
Supervised Learning on Graphs: Contrastive, Generative, or Predictive. TKDE
(2021).

[46] Lianwei Wu, Yuan Rao, Yongqiang Zhao, Hao Liang, and Ambreen Nazir. 2020.
DTCA: Decision tree-based co-attention networks for explainable claim verifica-
tion. arXiv (2020).

[47] Jun Xia, Lirong Wu, Jintao Chen, Bozhen Hu, and Stan Z. Li. 2022. SimGRACE: A
Simple Framework for Graph Contrastive Learning without Data Augmentation.
InWWW.

[48] Lianghao Xia, Chao Huang, Chunzhen Huang, Kangyi Lin, Tao Yu, and Ben Kao.
2023. Automated Self-Supervised Learning for Recommendation. In WWW.

[49] Riting Xia, Yan Zhang, Chunxu Zhang, Xueyan Liu, and Bo Yang. 2023. Multi-
head Variational Graph Autoencoder Constrained by Sum-product Networks. In
WWW.

[50] Weizhi Xu, Junfei Wu, Qiang Liu, Shu Wu, and Liang Wang. 2022. Evidence-
aware Fake News Detection with Graph Neural Networks. In WWW.

[51] Yingrui Xu, Jingyuan Hu, Jingguo Ge, Yulei Wu, Tong Li, and Hui Li. 2023.
Contrastive Learning at the Relation and Event Level for Rumor Detection. In
ICASSP.

[52] Fan Yang, Yang Liu, Xiaohui Yu, and Min Yang. 2012. Automatic Detection of
Rumor on Sina Weibo. In KDD.

[53] Yuning You, Tianlong Chen, Zhangyang Wang, and Yang Shen. 2020. When
Does Self-Supervision Help Graph Convolutional Networks. In ICML.

[54] Feng Yu, Qiang Liu, ShuWu, LiangWang, and Tieniu Tan. 2017. A Convolutional
Approach for Misinformation Identification. In IJCAI.

[55] Junliang Yu, Hongzhi Yin, Xin Xia, Tong Chen, Lizhen Cui, and Quoc Viet Hung
Nguyen. 2022. Are Graph Augmentations Necessary?: Simple Graph Contrastive
Learning for Recommendation. In SIGIR.

[56] Junliang Yu, Hongzhi Yin, Xin Xia, Tong Chen, Jundong Li, and Zi Huang. 2022.
Self-supervised learning for recommender systems: A survey. arXiv (2022).

[57] Qi Zhang, Yifei Wang, and Yisen Wang. 2022. How Mask Matters: Towards
Theoretical Understandings of Masked Autoencoders. In NeurIPS.

[58] Xinyi Zhou, Kai Shu, Vir V. Phoha, Huan Liu, and Reza Zafarani. 2022. “This is
Fake! Shared it by Mistake”: Assessing the Intent of Fake News Spreaders. In
WWW.

[59] Qikui Zhu, Bo Du, , and Pingkun Yan. 2020. Self-supervised training of graph
convolutional networks. arXiv (2020).

9


	Abstract
	1 Introduction
	2 Related Work
	2.1 Rumor Detection
	2.2 Graph Autoencoders

	3 Problem Definition
	4 The proposed GARD Model
	4.1 Local Semantic Evolvement Learning
	4.2 Global Semantic Evolvement Learning
	4.3 Representation of Propagation Graph
	4.4 Uniformity Regularizer

	5 Experiments
	5.1 Evaluation Setups
	5.2 Overall Performance
	5.3 Ablation Study
	5.4 Sensitivity Analysis
	5.5 Early Rumor Detection

	6 Conclusion
	References

