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ABSTRACT

We study the following new and important problem: given an unknown dynamical
system, what is the minimum number of samples needed for effective learning of its
governing laws and accurate prediction of its future evolution behavior, and how
to select these critical samples? In this work, we propose to explore this problem
based on a design approach. Specifically, starting from a small initial set of sam-
ples, we adaptively discover and collect critical samples to achieve increasingly
accurate learning of the system evolution. One central challenge here is that we
do not know the network modeling error of the ground-truth system state, which
is however needed for critical sampling. To address this challenge, we introduce a
multi-step reciprocal prediction network where a forward evolution network and
a backward evolution network are designed to learn and predict the temporal evo-
lution behavior in the forward and backward time directions, respectively. Very
interestingly, we find that the desired network modeling error is highly correlated
with the multi-step reciprocal prediction error. More importantly, this multi-step
reciprocal prediction error can be directly computed from the current system state
without knowing the ground-truth or data statistics. This allows us to perform a
dynamic selection of critical samples from regions with high network modeling
errors and develop an adaptive sampling-learning method for dynamical systems.
To achieve accurate and robust learning from this small set of critical samples,
we introduce a joint spatial-temporal evolution network which incorporates spa-
tial dynamics modeling into the temporal evolution prediction for robust learning
of the system evolution operator with few samples. Our extensive experimen-
tal results demonstrate that our proposed method is able to dramatically reduce
the number of samples needed for effective learning and accurate prediction of
evolution behaviors of unknown dynamical systems by up to hundreds of times,
especially for high-dimensional dynamical systems.

1 INTRODUCTION

Recently, learning-based methods for complex and dynamic system modeling have become an im-
portant area of research in machine learning. The behaviors of dynamical systems in the physical
world are governed by their underlying physical laws (Bongard & Lipson, 2007;|Schmidt & Lipson,
2009). In many areas of science and engineering, ordinary differential equations (ODEs) and partial
differential equations (PDEs) play important roles in describing and modeling these physical laws
(Brunton et al., [2016; Raissi, 2018} [Long et al., 2018} |Chen et al., 2018} |Raissi et al., 2019} |Qin
et al., 2019). In recent years, data-driven modeling of unknown physical systems from measure-
ment data has emerged as an important area of research. There are two major approaches that have
been explored. The first approach typically tries to identify all the potential terms in the unknown
governing equations from a priori dictionary, which includes all possible terms that may appear in
the equations (Brunton et al 2016} |Schaeffer & McCalla, [2017; Rudy et al., 2017} Raissi, 2018}
Long et al., 2018; Wu & Xiul 2019; Wu et al.} 2020; ( Xu & Zhang, 2021). The second approach for
data-driven learning of unknown dynamical systems is to approximate the evolution operator of the
underlying equations, instead of identifying the terms in the equations (Qin et al.,[2019; [Wu & Xiu,
20205 |Qin et al.l|2021a; (L1 et al.l 2021b).
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Figure 1: [llustration of the proposed method of critical sampling for accurately learning the evolu-
tion behaviors of unknown dynamical systems.

Many existing data-driven approaches for learning the evolution operator typically assume the avail-
ability of sufficient data, and often require a large set of measurement samples to train the neural
network, especially for high-dimensional systems. For example, to effectively learn a neural net-
work model for the 2D Damped Pendulum ODE system, existing methods typically need more than
10000 samples to achieve sufficient accuracy (Qin et al., 2019; Wu & Xiul 2020). This number
increases dramatically with the dimensions of the system. For example, for the 3D Lorenz system,
the number of needed samples used in the literature is often increased to one million. We recognize
that, in practical dynamical systems, such as ocean, cardiovascular and climate systems, it is very
costly to collect observation samples. This leads to a new and important research question: what is
the minimum number of samples needed for robust learning of the governing laws of an unknown
system and accurate prediction of its future evolution behavior?

Adaptive sample selection for network learning, system modeling and identification has been stud-
ied in the areas of active learning and optimal experimental design. Methods have been developed
for global optimization of experimental sequences (Llamosi et al.|[2014)), active data sample gener-
ation for time-series learning and modeling (Zimmer et al.,[2018), Kriging-based sampling method
for learning spatio-temporal dynamics of systems (Huang et al.|[2022), adaptive training of physics-
informed deep neural networks (Zhang & Shafieezadehl 2022), and data-collection scheme for sys-
tem identification (Mania et al.}|2022). However, within the context of deep neural network model-
ing of unknown dynamical systems, the following key challenging issues have not been adequately
addressed: (1) how to characterize and estimate the prediction error of the deep neural networks?
(2) Based on this error modeling, how to adaptively select the critical samples and successfully train
the deep neural networks from these few samples?

Figure [T] illustrates the proposed method of critical sampling for accurately learning the evolution
behaviors of unknown dynamical systems. We start with a small set of initial samples, then itera-
tively discover and collect critical samples to obtain more accurate network modeling of the system.
During critical sampling, the basic rule is to select the samples from regions with high network mod-
eling errors so that these selected critical samples can maximally reduce the overall modeling error.
However, the major challenge here is that we do not know network modeling error, i.e., the differ-
ence between the system state predicted by the network and the ground-truth which is not available
for unknown systems. To address this challenge, we establish a multi-step reciprocal prediction
framework where a forward evolution network and a backward evolution network are designed to
learn and predict the temporal evolution behavior in the forward and backward time directions, re-
spectively. Our hypothesis is that, if the forward and backward prediction models are both accurate,
starting from an original state A, if we perform the forward prediction for K times and then perform
the backward prediction for another K times, the final prediction result A should match the original
state A. The error between A and A is referred to as the multi-step reciprocal prediction error.

Very interestingly, we find that the network modeling error is highly correlated with the multi-step
reciprocal prediction error. Note that multi-step reciprocal prediction error can be directly computed
from the current system state, without the need to know the ground-truth system state. This allows us
to perform a dynamic selection of critical samples from regions with high network modeling errors
and develop an adaptive learning method for dynamical systems. To effectively learn the system
evolution from this small set of critical samples, we introduce a joint spatial-temporal evolution
network structure which couples spatial dynamics learning with temporal evolution learning. Our
extensive experimental results demonstrate that our proposed method is able to dramatically reduce
the number of samples needed for effective learning and accurate prediction of evolution behaviors
of unknown dynamical systems. This paper has significant impacts in practice since collecting
samples from real-world dynamical systems can be very costly or limited due to resource/labor
constraints or experimental accessibility.
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The major contributions of this work can be summarized as follows. (1) We have successfully
developed a multi-step reciprocal prediction approach to characterize the prediction errors in deep
neural network modeling of unknown dynamical systems. We have made an interesting finding that
the network modeling error is highly correlated with the multi-step reciprocal prediction error, which
enables us to develop the critical sampling method. (2) We have designed a joint spatial-temporal
evolution network which is able to learn the system evolution with few critical samples. (3) Our
proposed method is able to dramatically reduce the number of needed samples and related sample
collection costs for learning the system evolution, which is highly desirable in practical applications.

2 RELATED WORK

In this section, we review existing research closely related to our work.

(1) Data-driven modeling of unknown physical systems. There are two major approaches that
have been explored in the literature. The first approach aims to learn the mathematical formulas or
expressions of the underlying governing equations. In a series developments of this direction, the
seminal work was made by (Bongard & Lipsonl 2007} [Schmidt & Lipson}, [2009), where symbolic
regression was proposed to learn nonlinear dynamic systems from data. Later, more approaches have
been proposed in this direction, including but not limited to sparse regression (Brunton et al., |2016;
Schaeffer & McCallal, 2017} Rudy et al [2017), neural networks (Long et all [2018}; [Raissi, 2018}
Long et al.,|2019), Koopman theory (Brunton et al.,[2017)), Gaussian process regression (Raissi et al.
2017), model selection approach (Mangan et al., [2017), classical polynomial approximations (Wul
& Xiul, [2019; [Wu et al| 2020), genetic algorithms (Xu et al.| [2020; Xu & Zhang| [2021; Xu et al.,
2021)), and linear multi-step methods (Keller & Dul, [2021), etc.

The second approach aims to approximate the evolution operator of the underlying dynamical sys-
tem typically via a deep neural network, which predicts the system state for the next time instance
from the current state (Wu & Xiul, 2020} [Qin et all, 20214} |Li et al [2021ab)). In fact, the idea of
such an approach is essentially equivalent to learning the integral form of the underlying unknown
differential equations (Qin et al, 2019). The performance of this approach has been demonstrated

for learning ODEs (Qin et al., 2019) and modeling PDEs in generalized Fourier spaces
and physical space (Chen et al.| 2022). Recently, this approach has also been extended to data-
driven modeling of parametric differential equations 2021b)), non-autonomous systems
[202Tal), partially observed systems [2020), biological models 2021),
and model correction (Chen & Xiu, 2021)). For an autonomous dynamical system, its evolution op-
erator completely characterizes the system evolution behavior. Researchers have demonstrated that
the evolution operator, once successfully learnt, can be called repeatedly to predict the evolution
behaviors of the unknown dynamical systems (Qin et al.} 2019} [Wu & Xiul [2020; /Chen et al}, 2022)).

(2) State-space models and adjoint state methods. State-space models have shown to be a pow-
erful tool for modeling the behaviors of dynamical systems (McGoff et al [2015). Methods have
been developed for approximating dynamical systems with hidden Markov model (HMM)
1989}, [Fraser, 2008), recurrent neural network (RNN) 2004), long short-term memory
network (LSTM) (Vlachas et al [2018), reservoir computing (RC) (Inubushi & Yoshimural, [2017),
structured variational autoencoder (SVAE) (Johnson et al.| 2016)), linear dynamical system (LDS)
and its variations (Fox et al, 2008} [Linderman et al.,[2017; [Gao et al,[2016).

We recognize that the multi-step forward and backward processes and the usage of mismatch errors
are related to those in the recent adjoint state methods for neural ODE learning (e.g.
(2018)); [Zhuang et al.| (2020alb)). However, our method is uniquely different in the following as-
pects. (1) In the adjoint state method, the back propagation is used to compute gradients based on
a Lagrangian functional. However, in our method, the backward network is used to learn the in-
verse of the forward evolution operator (namely, backward evolution operator, see Lemmal[C.I). (2)
The adjoint state method aims to compute the gradients of the loss functions more efficiently and
accurately. However, our method aims to discover the critical samples for network learning.

3 METHOD

In this section, we present our method of critical sampling for accurate learning of the evolution
behaviors for unknown dynamical systems.
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3.1 PROBLEM FORMULATION AND METHOD OVERVIEW

In this work, we focus on learning the evolution operator ® A : R™ — R" for autonomous dynamical
systems, which maps the system state from time ¢ to its next state at time ¢t + A: u(t + A) =
® A (u(t)). It should be noted that, for autonomous systems, this evolution operator ® o remains
invariant over time. It only depends on the time difference A. For an autonomous system, its
evolution operator completely characterizes the system evolution behavior (Qin et al., [2019; [Wu &
Xiul, 2020; |Chen et al.| [2022).

Our goal is to develop a deep neural network method to accurately learn the evolution operator and
robustly predict the long-term evolution of the system using a minimum number of selected critical
samples. Specifically, to learn the system evolution over time, the measurement samples for training
the evolution network are collected in the form of pairs. Each pair represents two solution states
along the evolution trajectory at time instances ¢ and ¢ + A. For simplicity, we assume that the start
time is t = 0. Using a high-accuracy system solver, we generate .J system state vectors {u’(0) 3]:1
at time 0 and {u’(A)} 3«’:1 at time A in the computational domain D. Thus, the training samples are
given by _ , , .

Srp ={[u(0) = v/ (A)] : v/ (0),u/(A) e R",1 < j < J}. (1)
It is used to train the forward evolution network Fy which approximates the forward evolution
operator . As discussed in Section [I] we introduce the idea of backward evolution operator
YA :R® — R™, u(0) = ¥a(u(A)). The original training samples in Sr can be switched in time
to create the following sample set

Se = {[W(A) =/ (0)]:1<j < T}, )

which is used to train the backward evolution network Gy. The forward and backward evolution
networks, Fg and Gy, form a reciprocal prediction loop.
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Figure 2: llustration of the proposed idea of multi-step reciprocal prediction error.

Based on the forward and backward prediction errors, we introduce a multi-step reciprocal predic-
tion process. As illustrated in Figure[2} starting from the initial condition u(0) € R" at time ¢ = 0,
we perform K-step prediction of the system state by repeatedly calling the forward evolution net-
work Fp with a((k + 1)A) = Fy[a(kA)] and G (0) = u(0). We then apply the backward evolution
network Gy to perform K-step backward prediction: a((k — 1)A) = Gy[u(kA)] and get back to
the initial condition @(0). This process of forward and backward evolution prediction is referred
to as multi-step reciprocal prediction. The difference between the original value u(0) and the final
prediction @(0), namely, E[u(0)] = [|u(0) — @(0)||, is referred to as the multi-step reciprocal pre-
diction error in the Euclidean norm ||||. In this work, we have the following interesting finding: there
is a very strong correlation between the network modeling error £(u(0)) and the multi-step recip-
rocal prediction error E(u(0)). This allows us to use E(u(0)) to approximate the desired network
modeling error £[u(0)] = || Fp[u(0)] — ®a(u(0))||. Note that this multi-step reciprocal prediction
error can be computed directly with the current state and the forward-backward evolution networks.
Its computation does not require the ground-truth system state. Therefore, we can use reciprocal
prediction error to guide the selection of critical samples from regions with large modeling errors.

Let J,,, be the number of samples at m-th iteration of our critical sampling process, current sample
set S = {[u/(0) — u/(A)] : 1 < j < J,,,} is used to train the spatial-temporal evolution network.
The corresponding forward-backward evolution networks are denoted by ;" and Gj'. Using the
corresponding multi-step reciprocal prediction error distribution E(u(0)), we can determine regions
with high error values and collect a new set of samples 2", which are added to the existing set of
samples to update the training set:

Sprt = spJam = {[wi(0) » w/(A)] 11 <5 < T}, 3)
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The above sampling-learning process is repeated until the overall prediction error drops below the
target threshold. According to Table [3|in Supplemental Materials, the complexity for training is
increased by 4-5 times, which directly depends on the number of iterations needed to reach the
threshold for the network modeling error. However, the above critical sample selection process can
dramatically reduce the number of needed training samples and related sample collection cost. In
the following sections, we will explain this process in more details.

3.2 MULTI-STEP RECIPROCAL PREDICTION ERROR AND CRITICAL SAMPLING

In this section, we show that there is a strong correlation between the multi-step reciprocal prediction
error and the network modeling error of the temporal evolution network Fg".

(1) Multi-step reciprocal prediction. In our multi-step reciprocal prediction scheme, we have a
forward temporal evolution network F3" and a backward evolution network G3*, which model the
system evolution behaviors in the forward and backward time directions. If the forward and back-
ward evolution networks are both well-trained, accurately approximating the forward and back-
ward evolution operators, for an arbitrarily given system state u(0), the reciprocal prediction error
Ls = |[u(0) — G§*[Fz*[u(0)]]|| should approach 0. Now, we extend this one-step reciprocal pre-
diction to K steps. As illustrated in Figure 2] starting from the initial condition u(0), we repeatedly
apply the forward evolution network F;" to perform K-step prediction of the system future states,

a(kA) = .Fgl’(k) [u(0)], where ]-"én’(k) represents the k-fold composition of F5":
fgn,(k) — 5”0_7—‘5”00]—“5” (4)

k—fold

After K steps of forward evolution prediction, then, starting with a(KA), we perform K steps

of backward evolution prediction using network Gg: @(kA) = gg”’(K"” [A(KA)],k = K —
1,---,1,0, where
Gy =Gy oGy oo Gy 5)

(K —k)—fold

and reach back to time ¢ = 0. If the forward and backward evolution networks are both accurate, the

forward prediction path and the backward prediction path should match with each other. Motivated

by this, we define the multi-step reciprocal prediction error for the forward evolution network F;"

as the deviation between the forward and backward prediction paths:

K

E[u(0)] =)

k=0

Note that, when computing E[u(0)], we only need the current system state u(0), the forward and

backward evolution networks 3" and Gj*. Figure [3| shows several examples from the Damped

Pendulum and 2D Nonlinear ODE systems listed in Table [2] in Supplemental Materials. The top

row shows examples with accurate prediction of their system states. We can see that their forward

and backward prediction paths match well and the corresponding multi-step prediction error is very
small. For comparison, the bottom shows examples with large prediction errors.

Damped Pendulum 2D Nonlinear
] s

2

(6)
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N
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Figure 3: Examples of multi-step reciprocal prediction errors on the first two dynamical systems.
(2) Predicting the network modeling error. In this work, we find that there is a strong correlation
between the network modeling error £[u(0)] and the multi-step reciprocal prediction error E[u(0)].
Figure {4| shows four examples of E[u(0)] (top row) and £[u(0)] (middle row) for the Damped
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Pendulum and 2D Nonlinear system with different sizes of training samples. The bottom row shows
the values of £[u(0)] and E[u(0)] of locations with large errors. We can see that there is a strong
correlation between the network modeling error £[u(0)] and the multi-step reciprocal prediction
error E[u(0)]. This correlation allows us to predict £[u(0)] using E[u(0)] which can be computed
directly from the current system state without the need to know the ground-truth state.

Damped Pendulum 2D Nonlinear
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Figure 4: Correlation between network modeling error and multi-step reciprocal prediction error on
Damped Pendulum and 2D Nonlinear ODE systems.

(3) Critical sampling and adaptive evolution operator learning. Once we are able to predict
the network modeling error £[u(0)] using the multi-step reciprocal prediction error E[u(0)], we
can develop a critical sampling and adaptive evolution learning algorithm. The central idea is to
select samples from locations with large values of error E[u(0)] using the following iterative peak
finding algorithm. Note that u(0) € R"™. Write u(0) = [uy,u2, - ,u,]. Let S® = {[u?(0) —
w/(A)] : 1 < j < Jp} be the current sample set. To determine the locations of new samples,
{w(0)|J, +1 < § < Jpy1}, we find the peak value of multi-step reciprocal prediction error
E[u(0)] at every sampling point u(0) in the solution space D. In our experiment, we choose the
sample point u(0) from the augmented sample set S defined in (8] of the following section. The
corresponding peak location is chosen to be u”=*1(0) and the corresponding sample [u’=+1(0) —
u/mtl (A)] is collected. This process is repeated for J,,, 1 — Jy, times to collect J;, +1 — J,,, samples
in €,,, which is added to the current sample set:

sptt=spJam = (w0 » W) 125 < T} ™

3.3 JOINT SPATIAL DYNAMICS AND TEMPORAL EVOLUTION LEARNING

Joint spatial dynamics and temporal evolution learning aims to couple local dynamics learning in
the spatial domain and evolution learning in the temporal domain to achieve robust system evolution
learning from the small set of selected critical samples.

(1) Sample augmentation based on local spatial dynamics. Let ST = {[u?(0) — uw/(A)] : 1 <
j < Jm} be the current set of samples collected from the dynamical system. In this work, J,, is a
small number. For example, in our experiments, .J,, is in the range of a few hundreds. From our
experiments, we find that this learning process is unstable since the number of samples is too small.
Our central idea is to design a spatial dynamics network to learn the local spatial dynamics so that
we can predict or interpolate more samples at unknown locations from existing samples at known
locations. Specifically, let {vi(0) € R™ : 1 < i < I} be a large set of randomly selected points
in the state space of R™. Let vi(A) = ®A(v(0)) be the system’s future state at time A when
its current state is v?(0). Here, {vi(A)} are predicted by the spatial dynamics network from the
existing sample set S, denoted by v*(A). They are added to S as augmentation samples

Sp =8 Ve, Ve ={[V(0) =¥ (A)]:1<i< I, ¥(A) =TR[SF v (0)]}, @)
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where T[S vi(0)] represent the spatial dynamics network at m-th iteration which predicts the
future state of v*(0) based local spatial change patterns using the existing samples Si'. With this
augmented sample set S, we can train the temporal evolution network F5".

(2) Learning the local spatial dynamics. The dynamical system may exhibit highly nonlinear
and complex behavior in the whole spatial domain, which could be challenging to be accurately
modeled and predicted. However, within a small local neighborhood, its behavior will be much
simpler and can be effectively learned by our spatial dynamics network I',,. Specifically, given an
arbitrary point v(0) = [v1, va, - -, v,] in R™, we find its nearest H points from the existing sample
set S, and the corresponding samples are denoted by Sy (o) = {[z"(0) — z"(A)] : 1 < h < H},
which are the input to the spatial dynamics network. We use a pth-order n-variate polynomial
P(u) = Ples, o, -+ ,ep)(ur,ug, - -+, uy,) to locally approximate the local spatial dynamics. The
coefficients of the polynomial are [cy,ca,- - ,cp|, which are predicted by the spatial dynamics
network I',,,. For example, if p = 1, this becomes a linear approximation with P = n+1 coefficients.
If p = 2, the number of coefficients, or the size of the network output becomes P = 1 (n+2)(n+1).
To summarize, the task of the spatial dynamics network I',, is to predict the coefficients of the
polynomial P(u) from the set of M neighboring samples S.,(g) so that P (u)|y—v(0) = V(A), where
v(A) is the future state of the system at time A when its current state is v(0), or v(A) = ® A (v(0)).

When training the spatial dynamics network I'?', we can choose the sample from the existing sample
set S¥ as the input v(0) and the corresponding output as v(A). The Lo loss between the predicted
state at time A and its true value for v(0), namely,

Lspy = 3. HV(A)—I‘g[SF;V(O)}HQ. )
v(0)eSE

(3) Joint learning of spatial dynamics and temporal evolution networks. The temporal evolution
network Fy and the spatial dynamics network I',,, aim to characterize the system behavior from two
different perspectives, the temporal and spatial domains. In this work, we couple these two networks
so that they can learn more effectively. Specifically, we use the spatial dynamics network I';; to
generate a large set of samples Vg, which is added to the existing samples S7', as explained in (8).
This augmented sample set ST is used to train the temporal evolution network F4". Note that both
networks are predicting the system future state from spatial and temporal domains. Therefore, we
can introduce consistency constraint between them. Specifically, let Q = {q; e R" : 1 <[ < L}
be a set of randomly generated points in R™. We use both networks to predict the future state at time
A for each q; at the initial state. The following consistency loss is used to train both networks:

L 2
Lo =Y || 75 fa] - TIs¥:al
=1

. (10)

3.4 THEORETICAL UNDERSTANDING

This section provides some mathematical analysis results to understand and characterize the perfor-
mance of the proposed critical sampling and adaptive evolution learning method.

Assumption 3.1. Assume that the underlying dynamical system “L-u(t) = #(u(t)) is autonomous
with H being Lipschitz continuous (the Lipschitz constant is denoted by Cy) on a set D C R",
which is a bounded region where we are interested in the solution behavior.

Assumption 3.2. Suppose that the generalization error of the trained neural network is bounded:
||f97®A||Loo(D) =: €5 < +00, Hgg*\IIAHLoo(D) =: €4 < Ho00. (11D
We derive a generic bound for the prediction error of our network model. Let (*) be the forward
predicted solution by the trained primal network model at time t(*) := t, + kA starting from t,
and 0(®) be the backward predicted solution by the trained dual network model at time ¢(*) starting
from ¢5), where 0 < k < K. Denote the corresponding forward prediction error as EW) =
[[a®) — u(t*))|| and the backward prediction error as £*) := ||[a®) — u(t®)|, k=0,1,..., K.
Theorem 3.3. Under Assumptions[3.1|and[3.2] we have the following estimates.
(1) Ifu® u(t®)) e Da for0 <k < K with Da :={u e D : ®,(u) € D Vt € [0,A]}, then

£09 < 0 Crn 4 (€21 (12)
~ e GCHA 1 Ef.
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2)Ifu® u(t®)) € Da for0 <k < K with Dp :=={ue D:®; (u) € D ¥t € [0,A]}, then

Cu(K—k)A
£ < §U) On(K—R)A | (e“()—1> eg

e (13)

Please see Section [C|for the detailed proof of this theorem and further discussions in Theorem [C.4
The estimates (I2)—(I3) imply that in the worst cases the prediction errors may grow exponentially
with the number of steps k. The analysis suggests that the reciprocal prediction error is correlated
with the network modeling error, which provides a theoretical support for our finding. The critical
sampling can help to effectively reduce the reciprocal prediction error and suppress the undesirable
error growth, thereby enhancing the accuracy and stability of our model.

4 EXPERIMENTAL RESULTS

4.1 EXPERIMENTAL SETTINGS

We follow the evaluation procedure used in existing research, for example those reviewed in Section
[ to evaluate the performance of our proposed method on specific examples of dynamical systems.
We consider four representative systems with ODEs and PDEs as their governing equations, as
summarized in Table 2] in Supplemental Materials. They include (1) the Damped Pendulum ODE
equations in R2, (2) a nonlinear ODE equation in R?, (3) the Lorenz system (ODE) in R?, and (4)
the Viscous Burgers’ equation (PDE). Note that, for the final PDE system, we approximate it in a
generalized Fourier space to reduce the problem to finite dimensions as in Wu & Xiuf (2020). We
use the projection operator P,, : V. — V,,, where V,, = span {sin (jz): 1 < j < n} withn = 9.
Certainly, our proposed method can be also applied to many other dynamical systems, we simply
use these four example systems to demonstrate the performance of our new method. In Section[A.2]
we provide detailed descriptions on how to obtain the training samples for the dynamical systems.
An overview and pseudo-code of our method can be found in Section

4.2 PERFORMANCE RESULTS

We choose the evolution learning method developed in |Qin et al.| (2019); Wu & Xiu| (2020) as our
baseline. This method has achieved impressive performance in learning the evolution behaviors of
autonomous systems and attracted much attention from the research community. On top of this
method, we implement our proposed method of critical sampling and adaptive evolution learning.
We demonstrate that, to achieve the same modeling error, our method needs much fewer samples.

Table [T|compares the numbers of samples needed for learning the system evolution by the baseline
method and our critical sampling and adaptive learning method. For example, for the Lorenz system,
it needs 1000000 samples to achieve the modeling error of 0.197. Using our proposed critical
sampling method, the number of samples can be reduced to 1765, while achieving an even smaller
modeling error 0.194. The number of samples has been reduced by 567 times.

Table 1: Samples for learning the system evolution using the baseline method and our method. The
prediction errors are evaluated on 50 arbitrarily chosen solution trajectories in the computational
domain. All testing states are not included in the training set. Average error and standard deviation
are reported for each dynamical system. See Section[A.3]in Supplemental Materials for more details.

Dynamical System Baselige - Our Wo.rk' Ratio
Samples Prediction Error Samples Prediction Error

Damped Pendulum 14400  0.02630 4 0.01200 417 0.02411 £ 0.00991 | 34.53

2D Nonlinear 14400  0.00037 4 0.00021 925 0.00035 + 0.00015 | 15.57

Lorenz System 1000000  0.19685 £ 0.07768 1765 0.19357 £ 0.05695 | 566.57

Viscous Burgers’ Eq. | 500000  0.01679 £ 0.00878 | 19683  0.01652 £ 0.00818 | 25.40

Figure [5] shows the performance comparison results for the four dynamical systems listed in Table
[2l In each sub-figure, the horizontal dashed line shows the average network modeling error achieved
by the baseline method for the number of samples shows in the legend. This number is empirically
chosen since it is needed for the network to achieve a reasonably accurate and robust learning per-
formance. We can see that as more and more samples are selected by our critical sampling method,
the network modeling error quickly drops below the average modeling error of the baseline method.
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Figure 5: The critical sampling and adaptive learning results on four dynamical systems.

Figure [6]shows that the network modeling error £[u(0)] of the Damped Pendulum system, is being
quickly reduced with more and more critical samples are collected. In Figure[7] the top row shows
the phase portraits of the solutions for two systems, Damped Pendulum (left) and 2D Nonlinear
system (right), obtained by our method with comparison against the ground-truth solutions. The
bottom row shows an example solution for the Viscous Burgers’ PDE system. The first one is the
ground-truth solution. The second and third figures are the solution and its difference from the
ground-truth solution for the baseline method. The last two figures are the solution and difference
obtained by our method. We can see that using fewer samples, our method is able to learn the system
evolution and predict its future states at the same level of accuracy. In Section D] we provide more
experimental results to further understand the performance of our proposed method.
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Figure 6: The reduction of network modeling error with more and more critical samples are collected

for the Damped Pendulum system.
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Figure 7: Solutions obtained by critical sampling and adaptive evolution learning method.

5 CONCLUSION AND FURTHER DISCUSSION

In this work, we have studied the critical sampling for adaptive evolution operator learning problem.
We have made an interesting finding that the network modeling error is correlated with the multi-step
reciprocal prediction error. With this, we are able to perform a dynamic selection of critical samples
from regions with high network modeling errors and develop an adaptive sampling-learning method
for dynamical systems based on the spatial-temporal evolution network. Extensive experimental
results demonstrate that our method is able to dramatically reduce the number of samples needed
for effective learning and accurate prediction of the evolution behaviors.

In the future, we hope to apply our approach to large-scale dynamical systems, by combining some

reduced-order modeling or lifting techniques (cf. (2020))) or incorporating certain sparsity

(cf. [Schaeffer et al| (2018)). Another important question that has not been fully addressed in this
paper is how to control the system state towards those samples selected by our critical sampling

method. During simulations, this system state control is often available. However, for some complex
systems, the exact change of the system state may not be trivial. In this case, we shall investigate
how the system state control impacts the critical sampling and system modeling performance.
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REPRODUCIBILITY STATEMENT

We provide detailed data generation process and experiment settings in Section [A| of Supplemental
Materials. An overview and pseudo-code of our method can be found in Section[A.4]of Supplemen-
tal Materials.
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SUPPLEMENTAL MATERIALS

In Supplemental Materials, we provide more algorithm implementation details, further discussion
on related work, further analytical understanding, and additional experimental results for in-depth
understanding of our proposed method.

A EXPERIMENTAL SETTINGS AND IMPLEMENTATION DETAILS
In this section, we provide more details on system configurations and algorithm implementation.

A.1 DYNAMICAL SYSTEMS STUDIED IN THIS WORK

In this paper, we consider four representative systems with ODEs and PDEs as their governing
equations. They include (1) the Damped Pendulum ODE in R?, (2) a nonlinear ODE system in R?,
(3) the Lorenz system (ODE) in R?, and (4) the Viscous Burgers’ equation (PDE). Their governing
equations are shown in Table

Table 2: Overview of the 4 governing equation systems we demonstrate in this work.

SYSTEM GOVERNING EQUATIONS

d
U = u2
DAMPED PENDULUM EQUATION dt ! .
Q { d —0.2uz — 8.91sinu;.

dt

Loy =up —uy (ur® +u® — 1),
(;ltug —UuU1 — U2 (u12+u22—1).

{jtm =10 (u2 — u1),

A 2D NONLINEAR EQUATION

(?tug = Ui (28 — U3) — U2,

:t’u,g = Uijug — (8/3) us

LORENZ SYSTEM

) =0.1uzz, (2,t) € (=7, ) x RT,

VISCOUS BURGERS’ EQUATION
=u(mt) =0, tcR*.

U
ut (5
t)

u(—m

A.2 SYSTEM CONFIGURATIONS

For the ODE examples, we follow the procedure in [Qin et al.| (2019) to generate the training data
pairs {[u(0),u’(A)]} as follows. First, we generate .J system state vectors {u’(0)}7_, at time 0
based on a uniform distribution over a computational domain D. Here, D is the region where we are
interested in the solution space. It is typically chosen to be a hypercube prior to the computation,
which will be explained in the following. Then, for each j, starting from w (0), we solve the true
ODE:s for a time lag of A using a highly accurate ODE solver to generate u’ (A). Notice that, once
the data is generated, we assume that the true equations are unknown, and the sampled data pairs
are the only known information during the learning process.

For the first example dynamical system listed in Table its computational domain is D = [—, 7] X
[—27, 27]. We choose A = 0.1. For the second system, the computational domain is D = [—2, 2]2.
The time lag A is set as 0.1. For the third system, the computational domain is D = [—25, 25]2

[0, 50]. The time lag A is set as 0.01.

For the Viscous Burgers’ PDE system, because the evolution operator is defined between infinite
dimensional spaces, and we approximate it in a modal space, namely, a generalized Fourier space,
in order to reduce the problem to finite dimensions as in (Wu & Xiu| (2020). We follow the same
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procedure specified in Wu & Xiu| (2020) to choose a basis of the finite dimensional space V,, to
represent the solutions, then apply the projection operator to project the snapshot data to V,, to
obtain the training data in the generalized Fourier space. The choice of basis functions is fairly
flexible, any basis suitable for spatial approximation of the solution data can be used. Once the basis
functions are selected, a projection operator P,, : V — V,, is applied to obtain the solution in the
finite dimensional form.

The approximation space is chosen to be relatively larger as V,, = span {sin (jz) : 1 < j < n} with
n = 9. The time lag A is taken as 0.05. The domain D in the modal space is set as [—1.5,1.5] X
[—0.5,0.5] x [=0.2,0.2]* x [=0.1,0.1]* x [=0.05,0.05]* x [<0.02, 0.02], from which we sample
the training samples.

Our task is to demonstrate how our proposed method is able to significantly reduce the number of
samples needed for evolution learning. Specifically, for the baseline method, we use random sam-
pling, randomly selecting locations in the solution space to collect samples for evolution learning.
For example, for the first dynamical system, Damped Pendulum system (ODE) in a 2-D space, the
baseline method use 14400 samples to achieve an average network modeling error of 0.026. We then
use our method to adaptively discover critical samples and refine the evolution network to reach the
same or even smaller network modeling error. We demonstrate that, to achieve the same modeling
error, our proposed method needs much fewer samples.

A.3 IMPLEMENTATION DETAILS

In all examples, we use the recursive ResNet (RS-ResNet) architecture in|He et al.|(2016)); Qin et al.
(2019), which is a block variant of the ResNet and has been proven in |Qin et al.| (2019); Wu & Xiu
(2020) to be highly suitable for learning flow maps and evolution operators.

For all the 4 systems, the batch size is set as 10. In the two 2-dimensional ODE systems, we use the
one-block ResNet method with each block containing 3 hidden layers of equal width of 20 neurons,
while in the 3-dimensional ODE system, we use the one-block ResNet method with each block
containing 3 hidden layers of equal width of 30 neurons. For the final PDE system, we use the
four-block ResNet method with each block containing 3 hidden layers of equal width of 20 neurons.
Adam optimizer with betas equal (0.9,0.99) is used for training. In the two 2-dimensional ODE
systems, all the networks are trained with 150 epochs. In the Lorenz system and Viscous Burgers’
equation, all the networks are trained with 60 epochs. The initial learning rate is set as 10~ , and
will decay gradually to 10~° during the training process. All networks are trained using PyTorch on
one RTX 3060 GPU.

In the four example systems, we evaluate the performance of our models on time duration ¢ € [0, 20],
t €[0,10],t € [0,5], t € [0, 2], respectively. For the first two ODE systems, the network modeling
error is evaluated by average MSE error at each time step on 50 different arbitrarily chosen solution
trajectories. For the Lorenz system, we evaluate the network by average MSE error at each time
step under 50 different initial conditions. For the final PDE system, the network modeling error
is evaluated by the average Lo norm error on 100 points at time ¢ = 2 under 50 different initial
conditions.

A.4 PSEUDO-CODE AND OVERVIEW OF OUR PROPOSED METHOD

Our proposed method of critical sampling and adaptive evolution operator learning algorithm is
summarized in Algorithm[I} Our proposed method has the following steps: First, we generate .J,,,
data pairs based on a uniform distribution over a computational domain D using highly accurate
ODE/PDE solver. Then, we train the spatial dynamics network I'}; using the generated data pairs
and use the network to generate a large set of additional samples. After that, we train forward
evolution network Fy* using the data pairs, and train backward evolution network G§* using the
reversed data pairs. Multi-step reciprocal prediction error is evaluated on different locations in
computational domain D with both networks. Finally, we collect the samples from the location with
peak reciprocal prediction error. Those samples should be added to the initial set and the whole
process is repeated until the network modeling error £[u(0)] is smaller than threshold.
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Algorithm 1: Critical Sampling and Adaptive Evolution Operator Learning Algorithm

Input: Number of samples in the initial set .J,,,; Number of samples in the updated set J,,,1;
Batch size; Learning rate; Adam hyperparameters; Initial parameters of networks.

Output: Optimized forward evolution network Fp.

Generate .J,,, data pairs based on a uniform distribution over a computational domain D,
initialize the sample set ST = {[u/(0) = W/ (A)] : 1 <j < Jn};

repeat

// Sample augmentation based on local spatial dynamics.

Train spatial dynamics network I';” using S7';

Use I',, to generate a large set of samples Vp, add to the existing sample set:

Sp=SpUves

// Multi-step reciprocal prediction.

Reverse the data pairs in S7* to get S

Train forward evolution network F* using 5}”, backward evolution network G* using Sg? ;
Perform K-step forward prediction using F5" to get a(kA);

Perform K-step backward prediction using Gj* to get u(kA);
2

a(kA) — a(kA)|

Calculate multi-step reciprocal prediction error E[u(0)] = ZkK:o

// Critical sampling.

Initialize critical sample set £2,,, to empty set;

foriin {1,2,..., Jyt1 — Jim} do
Choose location with peak reciprocal prediction error E[u(0)] to be u’/=+¢(0);
Collect corresponding sample [u”/=*¢(0) — u/=**(A)], add to Q,,.

end

Add the critical sample set to the current sample set (without augmented samples Vr):

SEH =8P U Qs

S;Pn = S?‘l+1y Im = m+15
until nerwork modeling error £[u(0)] smaller than threshold,

B FURTHER DISCUSSION ON RELATED WORK AND OUR UNIQUE
CONTRIBUTIONS

For the data-driven discovery of ODEs and PDEs, there are two major popular approaches. The
first approach typically tries to identify all the potential terms in the unknown governing equations
from a priori dictionary, which includes all possible terms that may appear in the equations (Brunton
et al., 2016; [Schaeffer & McCalla, [2017; Rudy et al., |2017; Raissi, [2018; |Long et al., 2018; Wu &
X1u, 20195 |Wu et al.l [2020; Xu & Zhang, 2021). The second approach for data-driven learning of
unknown dynamical systems is to approximate the evolution operator of the underlying equations,
instead of identifying the terms in the equations (Qin et al.,|2019; Wu & Xiul [2020; Qin et al., 202 1a;
Chen et al., 2022 |L1 et al., 2021b).

In this work, we choose the second approach of learning the evolution operator. Compared to the first
approach which tries to recover the mathematical expression of the unknown governing equations,
the second approach of learning evolution operators often has the following distinctive features:
(1) It does not require a prior knowledge about the form of the unknown governing equations.
(2) Unlike the first approach, the evolution operator approach, which is based on the integral from
of the underlying dynamical system, does not require numerical approximation of the temporal
derivatives and allows large time steps during the learning and prediction process. (3) Although
the first approach may successfully recover the expressions of the governing equations, during the
prediction stage, it still needs to construct suitable numerical schemes to further solve the learned
equations. On the contrary, the second approach learns the evolution operator which can be directly
used to perform long-term prediction of the system behavior in the future.
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Learning a deep neural network model for the evolution operator often requires a very large number
of training (often in the ranges of tens or hundreds of thousands), especially for high-dimensional
dynamical systems. Existing methods in the literature often assume that samples are always avail-
able. In practice, this is not the case. In field conditions of dynamical systems, sample collection is
often costly or very limited due to resource constraints or experimental accessibility. To our best
knowledge, this work is one of the first efforts to address this challenge.

For bandwidth-limited signals, the Nyquist sampling theorem can be used to determine the mini-
mum number of samples needed to perfectly reconstruct the original signals. For sparse signals,
compressive sensing theorems have been developed in the past years to determine the number of ob-
servations needed to reconstruct the original signals. However, for dynamical systems with highly
nonlinear and dynamic behaviors, it is very challenging to develop corresponding analytical results
for minimum sampling. This task becomes even more challenging for systems whose governing
laws or equations are unknown to us.

In this work, instead of pursuing an analytical approach to answer the above critical sampling ques-
tion, we propose to explore a design-based approach which aims to address the following issues:
(1) how to design a deep neural network for dynamical systems which robustly learn its evolution
behavior with a smaller set of samples and effectively improve its prediction accuracy with more
and more critical samples being added? (2) How to design an algorithm to dynamically determine
the most important samples or critical samples for network model learning? (3) How can we couple
the deep neural network model learning process with the critical sampling algorithm to establish an
adaptive joint sampling-learning method for dynamical systems to drastically reduce the number of
needed samples for effective learning of the system evolution behavior?

Although our paper and |Qin et al.| (2019); Wu & Xiu| (2020) study the same topic “learning the
evolution behavior of unknown dynamical systems”, our paper focuses on investigating a different
yet very important problem: how to learn the evolution behavior of unknown dynamic systems
with very few samples and how to dynamically select these samples. This paper has significant
impacts in practice since collecting samples from real-world dynamical systems can be very costly
or very limited due to resource/labor constraints or experimental accessibility.

The success of our approach also contributes significantly to deep learning and signal estimation
research. It investigates an important problem in learning and prediction with deep neural networks:
how to characterize and estimate the prediction errors during the inference stage? This is a very
challenging problem since the ground-truth values for unknown dynamical systems are not available.

This problem was not studied in |Qin et al.| (2019); |Wu & Xiu (2020) which present a ResNet ap-
proach to model the evolution behavior of the dynamical systems. Those methods typically assumed
availability of sufficient data, and often used tens of thousands or even millions of samples for train-

ing.

When addressing these important problems, our paper has the following unique novelties and con-
tributions: First, we have introduced the concept of multi-step reciprocal prediction error based on a
prediction loop of forward and backward deep neural works. When modeling the evolution behavior
of unknown dynamical systems, we discovered that the prediction error of the deep neural networks
is highly correlated with the multi-step reciprocal prediction error. Second, most interestingly, un-
like existing methods in prediction error estimation which often replies on assumptions about the
underlying data statistics or distributions. Our method computes the prediction error based on the
single input data itself. Third, we have introduced the approach of spatial-temporal evolution net-
work learning approach which couples temporal evolution learning with spatial dynamics learning
to significantly improve the learning performance with very few samples.

Relations to and Differences from Adjoint State Method. The adjoint state method (Pontryagin,
1962) is a numerical method for efficiently computing the gradients of functions for numerical op-
timization problems. Recently, it has been successfully used for highly efficient learning the ODE
for dynamical systems (e.g., (Chen et al., 2018; Zhuang et al.l [2020bja)). It has also been further
extended using the adaptive check point method for more accurate estimation of the gradients for
neural ODE (Chen et al.| [2018). To address the memory cost and the inaccuracy in reverse-time
trajectory, a memory-efficient ALF Integrator (MALI) has been developed (Zhuang et al., 2020a).
Our multi-step forward and backward processes and the usage of mismatch errors to adjust the esti-
mation of our proposed method look similar to those in the recent adjoint state methods (Chen et al.,
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2018 Zhuang et al.| 2020ajb). However, our method is uniquely different in the following aspects.
(1) In the adjoint state method, the backward propagation is performed for computing the gradients
of loss function. However, in our method, the backward network is for learning the inverse opera-
tor of the forward evolution operator (namely, the backward evolution operator, please see Lemma
[C.I). (2) The adjoint state method aims to compute the gradients of the loss functions more effi-
ciently and more accurately. However, our method aims to discover the critical samples for network
learning. The purpose of our multi-step reciprocal error using the forward and backward networks
is to estimate the network prediction error. We have made a very interesting finding: this multi-step
reciprocal error is highly correlated with network prediction error. Note that this prediction error
cannot be obtained since the ground-truth is not available. This finding is very important in our
network learning and prediction. It also allows us to perform critical sample discovery for unknown
dynamical systems and learn the system behavior with very few samples. Once the critical samples
are discovered, the network is trained as usual. No adjoint state methods are used here to compute
the gradients during the training process.

C FURTHER ANALYTICAL UNDERSTANDING OF OUR PROPOSED METHOD

In this section, we provide further analytical understanding of our proposed method of critical sam-
pling and adaptive evolution learning, especially on the error bound of evolution operator learning.
Let us consider the following autonomous ODE system as an example:

WO ), terr (14)

where u(t) € R™ are the state variables. Let @ o : R™ — R™ be the evolution operator, which maps
the system state from time ¢ = 0 to its next state at time A: u(t + A) = ®a(u(t)). It should be
noted that, for autonomous systems, this evolution operator ® A remains invariant for different time
instance ¢. It only depends on the time difference A.

Lemma C.1. The backward evolution operator ¥ A of system is actually the forward evolution
operator of the following dynamical system

d _ _
S a(t) = —H(u(t)). (15)

Proof. Define @(t) := u(T — t) for an arbitrarily fixed T' > 0. It can be seen that

d _ d du _
GO0 = G0 == = (T 1) = ),

t

This means w(¢) satisfies the ODEs (15). The forward evolution operator of system (15), which
maps G(t) to @(t + A), is equivalent to the mapping from u(7" — ¢) to u(7 —t — A), which exactly
coincides with the backward evolution operator ¥ A of system (I4). The proof is completed. O

In the following analysis, we will always use Assumption with H being Lipschitz continuous
(the Lipschitz constant is denoted by C'yy) on a set D C R™. Here D is a bounded region where we
are interested in the solution behavior.

Lemma C.2. Suppose Assumptions[3.1holds. Define
Da:={ueD:®(u)eD Vtel|0,A]}.

The forward evolution operator ®a of system is Lipschitz continuous on D, i, for any
up,up € Da,
[®a(u1) = Pa(ua)l] < €A fluy — uy. (16)

Proof. This follows from a classical result in the dynamical system; see (Stuart & Humphries,|1998)).
O
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Lemma C.3. Suppose Assumptions[3.1holds. Define
Da:={ueD: ¥, (u)eD Vte|0,A]}.

The backward evolution operator W A of system is Lipschitz continuous on Dy, ie., for any

up,ug € DA,
[Ta(ur) — Tal(ug)]| < "2 lug — ual|. (17

Proof. According to Lemma[C.I] WA is the forward evolution operator of system (I3). Following
the idea of Lemma|C.2]for ¥ o one can complete the proof. O

We now derive a simple generic bound for the prediction error of our network model. Suppose the
generalization error of the trained neural network is bounded: Let a(®) be the forward predicted
solution by the trained primal network model at time ¢(*) := ¢, + kA starting from o, and ©*) be
the backward predicted solution by the trained dual network model at time ¢(*) starting from ¢(¥),
where 0 < k < K. Denote the corresponding forward prediction error as € := [[a®) — u(¢t™)]|
and the backward prediction error as £*) := |[a®*) — u(t™™)||, k = 0,1, ..., K. We then have the
following estimates.

Theorem C.4. Under Assumptions[3.1|and[3.2] we have:
1 1fa® u(t®) € Da for0 < k < K — 1, then

£ < §0) Ok (€F2 1 18
<&We a1 ) (18)

2. Ifﬁ(k),u(t(k)) € DAforO <k <K —1, then

£ < §U) On(K—R)A | ( (19)

eC;.t(K—k)A -1
eCni — 1 €9

3. Furthermore, if we take 0% = u(to) and pass a®) as the input of the trained dual
network with 1) = 05 then

~ CukA -1
k : (K—Fk) (K —Fk) €
5()§mm{Hgﬂ °Fo ‘IHMD)*(W)”’

eC’HKA -1 . eCfH(K—k)A N eCH(K—k)A -1 .
Cnb _1 )7 Onbd _ 1 9 (>
and in particular when k = 0,
[0 = u(to) 2

(20)

| (CHKA @1
= min { o5 o 7" - IHL’”(D) ’ (ecﬂA1> (cre B tey)

where I denotes the identity map.

Proof. Recall that a®) = Fyp(a*~D) and u(t®)) = & (u(t*~1)). Using the triangle inequality
for the Euclidean norm, the assumption (TT), and the Lipschitz continuity (I6) of ® in Lemma
[C2] we can derive that

£ _ ||g® u(t(k))H

B I
< [Fo@® 1) - @a@b0) | + ||oa@) — @suiet))|

< |[Fo — @allpee(p) + e Hﬁ(k_l) - u(t(k_l))H

= OnAgH—1) | ¢
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Repeatedly utilizing such an estimate leads to
£k) < eOnAgk=1) €
< 20nDg(k=2) +ecﬂAef + e

3CnA g(k=3) +620”A6§+60”Aef +e

IAIA

k—1
< ekCHAé(O) +ef Z ejC?—LA’
j=1

which completes the proof of (I8). Similarly, for the backward prediction procedure, we recall that
a®) = Gy(a**t) and u(t®)) = WA (u(t* 1)), and then use Lemmato deduce that

gk _ Hﬁw) _ “(t(k))H
_ Hgﬁ(ﬁ(k+l)) _ ‘I’MU(t(kH)))H
< Hgﬁ(ﬁ(lﬁ-l)) _ @A(ﬁ(k-&-l))H n H\I,A(ﬁ(kﬂ)) _ \I,A(u(t(k-i-l)))H
< 11Go — Wl () + CHA Hﬁ(kJrl) _ u(t(k+1))H
— OnAg(+1) €y
Repeatedly utilizing such an estimate leads to

g < (CuBgU+D) |
é eQC’;{Ag(k)-‘rQ) _'_eC'HAeg + Eg

< €g+€g
<.
K—k—1

< e(K=k)CuA &(K) +¢g Z ejCHA’
J=1

which completes the proof of . Furthermore, if we take G(?) = u(t() and pass (%) as the input
of the trained dual network with 1% = 4(%), then £ = 0 and &%) = £5). Combining

and (19) gives

Cny(K—=k)A
£ < §U) On(K—k)A | (@ A - 1) ‘.,

eCnd — 1
cCHKA 1 KA On(K—k)A _q
§<60HA1>€JC€ 1 ( ) +<6CHA]_ )eg (22)
On the other hand, we observe that
gy _ ||lg _ ““(k))H
< lla® - ﬁ(k)H n Hﬁ(k) _ u(tw))H
2
=[98 0 A Pa0) — a4 £
< gi(;ek) o éka) - IH 4 )
L>(D)
CukA _ 1
(K—k)  £(K=k) _ €
< 65" o 7 IHLoo(D) + ( " ) €, (23)

where we have used the triangular inequity for the Euclidean norm and the estimate (T8). Combining
(23) with (22) gives (20) and completes the proof. O

19



Under review as a conference paper at ICLR 2023

Table 3: Training time and inference time of our method and baseline method in all the experiments.

SYSTEM METHOD SAMPLES TRAINING TIME (S) INFERENCE TIME (S)
OURS 417 2554.8 0.314
DAMPED PENDULUM
BASELINE 14400 749.7 0.296
7D NONLINEAR OURS 925 1868.4 0.121
BASELINE 14400 444.1 0.129
OURS 1765 81473.0 0.403
LORENZ SYSTEM
BASELINE 1000000 14936.1 0.384
OURS 19683 68263.6 0.483
ViSCOUS BURGERS’
BASELINE 500000 12137.5 0.488

D ADDITIONAL EXPERIMENTAL RESULTS AND PERFORMANCE
COMPARISONS

D.1 EXPERIMENTS ON COMPUTATIONAL COMPLEXITY

In Table 3] we present the training time and inference time of our method and baseline method re-
spectively in all 4 numerical experiments. It shows that our method requires more time on training.
Although the proposed method has higher complexity, our method can dramatically reduce the num-
ber of needed samples, therefore, reducing the sample collection cost. This is highly important in
practice, especially with real-world dynamical systems.

D.2 ADDITIONAL EXPERIMENTAL RESULTS

We conduct experiments on the first Damped Pendulum system. Using our critical sampling and
adaptive evolution operator learning method, the number of training samples needed for evolu-
tion behavior learning is reduced significantly from 14,400 to 417. Figure [§] compares the phase
plots for the Damped Pendulum Equation with an arbitrarily chosen initial state u(t = 0) =
(—1.193, —3.876) predicted by the baseline method with 14,400 samples and our method with 417
samples. In each sub-figure, the orange line represents the ground-truth solution, and the blue dotted
line shows the network prediction results. In Figure 9] the left column shows the trajectories for
(u1,u2) € R? obtained by the baseline method with 14,400 samples and the right column shows
the trajectories obtained by our method with only 417 samples. We can see that, using the proposed
critical sampling method, the network can still robustly predict the long-term evolution of the system
states, despite using far fewer samples for training.

Next, We experiment on the 2D Nonlinear system. In this system, we use only 925 samples to
achieve similar modeling accuracy as the baseline method which has 14,400 samples. Figure
compares the phase plots for the 2D Nonlinear system with an arbitrarily chosen initial state u(t =
0) = (—1.325,1.874) predicted by the baseline method with 14,400 samples and our method with
925 samples. The orange line represents the ground-truth solution, and the blue dotted line shows
the network prediction results. In Figure [[T] the left column shows the trajectories obtained by the
baseline method with 14400 samples and the right column shows the trajectories obtained by our
method with 925 samples.

For the chaotic Lorenz system, our proposed method only requires 1,765 samples to achieve the
same modeling error as the baseline method which requires 1,000,000 training samples. Figure[12]
compares the phase plots with an arbitrarily chosen initial state u(t = 0) = (—8,7,27) obtained by
the baseline method with 1,000,000 samples and our method with 1,765 samples. In Figure @ the
left column shows the trajectories (w1, uo, u3) € R3 obtained by the baseline method with 1,000,000
samples and the right column shows the trajectories obtained by our method with 1,765 samples.
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For the last Viscous Burgers’ Equation (PDE) system, our proposed critical sampling method has
drastically reduced the number of samples from 500,000 to 19,683 and achieved similar prediction
accuracy. Figure [T4] shows the predicted system states at different time obtained by the baseline
method with 500,000 samples and our method with 19,683 samples, respectively. The orange line
shows the ground-truth states at different time. Figure[I5]shows the network predictions for system
states on ¢ € [0, 2] under two different initial conditions. Both methods show accurate prediction
performance under those two initial conditions, but our method requires much fewer samples.

Baseline Method with 14400 Samples Our Method with 417 Samples

—e— Prediction
~——— Ground Truth

—e— Prediction
—— Ground Truth

~
~

uz
°

uz
°

-2 -2

Figure 8: Phase plots for the Damped Pendulum Equation with initial state u(t = 0) =
(—1.193,—3.876). Left: baseline method with 14400 samples; Right: our method with 417 sam-
ples.
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Figure 9: Trajectories for the Damped Pendulum Equation with initial state u(t = 0) =

(—1.193, —3.876). Left column: baseline method with 14400 samples; Right column: our method
with 417 samples.
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Baseline Method with 14400 Samples Our Method with 925 Samples
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Figure 10: Phase plots for the 2D Nonlinear Equation with initial state u(¢t = 0) = (—1.325, 1.874).
Left: baseline method with 14400 samples; Right: our method with 925 samples.
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Figure 11: Trajectories for the 2D Nonlinear Equation with initial state u(t = 0) = (—1.325,1.874).
Left column: baseline method with 14400 samples; Right column: our method with 925 samples.
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Baseline Method with 1000000 Samples

—— Prediction
— Ground Truth

Figure 12: Phase plots for the Lorenz System with initial state u(t = 0) =
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(—8,7,27).

baseline method with 1000000 samples; Right: our method with 1,765 samples.

Figure 13: Trajectories for the Lorenz System with initial state w(¢
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column: baseline method with 1000000 samples; Right column: our method with 1,765 samples.
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Figure 14: Viscous Burgers’ Equation: comparison of the ground-truth solution and the learned
network prediction at different time. Top row: baseline method with 500000 samples; Bottom row:
Our method with 19683 samples.
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Figure 15: Top row: Comparison of ground-truth solution, baseline prediction and proposed method
prediction on ¢ € [0, 2] under initial condition v = 0.370sin(x) — 0.169sin(2z) — 0.175sin(3x)
of Viscous Burgers’ Equation system. Bottom row: Comparison of ground-truth solution, baseline
prediction and proposed method prediction on ¢ € [0, 2] under initial condition u = —0.430 sin(z) —
0.219sin(2z) 4 0.017 sin(3z) of Viscous Burgers’ Equation system.
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