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ABSTRACT

Bias is a pervasive issue in machine learning and has implications in multiple
AI applications, encompassing dimensions like gender, age, demographics, and
social aspects. Complex models, including deep neural networks, transformers
etc., often inherit biases and stereotypes during training, attributable to selection
bias within training data and algorithmic creation processes. Augmentation tech-
niques like Mixup exhibit promising potential as debiasing frameworks, leverag-
ing specialized sampling strategies and spatial information for bias mitigation. In
this study, we evaluate gender bias within the distance-aware mixing frameworks,
while exploring diverse sampling strategies for mixup. Using the Trustpilot cor-
pus, we conduct experiments1 quantitatively analyzing bias as error disparity, in-
vestigating the impact of distance thresholds and various gender-based criteria
on mixup operations. Our quantitative analysis indicates that employing a cross-
gender mixup strategy yields the most effective bias reduction. We also release
the code for our work.

1 INTRODUCTION AND RELATED WORK

Deep neural networks have shown to be effective in learning intricate data patterns enabling com-
plex decision-making in several applications ranging from natural language and speech processing,
computer vision, reinforcement learning etc. These models, trained under the paradigm of Empirical
Risk Minimization (ERM) principle, tend to memorize the nuances of training data, resulting in poor
generalization ability (Zhang et al., 2017). They are prone to learning simple patterns and spurious
correlations in the data, thus inducing bias. Bias in machine learning can manifest in various forms
including selection bias, label bias, algorithmic bias and be based on different dimensions like gen-
der, age, demographics etc. The prevalence of spurious correlations within datasets exacerbates this
issue, primarily attributable to biases present in the data. Mixup (Zhang et al., 2017) was proposed
to augment ERM by synthesizing diverse training examples, thus enhancing model generalization
and mapping complex data patterns. Selective mixup, employing bias-label aware sampling strategy
(Hwang et al., 2022), also shows promise as a debiasing framework. Incorporating (dis/)similarity
information between samples while sampling minimizes reinforcement of biased associations, pro-
motes diversity, and fosters fairer representations across groups. In this work, we conduct a bias
analysis for a learnable distance-aware mixup methodology to gauge the impact of gender-based
mixup sampling strategy on the overall model bias. Based on quantitative experiments, we show the
efficiency of cross-gender, distance-aware mixup strategy and the inverse relationship between the
distance threshold and the model bias.

Recent works have investigated multiple dimensions of biases in machine learning including gender
(Sawhney et al., 2021; Costa-jussà et al., 2022), age (Chu et al., 2023), demographics and political
inclinations (Rozado, 2023), social aspects (Olteanu et al., 2019) etc. These often stem from inherent
selection biases within training data (Tommasi et al., 2015) and the model bias due to factors like
biased algorithmic creation (Forum, 2018). Bias also stems out of underrepresentation of specific
groups, such as females in this field (Leavy, 2018). Language models such as BERT (Bidirectional
Encoder Representations from Transformers), GPT2, and contextual embeddings like word2vec also
tend to inherit gender stereotypes and exhibit biases (Nadeem et al., 2020; Bolukbasi et al., 2016).

1Code available at https://anonymous.4open.science/r/dmix-bias-0BC9/
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Mixup (Zhang et al., 2017) is a popular augmentation technique that interpolates two examples along
with their corresponding labels. Applying mixup on latent input representations results in additional
improvements (Chen et al., 2020a). Utilizing data-level spatial similarity information for sample
selection also leads to performance enhancements (Chen et al., 2020b).Chhabra et al. (2023) demon-
strate effectiveness and improved generalization of mixup in different geometric spaces. Sawhney
et al. (2022) propose a learnable distance-aware mixup methodology based on similarity between
latent representations in hyperbolic space.

2 METHODOLOGY AND EXPERIMENTS

DMIX (Sawhney et al., 2022) defines distance aware sample-level mixup i.e. for each element xi

DMIX(xi) = DMixup(xi, xj), xj ∼ Si (1)

where DMixup is interpolative mixup with mixing ratio Mij - a learnable parameter initialized with
the distance between xi and xj . Si is the set of all samples such that distance between xi and xj

is greater than a threshold τ = T · max(Mi), where T is a hyperparameter ∈ (0, 1). The sample
xj for mixup is sampled randomly from Si. To analyse model-induced gender bias, we constrain
the construction of the set Si. We induce two types of constraints - for any sample xi, one of the
following holds:

Si = {xk | Mik ≥ τ ∧ gi = gk} OR Si = {xk | Mik ≥ τ ∧ gi ̸= gk}
Here, gi and gk are genders of xi and xk respectively. The first scenario is same-gender mixup and
the second is cross-gender mixup. We also vary T over a range of values to study its effect on bias.

We follow Saunders & Byrne (2020); Sawhney et al. (2021) to define bias as the performance error
disparity ∆G = BCEf − BCEm, where BCE stands for binary cross-entropy loss, and f and m
stand for female and male respectively. We use the Trustpilot corpus (Hovy et al., 2015), which
contains text-based user reviews from the Trustpilot website, rating companies and services on a 1
to 5 star scale. In particular, we use all English reviews from the US. We perform sentiment analysis
task on this dataset by binarizing the ratings as 0 for ratings less than 3, 1 for ratings greater than
3, and ignore the rest. We choose this dataset due to the prevalent gender bias in sentiment analysis
(Thelwall, 2018; Young et al., 2009). The dataset also has a balanced gender distribution allowing
us to capture model-induced instead of dataset-induced bias.

3 RESULTS AND ANALYSIS

Model ∆G = BCEf −BCEm

T = 0.1 T = 0.3 T = 0.5 T = 0.7

DMIX (no constraint) 0.48 0.48 0.25 0.16
DMIX (same gender) 0.40 0.39 0.26 0.07

DMIX (different gender) 0.27 0.18 0.26 0.01

Table 1: Bias Analysis: Performance error disparity for different constraints applied to DMIX

On increasing the value of T , which controls the diversity of the samples selected for mixup, sam-
ples that are more far apart (dissimilar) are mixed which leads to better generalizability for female
samples, thus reducing model bias. Constraining mixup to only same-gender samples reduces intra-
gender. It fails to mitigate inter-gender bias since same-gender mixup fails to capture inter-gender
relations between the two distributions. Different gender mixup can capture these relations which
leads to the least bias.

4 CONCLUSION

In this work, we study the gender bias inherent in distance-aware mixup techniques. Building on ex-
isting works, we consider two types of sampling strategies during mixup and quantitatively evaluate
their effect on model bias. Experimental results on Trustpilot dataset show that cross-gender mixup
strategy and increasing the thresholding distance achieves best bias mitigation.
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URM STATEMENT

The authors acknowledge that at least one key author of this work meets the URM criteria of ICLR
2024 Tiny Papers Track.

ETHICAL CONSIDERATION

Although our study focuses on gender bias, we acknowledge that there could exist other dimensions
that lead to different kinds of bias which can include age, race, demographics, socio-economic and
cultural factors. Our study is limited to the gender labels available in the data (male and female) but
we acknowledge the presence of other forms of gender as sensitive attributes and the biases inherent
to those.
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A APPENDIX

A.1 OVERVIEW: DMIX

DMIX (Sawhney et al., 2022) is a an adaptive distance aware interpolative data augmentation
methodology that makes use of similarity information in the data distribution to optimally select
mixup samples. Since language representations possess complex geometry and hierarchical struc-
tures which are not effectively captured in Euclidean space, DMIX makes use of hyperbolic space
to compute latent similarities. Given two samples xi, xj ∈ X , where X is the set of data samples
and i, j ∈ [1, N ] (N is number of samples), we firstly initialize a learnable matrix MNxN where

Mij = Dh(xi, xj) (2)
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where Dh(.) refers to the hyperbolic distance. The matrix M is also row normalized for scaling
purposes. Using the mixing ratio Mij , DMIX is then defined as

DMIX(xi) = DMixup(xi, xj) = (1−Mij) ∗ xi +Mij ∗ xj (3)

The sample xj is randomly sampled from the set Si which is the set of all samples such that distance
between xi and xj is greater than a threshold τ = T · max(Mi), where T is a hyperparameter
∈ (0, 1).
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