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Abstract

We study human behavior in ultimatum game when interacting with either human
or algorithmic opponents. We examine how the type of the Al algorithm (mim-
icking human behavior, optimising gains, or providing no explanation) and the
presence of a human beneficiary affect sending and accepting behaviors. Our exper-
imental data reveal that subjects generally do not differentiate between human and
algorithmic opponents, between different algorithms, and between an explained
and unexplained algorithm. However, they are more willing to forgo higher payoffs
when the algorithm’s earnings benefit a human.

1 Introduction

Algorithms increasingly influence decision-making processes in many fields, including finance,
healthcare, and justice. As they become more prominent in domains traditionally managed by
humans, understanding how people perceive and interact with algorithms is crucial (see, for instance,
Capraro et al., 2024, for a review of research on the impact of generative Al). Previous studies indicate
that interactions with algorithms can differ significantly from those with humans, depending on how
transparent and fair the algorithmic decision-making process appears to be.

We study how behavior in ultimatum game (UG) played against algorithms differ from behavior
against human opponents. We focus on (i) if algorithms have different objectives (optimising gains or
mimicking human behavior), (ii) whether algorithms provide an explanation, and (iii) if there is a
human beneficiary of the algorithm’s gains.!

UG is one of the commonly used tools in experimental economics, alongside dictator game, to study
social preferences, fairness, and equity preferences, among others (Brafias-Garza et al., 2014). In their
seminal work, Giith et al. (1982) demonstrated how individuals often reject unfair offers, preferring
to receive nothing rather than accept inequity, highlighting the role of fairness in economic decisions
as opposed to strict rationality arguments that require minimal sharing and acceptance of virtually
anything (see Van Damme et al., 2014; Chaudhuri, 2008, for reviews).

"Preregistration and replication materials are available at osf.io/jx3m4 and osf.io/xhq9v.

NeurIPS 2024 Workshop on Behavioral Machine Learning.


https://osf.io/jx3m4/?view_only=9e4bedc2e4074d279b00833fd82dfbd2
https://osf.io/xhq9v/?view_only=10dec9cd81014b75a979966d744cf980

The extent to which algorithms mimic human decision-making or optimise selfishly might affect
human trust and cooperation. Furthermore, the role of explainability in algorithms, i.e., whether
making an algorithm’s decision-making process transparent affects human players’ willingness to
accept its propositions, is central to designing algorithms that are efficient but also socially compatible
and accepted in scenarios where fairness concerns are pivotal.

Recent advances suggest that humans generally behave more rationally when interacting with
machines, potentially suppressing emotional reactions that typically influence decisions involving
humans (March, 2021; Chugunova and Sele, 2022). Zhang et al. (2022) note that people perceive
Al as more likely to make utilitarian choices than humans, potentially reducing market bubbles and
increasing bargaining efficiency in auctions. Areas of the brain associated with emotional processing
are found to be less active when participants interact with algorithms (Knoch et al., 2006). Yalcin et al.
(2022) find that people react less positively when an algorithmic decision-maker makes a favorable
decision, but this difference disappears for an unfavorable decision.

Erlei et al. (2022) find that most responders favor human opponents over autonomous agents or
humans using Al decision aids, demanding higher compensation to contract with autonomous agents
and often overriding economic self-interest to avoid algorithms. Wang et al. (2023) find that rule-
driven algorithmic decision-making is found to be more fair by subjects in their experiments compared
to data-driven decision-making, indicating that the type of algorithm influences perceived fairness
and acceptance. von Schenk et al. (2023) find that subjects display higher social preferences when
they knew that a human benefited from machines’ decisions.

2 Experiments

2.1 Design and hypotheses

In our UG, the proposer offers an amount between 0 and 100 to the responder, and the responder either
accepts (resulting in the split being implemented) or rejects it (resulting in both players receiving
nothing). The game is implemented with simultaneous choices so that the proposers indicate what
they would propose, and the responders state the minimum offer they would accept (MAO).

Each participant plays three rounds as proposer and three as responder (the order depending on the
initial random assignment), interacting with both humans and algorithms, the latter being linear
regressions. The algorithms with explanations are designed to either mimic human behavior (Mim-
icking Algorithm, MA) or optimise their own gains (Optimising Algorithm, OA). A third algorithm
provided no explanation for its decision-making (No Explanation Algorithm, NA).? Additionally,
we distinguish between beneficiaries, where the earnings of the algorithmic player goes either to a
randomly chosen subject (Token Player, TP) or to no one (No Receiver, NO).

Our experimental design contains six combinations of algorithm interactions: MA_TP, MA_NO,
OA_TP, OA_NO, NA_TP, and NA_NO. Each subject interacts (in both responder and proposer role)
once with another human subject (HU), once with the algorithm in TP condition, and once in NO
condition. In TP, subjects are told "The earnings of the algorithm at the end of the experiment will be
received by a random participant in the experiment." and in the NO condition this was replaced by
"The earnings of the algorithm at the end of the experiment will be received by no one."

We developed the following hypotheses derived from theoretical and empirical precedents outlined in
previous section:
Responders have

HI: lower MAOs against algorithms compared to humans.
H2: lower MAOs against OA compared to MA.

The exact workings of the algorithms, which are not disclosed to participants, are based on different
applications of linear regressions (e.g., MA proposer predicts what opponent proposed, OA proposer predicts
MAQO to offer exactly that, both based on demographics and HU data). For MA subjects are told "The other
player is an algorithm. The algorithm is trained on data from human interactions. The algorithm’s objective in
making its decision is to mimic the choices of subjects interacting with other human subjects who have similar
characteristics with you.", whereas for OA the underlined part was replaced with "maximize its earnings by
taking into account the choices of" and for NA only the first sentence is given. See instructions within the
replication materials package.




H3: lower MAOs in TP compared to NO.
Proposers offer

H4: the same amount to MA as humans.

H5: less to OA compared to MA.

H6: less to NA compared to humans.

H7: less to algorithms in NO compared to TP.

2.2 Experimental procedures

We analyse data from gender-balanced U.K. subjects recruited via Prolific on 28-30 August 2023 (pre-
screened to include information on age, ethnicity, education, income, employment and relationship
status, and online shopping experience). Subjects earned on average 11.79 GBP/hour, comprising
of 1 GBP participation fee and earnings in UG. Payments are made based on a randomly chosen
condition (realised as HU). Median time of the experiment was around 5 minutes. The experiment
was implemented on Qualtrics, and the compulsory comprehension check led to dropping of 388
participants (out of 792 total attempts, this leaves 404, as in Table 1). IRB approval is obtained at
Vienna University of Economics and Business.

Subjects are randomly assigned to one of the eight conditions in Table 1. Apart from P_OA_HU
and R_OA_HU, which only differ in the order of roles, subjects started out playing against human
agents in both roles. We compared behaviors between human-first and human-last conditions of
OA_HU (e.g., P_OA and P_OA_HU) and as there were no significant differences, we did not run
further sessions with reverse orders.

Condition First Part as Proposer Second Part as Responder #
P MA HU—-MA_ TP —+MA NO HU-—-MATP—+MA NO 49
P_.OA HU— OA_TP—-OA_NO HU— OA_TP - OA_NO 50
P NA HU—-NATP—+NANO HU-—+NATP—-NANO 51

P_ OA_HU OA_NO —OA_TP —+HU OA_NO—OA_TP—-HU 50
First Part as Responder Second Part as Proposer

R_MA HU—-MA_TP —-+MA_NO HU—MA_TP—-MA_NO 52

R_OA HU — OA_TP - OA_NO HU— OA_TP — OA_NO 51

R_NA HU—=NA_TP —+NA_NO HU—=NA_TP—-NA_NO 50

R_OA_HU OA_NO — OA_TP —+HU OA_NO—OA_TP—+HU 51

Table 1: Partition of subjects into experimental conditions.

3 Results

3.1 Responder behavior

We find no evidence in support of HI in our data: Wilcoxon signed-rank (WSR) test p—values
with alternative hypotheses /40 > 2440 and A0 > (M A0 are 0.996 and 0.917 respectively
(where 2M10 = 42.89, #MA0 = 44.78, and 23 4O = 43.58). See Figures 1 and 2 for distributions

of ch01ces

H?2 does not find support in data either: subjects’ MAOs are not higher against MA compared to
OA. The p—value in the Wilcoxon-Mann-Whitney test (WMW) with the alternative hypothesis
pia0 > M40 5 0.106, where z3749 = 44.64 and 241 = 42.74.

H3 is also not supported: no significant differences between MAOs in TP and NO conditions. The
p—value (WSR) with the alternative hypothesis ;35 > p3421€ is 0.808. To summarize, HI-H3 do
not find support in data. We observe that subjects’ MAOs (i) are not lower if they play against an
algorithm and do not depend on (ii) if the algorithm is maximising gains or mimicking humans, (iii)
or if there is a human beneficiary behind algorithms or not.

3As there are no statistical differences in (proposer or responder) behaviors between first part and second
part (e.g., first part of P_MA and second part of R_MA), we collapse data from different orders in our analysis.
Furthermore, data from 52 subjects who made a choice of offering 100 in proposer role are dropped.
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Figure 1: Choices in human (HU), token player (TP), and no beneficiary (NO) conditions.
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Figure 2: Choices in human (HU) and optimising (OA), mimicking (MA), and no explanation (NA)
algorithm conditions.

3.2 Proposer behavior

As can be seen in Figure 1, proposers offer equal split (50 — 50) more to humans (Fisher tests yield
p < 0.05 for HU vs. any algorithmic condition).

We have partial support for H4 in our data. Subjects send similar amounts to mimicking algorithms
with humans if there is a human beneficiary behind the algorithm (pwsr = 0.953), however, they
send (on average ~ 4%) less if there is no beneficiary (pwsg = 0.014), where Ty = 48.17,
Tyma_rp =47.77,and Tpr4_no = 44.34 (within-subjects).

HS5 and H6 do not find support in data. Subjects do not send less to OA compared to MA (pw prw =
0.776, where ;4 = 46.06 and o4 = 47.93). They also do not send less to NA compared to
humans, regardless of if there is a beneficiary (pysr = 0.81 for TP and pysr = 0.243 for NO,
where Ty = 50.64, Tnya_7p = 51.87,and Tna_no = 49.01, within-subjects).

Finally, we find support for H7. Subjects send (on average ~ 2.5%) less to an algorithm if there is
no beneficiary (pwsr = 0.001, with Zpp = 49.36 and Ty = 46.90, within-subjects). In sum, we
find that subjects do not offer less (i) to optimising algorithms compared to minimising algorithms
and (ii) to algorithms with no explanations compared to humans. We also observe that they send (i)
less to an algorithm when there is no beneficiary and (ii) same amount to humans and algorithms
with human beneficiaries.

3.3 Further results

Around %40 of subjects prefer to play against humans (whereas ~ %20 prefer algorithms), regardless
of algorithmic types they interacted with in UG (see Figure 3, based on responses in the post-



experimental questionnaire). There is also a slight preference for algorithms as responders compared
to as proposers.
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Figure 3: Preferences for opponents, by algorithmic condition in UG. Remaining answers are
indifferent.

Do subjects who choose human responders think humans accept lower amounts? The answer is no
(pwsr = 0.981). Also, subjects who choose algorithmic proposers do not think that algorithms offer
higher amounts pysr = 0.828). On the other hand, subjects who choose algorithmic responders
think algorithms accept lower amounts (pysr = 0.000) and subjects who choose human proposers
believe that humans offer higher amounts (pyysg = 0.095).

We find that younger subjects choose algorithms more (for proposer role, 39.8 vs 44.1, pywyw =
0.001; for responder role, 39.6 vs 44.1, pyarw = 0.001), whereas there is no gender difference in
choosing algorithms over humans (both around 40% human, 20% algorithm, and 40% indifferent).
Furthermore, education and income levels also do not differ significantly between those who would
choose algorithmic and human opponents.

3.4 Discussion

Subjects in our experiment do not differentiate, in general, between human and algorithmic opponents,
between different algorithms, and between explained and unexplained algorithms. On the other
hand, they forgo higher payoffs when the algorithm’s earnings benefit a human. When asked in a
post-experimental questionnaire, subjects express double as large interest in interacting with a human
as opposed to an algorithm. Our findings hint that although people might prefer interacting with
humans over algorithms in strategic interactions, once in interaction they may make similar choices
against algorithms and humans, and this would be independent of the details of the algorithms’
workings and if any explanation is provided.
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