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ABSTRACT

Real-world point cloud is incomplete and lacks corresponding complete point cloud
pairs. To address the challenge of unpaired point cloud completion, we introduce
UOT-UPC, a novel approach grounded in the (Unbalanced) Optimal Transport (OT)
problem. Specifically, we demonstrate that solving OT-based framework provides
an effective approach to unpaired point cloud completion; the optimal transport
map 7™ can serve as an unpaired point cloud completion model. Furthermore, we
extend this formulation to incorporate the Unbalanced Optimal Transport (UOT)
Map, achieving competitive performance in unpaired point cloud completion. This
extension also addresses the class imbalance, a phenomenon in which differences
in the composition ratios of two distributions cause undesired distribution shifts
in the OT problem. In this paper, we provide theoretical evidence supporting
the UOT-based framework’s competency to manage the class imbalance, and we
validate its effectiveness through experiments.

1 INTRODUCTION

The point cloud serves as a fundamental representation for 3D object. In real-world, the sensor-
acquired point cloud is often incomplete and lacks the corresponding complete representation.
Consequently, numerous methods have been proposed for unpaired point cloud completion, which is
aimed at reconstructing complete point cloud from incomplete input without paired training data.

However, most existing methods rely on heuristic approaches. To address this limitation, we adopt the
Optimal Transport (OT) problem (Mongel |1781). Specifically, we propose why OT-based approach is
particularly suited to unpaired point cloud completion and demonstrate that the solution of the OT
problem becomes one of unpaired point completion models.

Building on this perspective, we propose a novel method, UOT-UPC, leveraging the Unbalanced
Optimal Transport Map. While the classical OT framework cannot tackle the class imbalance,
the Unbalanced OT framework overcomes the limitation (Eyring et al., |2024). The experiments
demonstrate that our model not only outperforms existing unpaired point cloud completion methods
but also effectively handles the class imbalance. Now, we summarize our contributions as follows:

* UOT-UPC is the first to employ UOTM for unpaired point cloud completion.

* UOT-UPC demonstrates a competitive performance for point cloud completion and class imbalance.
Notations and Assumptions Let X', ) be compact complete metric spaces with probability
distributions p and v (absolutely continuous with respect to the Lebesgue measure), where . (source)

represents the incomplete point clouds and v (target) represents the complete point clouds. For
any measurable map 7', Tz denotes the pushforward of y and II(u, ) denote the set of joint
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Figure 1: Comparison of generated samples from UOT-UPC and USSPA in the single-category.

distributions on X’ x ) with marginals 1 and v. Additionally, for a function f : R — [—o0, 0], its
convex conjugate is given by f*(y) = sup,cp{(z,v) — f(x)}.

2 BACKGROUND

2.1 OPTIMAL TRANSPORT

The Optimal Transport(OT) problem is finding the cost-minimizing way to transport source distribu-
tion p to target distribution v for the given cost function c(-, -). Monge| (1781)) first introduced the
exploration of OT problem assuming deterministic transport map 7" : X — ) such that Ty yu = v.

C(p,v):= inf {/ c(m,T(x))du(x)} . (D
Typ=v [Jx

where the minimum is taken over transport map 7'. However, Monge’s OT problem has limitations.

The formulation is non-convex, and solution 7 may not exist depending on p and v (Villani et al.}

2009). To overcome this limitation, Kantorovich| (1948)) formulated the following relaxation:

Cot(p,v) :==  inf {/ c(x,y)dw(x,y)} . 2)
m€ll(p,v) [Jxxy

where the minimum is taken over transport plan 7. In distinction to Monge’s OT problem, the

minimizer transport plan 7* always exists on some mild assumptions on (X, ), (), ), and cost

function ¢ (Villani et al.| 2009). Under the assumption that both i and v are absolutely continuous

with respect to the Lebesgue measure, the deterministic optimal transport map 7™ exists and the

optimal coupling is characterized by 7* = (I x T*)4,, (Villani et al., [2009).

2.2 UNBALANCED OPTIMAL TRANSPORT

The standard OT problem assumes my = p and m; = v. However, this rigid constraint induces
sensitivity to outliers (Balaji et al.||2020) and is unsuited to the class imbalance (Eyring et al.| [2024).
To address these issues, a new type of OT problem called Unbalanced Optimal Transport (UOT) was
introduced (Chizat et al., 2018)) (Liero et al.| 2018)) defined as follows:

Cuot(p,v) = weMiJrn(fXx)J) wa c(x,y)dm(z,y) + Dy, (mo|p) + Dy, (m1|v) |, 3)

where M (X x )) denotes the set of positive Radon measures on X x ). Each Dy, is
an f-divergence induced by a convex entropy function ¥;, which is defined by Dy, (m;|n) =

IRZ (dwi (w)) dn(z). The UOT problem relaxes the hard marginal constraints of the OT problem

dn(=)
through f-divergence (Vacher & Vialard,[2023). The UOT problem can be seen as the OT problem
between 7y ~ p and m; ~ v (Choi et al.| 2023). This relaxation imparts robustness to outliers (Balaji
et al.,[2020) and addresses the class imbalance (Eyring et al., [2024).
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Table 1: Point cloud completion comparison in the single-category setting, assessed by L1-
Chamfer distance cd'’ x 10% (]). The boldface denotes the best performance among the unpaired.

Method AVG  chair table trashbin TV  cabinet bookshelf sofa lamp  bed tub
PoinTr (Yu et al.|[2021) 1437 13.65 12.52 15.26 12.69  17.32 13.99 1236 17.05 15.13 13.77

Paired Disp3D (Wang et al.|[2022) 778 624 820 7.12 7.12 10.36 6.94 560 1403 690 532
TopNet (Tchapmi et al.[2019)  7.07 639 579 7.40 6.26 8.37 7.02 594 850 7.81 725

Shapelnv (Zhang et al./2021)  21.39 17.97 17.28 33.51 15.69  26.26 25.51 1428 16.69 3233 1443
Unpaired (Chen et al.[2020)  10.47  8.41 7.52 12.08 6.72 17.45 9.95 6.92 1936 10.04 6.22

Unpaired Cycle4 (Wen et al.[[2021) 1153 911 11.35 11.93 8.40 15.47 12.51 10.63 1225 1573 792
USSPA (Ma et al.[2023) 856 822 7.68 10.36 7.66  10.77 7.84 614 1193 820 6.75
UOT-UPC (Ours) 7.60 7.51 6.33 8.83 6.07 11.54 7.32 6.61 730 9.00 545

3 METHODS

3.1 MOTIVATIONS

Task formulation as (Unbalanced) Optimal Transport Map Unpaired point cloud completion
transfers point cloud from incomplete point cloud distribution to a complete point cloud distribution.
Consider two point cloud sets X = {z;|a; € X,i = 1,2,..,N}and Y = {y;|ly; € V,i =
1,2,...,M}. X and Y are independently sampled from yx and v, i.e., X and Y are unpaired. We
define an unpaired point cloud completion model 7" as follows:

T:X — ), =z (incomplete point cloud) — T'(x) (complete point cloud) (@]

This completion model 7" must satisfy two conditions:

(i) T'(z) should generate a complete point cloud (T'(z) € v).
(i1) T should align each incomplete x with its corresponding complete .

In light of this, the optimal transport map 7™ defined in Eq. [I)is well-suited for unpaired point cloud
completion. By definition, 7 transports y to v while minimizing the cost function ¢(x, T*(x)). This
guarantees condition (i). If an appropriate cost function is chosen such that 7 also satisfies condition
(i1), then T™* serves as an effective model for unpaired point completion. More specifically, the cost
function’s value quantifies the alignment between x and T(x), remaining low for well-aligned pairs
and high for incompatible pairs.

Class Imbalance In the unpaired setting, the absence of corresponding complete point clouds for
incomplete ones often results in the class imbalance. For instance, while the incomplete point cloud
distribution y exhibits a chair-to-table ratio of 50% to 50%, the complete point cloud distribution v
demonstrates a ratio of 70% to 30%. Under the classical OT framework, the OT map transfers this
unintended distribution shift, aligning an extraneous 20%p of tables in p with 20%p of chair in v. To
tackle this, we integrate the Unbalanced OT framework into our method (See Sec @])

3.2 PROPOSED METHOD: ESTIMATION OF UNBALANCED OPTIMAL TRANSPORT MAP

In this paper, we propose UOT-UPC, a point completion model based on the Unbalanced OT (UOT)
framework. Our method is to learn the UOT Map 7™ from incomplete point cloud distribution y to
complete point cloud distribution v. We adopt the UOTM (Choi et al.,|2023)), which utilizes semi-dual
formulation of the UOT problem:

Coot(11,) = sup [ /X 0} (—0f()) dula) + / W (—u(y))du(y)| . 5)

veC y
where the c-transform of v is defined as v°(z) = ing [e(z,y) — v(y)]. Following earlier works
ye

(Korotin et al., 2021} [Fan et al.| |2022), we approximate 7™ with a parametrized map T}, such that:
Ty(x) € argin le(w,9) ~v(y)] ¢ v = c(r. To(x)) ~ o(Ty(a)). ©)
ye

Now, we term the optimal maximizer v* of Eq. [5as the optimal potential function in the UOT
problem. We parameterize v* by v4 and replace v¢ with the right-hand side of Eq @, yielding the
following learning objective:

Covire =int | [ 0 (= ipf e Ta(e) = v (1)) o) + [ v at] . o
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Table 2: Point cloud completion comparison in the single-category setting and the multi-category
setting, assessed by L1 Chamfer Distance cd'! x 102 (]) and F-scores FO;1% x 102, F.1%_ x 102 (1).

score score

Method Single-category Multi-category
FOalt Fift 1 ed'] FOMET FLE 1
PoinTr (Yu et al.||2021) - - 14.37 18.35 80.41
Paired Disp3D (Wang et al.|[2022) - - 7.78 30.29 78.26
TopNet (Tchapmi et al.||2019) - - 7.07 12.33 80.37
Shapelnv (Zhang et al.;|2021) 15.58 66.53 19.35 16.98 69.66
Unpaired (Chen et al.|[2020) 12.20 64.33 10.12 10.86 66.68
Unpaired Cycle4 (Wen et al.[[2021) 9.98 60.14 12.00 8.61 56.57
USSPA (Ma et al.||2023) 17.49 73.41 8.96 16.88 72.31
UOT-UPC (Ours) 18.43 75.59 8.96 19.25 71.52

Note when the optimal potential v* is given, the UOT Map 7'+ can be interpreted as the OT Map
between 7o (x) = U3 (—v*(z))u(x) and m (z) = U5 (—v*(z))v(z) (Choi et al., [2023). These
rescaling factors W}’(-) provide the flexibility to tackle the class imbalance (Eyring et al.l[2024). For
the UOT-based formulation, we employ InfoCD (Lin et al., 2024) as a cost function. InfoCD is a
regularized Chamfer distance robust to outliers, enabling more accurate cost estimation between
incomplete and complete point clouds. In Sec ] our model exhibits competitive performance in
unpaired point completion and effectively addresses the class imbalance (See Appendix [A]for details).

4 EXPERIMENTS

Unpaired point cloud completion requires learning from two distributions: incomplete and complete
point cloud distribution. The USSPA benchmark (Ma et al.| [2023)) is a suitable for unpaired point
cloud completion, containing ten categories (e.g., chair, table). We use this dataset to train and
evaluate our model with respect to (1) Unpaired Point Cloud Completion and (2) Class Imbalance.

4.1 UNPAIRED POINT CLOUD COMPLETION

We evaluate our model in both single- and multi-category settings. Table[I]and Table 2] report the
results for each. We measure completion quality using L1 Chamfer distance(cd''), and F-score(F9:1%

score?

F1% ). In both settings, our model achieves state-of-the-art performance among unpaired models

for most categories. Fig[I]shows our generated outputs in the single-category setting (Appendix [B.1).

4.2 CLASS IMBALANCE

We assess our model under the class imbalance, which is prevalent in unpaired point cloud completion.
Specifically, we select two categories and adjust their ratios in i and v. For instance, we choose "TV’
and *Table’ and modify the ratio in v by a factor r, TV : Table = 6.4 : 21.3in ¢ — TV : Table =
6.4 : 21.3 x 7 in v (See Table3).

As shown in Table 3| our model outperforms the others and maintains low variance. while USSPA
exhibits high variance. In contrast, OT-UPC (the OT Map based approach) performs poorly and
unstably. The stable training dynamics in learning the transport map underscore another advantage
of the UOT over OT (Choi et al.,|2024). In summary, these results confirm the strong robustness of
UOT-UPC against the class imbalance. See Appendix [B.2]for additional categories.

Table 3: Comparison of the class imbalance robustness (cd'’ x 102 (])) on TV and Table.

r 0.3 0.5 0.7 1

USSPA 760 697 808 797
OT-UPC 23.77 2374 29.79 2721

Ours 6.86 6.75 6.75 6.94

5 CONCLUSION

We propose UOT-UPC which is an unpaired point completion model based on the UOT Map. We
reformulate the OT map for unpaired point completion and extend it to the Unbalanced OT Map to
solve the class imbalance. Our model shows great performance and strong robustness to the class
imbalance. A limitation is the use of InfoCD as a cost function; future work will explore alternatives.
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A IMPLEMENTATION DETAILS

Unless otherwise stated, our implementation follows the experimental settings and hyperparameters
of USSPA Ma et al| (2023).

A.1 NETWORK

We adopt the generator and discriminator architectures from the USSPA framework as completion
model Ty and potential v4. For the potential vy, the final sigmoid layer of the discriminator is omitted
to allow for the parameterization of the potential function, enabling outputs to assume any real values.
Additionally, we remove the feature discriminator to streamline the architecture. In the potential
v4, we implement the encoder proposed by |Yuan et al.|(2018) in their Point Cloud Networks (PCN).
Following the encoder, we employ an MLPConv layer specified as MLPConv(Cj,,, [C1,...,Cy]) =
MLPConv(1024, [256, 256, 128, 128, 1]), which indicates that the output y is computed as follows:

Yy = COHVIDC4:128705:1(RCLU(. . RGLU(COHV1Dcm:1024_’c’1:256 (ZL’)) .. )) (8)

Here, ConvlD¢, ¢, represents a 1D convolutional layer with Cj, input channels and Cl, output
channels.

The completion model Ty receives as input a concatenation of the incomplete point cloud
and a complete point cloud. These inputs are processed independently to generate distinct complete
point cloud samples. The completion model 7y follows an Encoder-Decoder architecture, augmented
by an upsampling refinement module (upsampling module) in sequence. The upsampling module is
implemented using a 4-layer MLPConv network, where the final MLPConv layer is responsible for
refining and adding detailed structures to the output (Ma et al., [2023)). Specifically, the inputs to the
last MLPConv layer are composed of the skeleton point cloud produced by the Encoder-Decoder
structure and the features extracted from the third MLPConv layer.

A.2 IMPLEMENTATION DETAIL

Training The functions U3 and U} are defined using the Softplus activation, SP(z) =
2log(1 4 e*) — 2log 2 As a regularization term, we incorporate the density loss dl proposed by
Ma et al | (2023), and we designate a coordinate value of 10.5 for dl. The objective of Potential v
1s to assign high value to target sample y while assigning lower values to generated sample §. We
utilize the Adam optimizer with 1 = 0.95, 2 = 0.999 and learning rates of 1.0 x 10~ for both the
potential v4 and completion model T}, respectively. The training is conducted with a batch size 4.
The maximum epoch of training is 480. We report the final results based on the epoch that yields the
best performance.

In practice, we adopt a mixture-based strategy that merges target distribution with the source dis-
tribution. Specifically, we constructa mixed distribution /i by combining 50% of the incomplete
distribution p with 50% of the complete distribution v, i.e., i = 0.5 X u + 0.5 x v. Hence, our
approach learns the UOTM that maps /i to v. The detailed training procedure is provided in Algorithm

cost function Concerning the loss function L,, 7, we employ InfoCD(Lin et al.,[2024) as the cost
function ¢ with a coordinate value of 7 = 0.044. For the hyperparameters of InfoCD, we set Tintocq
to 2 and Ampfocp to 1.0 x 1077,

* InfoCD(z;, ;) = lintocd (T4, Y5) + Lintocd (Y, Ti)-

exp{ — & min,, d(@im,yin) } P
En exp{—% ming, d('E'Lnuyln)} ’ o

where linfocp (24, Yi) = _ﬁ 2 log

'The softplus function is translated and scaled to satisfy SP(0) = 0 and SP’(0) = 1.
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Algorithm 1 Training algorithm of UOT-UPC

Require: The mixture of the incomplete and complete point cloud distribution p. The complete
point cloud distribution v. U} (x) = Softplus(z). Generator network Ty and the discriminator
network vg. dl is density loss. Total iteration number K.

1: fork=0,1,2,..., K do
2: Sample a batch X ~ p, Y ~ v.
3 Ly = 3y Lpex (@, To(2) — v (To(a)) + dl (Tp(z))

4: Update 6 by minimizing the loss L.

5.

6

7

Lo=rx72sex Vi (—c (2, To()) + vy (To(2))) + 57 Lyey T3 (—vs(y))
: Update ¢ by minimizing the loss £,.
: end for

Evaluation Metrics
« [ 1-Chamfer Distance cd'! (Fan et al.l[2017)

1 1 . 1 .
cd (w3, y;) = 3 <|x_ Zmnm Zim — Yjnll2 + i ZH}YILH Zim — yjn||2-> ©)
g m J n

where each of x;, y; is point cloud

* F'score Fiyppe

(Tatarchenko et al.| 2019)
Fo 2 x P(a) x R(a)

score P(a) + R(Oé) (10)

o €T i s <
where P(q) = HzimEriming (2im —yjnll2) <o} peagures the accuracy of x;,

£
— |{yjneyj|minm(mem_yjnH2)<a}|
and R(«) = m

measures the completeness of x;.

A.3 OT-UPC

OT-UPC is made by modifying the ®; of[/| Let ®; be an indicator function at z = 1. Then, ®; would
be a linear function: @} (z) = x. For the potential vy, we implement MLPConv (512, [128, 128, 1])
following the PCN encoder (Yuan et al.,|2018). We incorporate R1 regularization (Roth et al., 2017)
and R2 regularization (Mescheder et al.,[2018) to the loss function L,, 7. Both regularization terms
are assigned coordinate values 1 = r2 = 0.2. The density loss dl is excluded from the L, 7. A
gradient clipping value of 1.0 is applied. We use Adam optimizer with 81 = 0.9, 83 = 0.999 and a
learning rate lrr, = 5.0 x 1075 for the completion model Tp. In addition, we use Adam optimizer
with 31 = 0.9, 82 = 0.999 and learning rate [r,, = 1.0 x 1077 for the potential vy. All other
settings not explicitly mentioned follow those of our model, UOT-UPC.
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B ADDITIONAL RESULTS

B.1 ADDITIONAL QUALITATIVE RESULTS

Incomplete

table chair

trash bin

cabinet

Figure 2: Comparison of generated samples from our UOT-UPC and USSPA in the single-category
setting.
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Figure 3: Comparison of generated samples from our UOT-UPC and USSPA in the single-category
setting.
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Figure 4: Comparison of generated samples from our UOT-UPC and USSPA in the multi-category
setting.
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Figure 5: Comparison of generated samples from our UOT-UPC and USSPA in the multi-category
setting.
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B.2 COMPARISON OF CLASS IMBALANCE ROBUSTNESS FOR DIVERSE CLASS COMBINATIONS.

Table 4: Comparison of class imbalance robustness (cd'' x 102 (])) between UOT-UPC (ours),
USSPA, and OT-UPC on diverse class combinations (Datal, Data2). Our UOT-UPC consistently
outperforms other models across a wide range of class imbalance ratios in both additional class
settings.

(a) (Datal, Data2) = (Lamp, Trash bin) with sample count = (1.1 : 8.0 * r).

T 0.3 0.5 0.7 1

USSPA 10.16 949 1021 10.21
oT 25.68 2195 2841 25.36

Ours 942 948 957 9.44

(b) (Datal, Data2) = (Lamp, Bed) with sample count = (1.1 : 2.9 * r).

T 0.3 0.5 0.7 1

USSPA  9.64 9.78 927 9.79
oT 18.99 21.23 19.27 22.12

Ours 895 891 898 8.73

C RELATED WORKS

Unpaired point completion models have developed following recent advancements in unsupervised
learning. Unpaired (Chen et al.,|2020) introduces a GAN-based framework that aligns latent repre-
sentations of incomplete point cloud with those of complete point cloud. Wu et al.| (2020) proposes a
conditional GAN approach for generating multiple plausible completions conditioned on the incom-
plete data. Shapelnv (Zhang et al.,[2021)) employs an optimization-based GAN-inversion technique
(Xia et al., |2022)) that identifies the optimal generator input noise yielding a complete point cloud
from an incomplete point cloud. Cycle4 (Wen et al., 2021)) employs dual cyclic transformations
between the latent spaces of incomplete and complete point cloud through missing region encoding.
USSPA (Ma et al.| 2023)) proposes a symmetric shape-preserving method based on GAN.

In this paper, we propose an unbalanced optimal transport approach to unpaired point cloud com-
pletion. To the best of our knowledge, this constitutes the first attempt to leverage the unbalanced
optimal transport map within unpaired point cloud completion.
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