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Abstract

Although pre-trained transformers and reprogrammed text-based LLMs have shown
strong performance on time series tasks, the best-performing architectures vary
widely across tasks, with most models narrowly focused on specific areas, such
as time series forecasting. Unifying predictive and generative time series tasks
within a single model remains challenging. We introduce UNITS, a unified multi-
task time series model that utilizes task tokenization to integrate predictive and
generative tasks into a single framework. UNITS employs a modified transformer
block to capture universal time series representations, enabling transferability
from a heterogeneous, multi-domain pre-training dataset—characterized by di-
verse dynamic patterns, sampling rates, and temporal scales—to a wide range of
downstream datasets with varied task specifications and data domains. Tested on
38 datasets across human activity sensors, healthcare, engineering, and finance,
UNITS achieves superior performance compared to 12 forecasting models, 20
classification models, 18 anomaly detection models, and 16 imputation models,
including adapted text-based LLMs. UNITS also demonstrates strong few-shot and
prompt capabilities when applied to new domains and tasks. In single-task settings,
UNITS outperforms competitive task-specialized time series models. Code and
datasets are available at https://github. com/mims-harvard/UniTS,

1 Introduction

Foundation models, particularly large language models (LLMs), have transformed deep learning
by enabling a single pre-trained model to support multiple tasks, eliminating the need for task-
specific models. Language and vision models [9, [101} |92} 150} 32]] can be adapted to new tasks
with minimal additional training through approaches such as multi-task learning [125]], few-shot
learning [[108}, 186], and prompting [66]. Beyond language and vision, there is a growing need for
similarly versatile models in time series that can accommodate data from diverse domains—including
medicine [34], engineering [[102]], and science [48]—and support a wide range of tasks, such as
forecasting, classification, imputation, and anomaly detection.

Developing multi-task time series models that unify predictive and generative tasks under a single
framework remains an open challenge. Time series datasets span multiple domains and exhibit varied
temporal scales, sampling rates, and dynamic patterns, making them complex to manage [124,[78]].
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Existing models often fall short in adaptability, as they either struggle to handle samples with varying
numbers of variables [[112} 167, |14] or treat each variable as independent, overlooking important
interdependencies [82]]. Time series tasks are also highly diverse, encompassing distinct objectives
and specifications across generative and predictive tasks. For example, generative forecasting tasks
aim to produce future values within a time series, while predictive tasks may involve making discrete
predictions for entire samples. Additionally, task requirements can vary significantly even within the
same task type; for instance, generative tasks may involve different forecast lengths, and predictive
tasks may feature multiple classification categories. As a result, time series models have mainly
remained task-specific, with unique architectures typically designed and trained from scratch for
forecasting [[67, 182} [119]], classification [30} [113]], or other specialized tasks [116}[112]. Recent efforts
to pre-train unified models [36} [22]] or adapt LL.Ms for time series [118} 12} 129} 47,197, [100] still
heavily depend on extensive fine-tuning or the addition of task- and dataset-specific modules. Some
models have explored generative pre-training transformers specifically for time series forecasting [[10}
118} 147, 28], reporting strong results but focusing exclusively on forecasting without addressing
other types of time series tasks. Consequently, these approaches require users to design and train
new modules for each task or limit their application to a single type of tasks. To achieve a versatile,
unified time series model—akin to foundational models in vision and language that operate across
unified task spaces—a model must accommodate both generative and predictive tasks. Such a unified
model would leverage a single set of weights for multiple tasks, removing the need to develop
task-specific models from scratch. This approach would support a broad range of tasks and facilitate
rapid adaptation to new datasets.

Present work. To address these challenges, we
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In the single-task setting, where models are trained individually for each dataset, UNITS outper-
forms task-specialized time series models and repurposed LLMs across forecasting, classification,
anomaly detection, and imputation. In a challenging multi-domain, multi-task setting, we find that a
single shared-weight UNITS model successfully handles 38 tasks, demonstrating its versatility as
a multi-task time series model. UNITS surpasses top baselines that rely on data- and task-specific
modules, achieving the highest average performance across tasks and excelling in 27 out of 38 tasks.
Additionally, UNITS supports prompt-based learning and direct multi-step forecasting with flexible
sequence lengths, capabilities not offered by models using task- and data-specific heads. In direct
multi-step forecasting, UNITS outperforms the strongest baseline (which uses a sliding-window
approach) by 10.5%. UNITS can also adapt to new tasks through parameter-efficient prompting,
achieving results comparable to its fully fine-tuned counterpart. For example, across 20 forecasting
datasets, prompted UNITS slightly outperforms the fully fine-tuned model, reducing MAE from 0.381



to 0.376. Furthermore, UNITS demonstrates effective few-shot transfer, successfully addressing
tasks like imputation, anomaly detection, and out-of-domain forecasting and classification without
requiring specialized modules. For instance, UNITS improves on the strongest baseline by 12.4%
in MSE on imputation and 2.3% in F1-score on anomaly detection. UNITS paves the way toward
unified time series models, offering strong performance and adaptability across tasks and domains.

2 Related Work

Traditional time series modeling. Time series analysis has been extensively explored in both the
statistics and machine learning communities for many years [45, (103} [123} 118} I80]. Numerous neural
architectures have been developed for specific time series tasks such as forecasting [[114, 65 68,
67, 107, classification [115} |71} [70], anomaly detection [25} 156} [16], and imputation [17} |49, 13]].
Task-specific models are typically trained via supervised learning on individual datasets, necessitating
specialized modules. For example, a classification model requires a classification head with a specific
number of classes, while data processing modules must handle a predetermined number of variables.
In contrast, UNITS aims to unify various tasks into a universal task specification, enabling the
handling of diverse data with a single, unified network architecture. This approach facilitates training
a multi-task model capable of addressing multiple time series tasks.

General time series modeling. Foundation models, including language models [9,[101]] and vision
models [62, 50]], are trained on broad data at scale to address diverse tasks with no or minimal
additional training [8]]. Recent studies in time series analysis have sought to develop models with
similar capabilities. This includes developing novel architectures to capture diverse time series
signals. For instance, TimesNet [112] uses multiple frequency-based features obtained through
Fourier transform to capture complex time series signals. There have been several efforts to reprogram
LLMs for time series tasks [[81, 12} 129,147, 10]. Models such as GPT4TS [[129] and Time-LLM [47]
adapt LLMs by fine-tuning their embedding layers or aligning time series samples with LLM-based
text prototypes (e.g., GPT-2 [89]). Unlike these models, UNITS is trained exclusively on time series
data rather than relying on LLM architectures. Another approach, Lag-Llama [90], pre-trains a
model on time series data from multiple domains specifically for forecasting tasks. Similarly, the
Moment model [36] is pre-trained on a diverse range of time series data. However, these approaches
still require task-specific modules and tuning for each task. In contrast, our UNITS model supports
generative and predictive tasks without requiring extensive task-specific model adjustments.

Prompt learning. Prompt learning has emerged as an efficient method for task adaptation in large
models [55} 188} [121] |13} 142]]. Some approaches construct prompts directly in the model’s input
domain, such as text prompts for LLMs [2]]. Other methods involve tuning soft token inputs to frozen
language models [S8]]. In time series, PromptCast [118] and LLMTime [81] convert time series data
into prompts for LLMs to facilitate forecasting. TEMPO [10]] is another prompt-based approach
that uses a learned set of prompts for LLM-based forecasting applications, while GPT4MTS [46]
integrates both textual and numerical data to fine-tune LLMs for forecasting. In contrast, UNITS is
trained exclusively on time series data, eliminating the need for computationally expensive pre-trained
LLMs. Moreover, the universal task tokenization enables a frozen UNITS to adapt to new tasks
beyond forecasting, such as classification and imputation. Further discussion of related work can be
found in Appendix

3 Problem Formulation

Notation. We are given a set of multi-domain datasets D = {D;|i = 1,...,n}, where each dataset
D; can have a varying number of time series samples; samples can be of varying time lengths and
have varying numbers of sensors/variables. Each dataset is described as D; = (X}, );), where X;
denotes time series samples and )); specifies a task defined on X;. Let X and ) be collections,
definedas X = {X;|li =1,...,n}and Y = {);]i = 1,...,n}, respectively. A time series sample
in datasets is denoted as x € R**?, where ¢ and v are the length of the time series sample and the
number of variables, respectively. We use time dimension and variable dimension to indicate the row
and column dimensions in x. ); contains four common time series tasks: forecasting, classification,
anomaly detection, and imputation. Further, each task type can be instantiated in numerous ways,
e.g., forecasting over different time lengths and classification with varying numbers of classes. We
use F'(X, 6) to denote a multi-task model trained on X'. See Table|12|for notation details.
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forecast horizon. b) UNITS for classification; a CLS token is used to represent class information and
then compared to class tokens to get prediction class. ¢) Architecture of UNITS model.

Desiderata for a unified multi-task time series model. Unlike specialized time series models
designed and separately trained for each specific dataset D;, a unified time series model F'(X, 0) is
a single model with weights 6 that are shared across all types of tasks and satisfies the following
three desiderata: 1) Heterogeneous time series: To process time series from all sources, the model
F must be agnostic with any input samples in X, given the heterogeneity in time series lengths ¢
and variable counts v in time series samples x from various sources. 2) Universal task specification:
For easy multi-task support and swift adaption to new tasks, the model F' should adopt a universal
task specification F'(X', ) — ) applicable across all type of tasks ). 3) One shared model: Sharing
weights 6 across tasks enables the unified model F' to handle multiple tasks simultaneously. It
contrasts with existing methods that typically train separate models on task-specific datasets, often
involving elaborately tuned training parameters.

To realize the above desiderata, UNITS supports multi-task, prompt-based, and few-shot learning.
Multi-task learning: UNITS specifies a single model F'(X,6) — ) for tasks ) defined on datasets
X. Multi-task learning showcases the flexibility of the model to learn across time series domains
and tasks. Prompt learning: By leveraging prompt tokens, UNITS supports prompt learning,
Prompting{ F(X,0),token} — Y, across tasks while keeping the model frozen. Additionally,
UNITS can be trained in a single-task manner, following the same setup as used by many existing
models. Other settings are described in Appendix

4 UNITS Model

UNITS is a multi-task model with a unified network architecture. It uses a token-based format to
describe tasks and time series from different domains. We introduce a novel approach with three
distinct token types: sample, prompt, and task tokens, each serving a unique purpose in time series
analysis. The input time series sample is tokenized into sample tokens. Prompt tokens provide
essential context for the task, guiding the model to accomplish the user-specified task. Task tokens
(GEN and CLS) are combined with other tokens and used for generative and predictive tasks. UNITS
then converts task tokens into task predictions to produce the final model output. Unlike transformers
such as PatchTST [82]], UNITS introduces new token types: sample tokens allow for modeling of
multivariate time series, prompt tokens enable efficient multi-task and prompt learning [[101]], and
task tokens unify predictive and generative tasks into one format.

4.1 Prompting UNITS with Unified Time Series Data Tokens

We introduce how to use unified tokens to unify different task types and data for inference. Tokens
on different network layers have the same shape, so we omit the layer index for simplicity.

Sample tokens. We divide time series input sample x € R!*? into patches along the time dimension
using a non-overlapping patch size of k. A linear layer projects each patch into an embedding vector
of length d, obtaining sample tokens z, € R**?*?, where s = t/k. Since v and s vary across time



series data domains, we keep the variable and time dimension in tokens. zy are then added with
learnable positional embeddings.

Prompt tokens. Prompt tokens z, € RP*"*? are defined as learnable embeddings, where p is the
number of tokens. In a multi-task setting, each dataset has its own set of prompt tokens. These
tokens incorporate the specific context related to the data and the task the model needs to complete.
For each sample in the dataset, these prompt tokens are appended to the sample tokens and sent to
the network to provide context information about the current sample. For prompt learning, with
the pre-trained model weights being frozen, UNITS adapts to new tasks by utilizing prompt tokens
learned with the prompt tuning. Prompt learning is more efficient than tuning new data/task-specific
heads and achieves comparable performance to full model fine-tuning, as shown by few-shot learning
experiments on new tasks (Tables @ and[5) and new datasets (Table[3).

Task tokens. In Figure [2hb, we categorize task tokens into two types: 1) GEN (Generation) tokens
used in forecasting, imputation, and anomaly detection, and 2) CLS (Classification) tokens, which are
used for classification tasks (in a given task, the number of CLS tokens corresponds to the number of
classes in the task). Task tokens define a general format for representing tasks and support flexible
adaptation to new tasks. For tasks involving forecasting, in Figure , the GEN token z,, € R1*v*4,
is replicated f-times based on desired forecasting length to get Z,, € Rf*?*?_ These tokens Z,,, are
then concatenated with the sample and prompt tokens and fed into the UNITS network:

ZFore = CA(Zp,Zx, Zm) c R(p+s+.f)><v><d’ n

where CA is the concatenation operation along the time dimension. At the output of the model,
embedding vectors with length d in Z,,, are unpatchified to patches with size e to obtain the forecasting
sample %, i.e. X = Proj(2,,) € RU*¢)*v_ This approach allows the UNITS model to perform direct
multi-step forecasting [99, 76| [119] over arbitrary time lengths, as illustrated in Figure [3] For
classification, in Figure 2b, CLS token z, € R'*”*? is concatenated along the time dimension with
the prompt and sample tokens, resulting in:

Zprea = CA(2p, 2x,2.) € R(pHs+1)xvxd 2)

which is then fed into the model. We define class embeddings z, € R¢*"*? for each of e classes in
the task. These class embeddings are either trained or generated by averaging CLS tokens of training
samples in each class. Finally, the class for sample x is predicted by finding the class embedding
vector in z. that is the closest to the CLS token z. from the model output:

Class = argmin ||z, — z.,||%,i € [0, ¢). 3)
7

For imputation, missing values are imputed using the GEN tokens. For anomaly detection, the model
takes a time series sample containing any number of potentially anomalous values, generates the
output sample by reading out the sample tokens, and then determines anomalous values based on the
reconstruction error between the input sample and the generated sample. Details on using tokens for
imputation and anomaly detection are in Appendix[C.2] All tokens and embeddings are trained to
achieve their functions.

4.2 Unified Network Architecture in UNITS

Time series samples can have varying numbers of variables, temporal dynamics, and time lengths
across different domains and types of tasks. UNITS uses a modified transformer architecture [[104]
to handle heterogeneous multi-domain data with varying dynamics and the number of variables
(Figure2k). In the following, we describe key modules of UNITS architecture. Note that UNITS can
also be used with other backbones, such as Mamba [38]].

Time and variable self-attention. We use a two-way self-attention to both variable and time
dimensions. This approach contrasts with previous methods that apply self-attention to either
time [82]] or variable dimension [67]], but not to both dimensions. Time and variable self-attention
effectively handle time series samples with various numbers of variables v and different time lengths ¢.

DyLinear. We modify the transformer block by adding a dynamic operator (DyLinear) into the
feed-forward network layer (FFN). This modification enables the FFN to capture dependencies
between tokens. In contrast to the standard FFN, which processes embedding vectors on a point-wise
basis, DyLinear uses weight interpolation to accommodate varying time lengths. Given a sequence of



sample tokens z; € Ri"*9, DyLinear interpolates weights w € R%o«X"n to accommodate varying
time lengths as follows:

DyLinear(z;, w) = Winerp2: € Rlouxd, Winerp = Interp(w) € Rlowxlin ()

where Interp is a bi-linear interpolation to resize w from shape wgy; X Win t0 Loy X lin to match the
input and output length. DyLinear captures dependency patterns across time series samples, which
leads to improved performance on generative tasks (Table [23).

Gating module. We add a gating module after each layer to mitigate interference in the latent repre-
sentation space caused by multi-domain and multi-task datasets (Figure[J). This module dynamically
re-scales features in layer-wise latent spaces and promotes the stability of latent representations.

Generative and predictive towers. We design a shared GEN tower (Hggy) and CLS tower (H¢ps) for
transferring GEN/CLS tokens to generate time series samples and classification classes, as introduced
in Section Unlike existing works that use standalone, task-specific heads for individual datasets,
our approach leverages GEN tower and CLS tower for all generative and predictive tasks, respectively,
ensuring a more unified and efficient model architecture.

The UNITS architecture includes the backbone network composed of N modified transformer
blocks described above, a CLS tower, and a GEN tower. Implementation details are in Appendix [C.3}
Ablations in Appendix [ verify the effectiveness of this architecture.

4.3 UNITS Model Training

Unified masked reconstruction pre-training. To enhance UNITS’s abilities to 1) learn general
features applicable to both generative and predictive tasks and 2) efficiently adapt to downstream tasks
via prompt learning, we introduce a unified mask reconstruction pre-training scheme. It leverages
the semantics of both prompt and CLS tokens (Section [4.1)) for masked reconstruction pre-training,
therefore learning representations for both generative and predictive capabilities. This is distinct
from pre-training strategies that use either generative [82} 120 26} 154] or predictive [[72} 109} 117,
29,1124} 87] approach. Unlike these approaches that pre-train only the model backbone, our strategy
pre-trains all components of UNITS, including the backbone and GEN/CLS towers (Section .2,
enabling prompt and zero-shot learning over a frozen pre-trained model. For each time-series sample
x, a handful of sample tokens get masked and replaced with GEN tokens. These masked sample tokens
is then concatenated with prompt tokens and CLS tokens, sent to the UNITS backbone network. In
the unified pre-training loss, tokens from the backbone network output are sent to the CLS/GEN towers
to reconstruct the input sample x, formulating as follows:

Lprelrain = LMSE(HGEN(Zp7 Zx)yx) + LMSE(I:IGEN(HCLS (ZPred)7 zx)a X)- (5)

Lk is the MSE loss to predict the full sample x. For the left side of the loss, prompt token z,
is sent along with sample token zy to GEN tower Hggy to help with the reconstruction. For the
right side of the loss, to leverage the semantics of the CLS token and train the CLS tower H¢ps for
predictive tasks, zp.q (Eq.[2) from the model output is processed by the CLS tower H¢rs to get

classification-related embedding vectors Zpreq = Hers(Zpred), and another GEN tower ﬁGEN takes in

Zpred and zy to predict the full sample. fIGEN is only used for pre-training and will be removed for
downstream tasks. This unified pre-training strategy involves pre-training both tokens, the backbone
network, and the GEN/CLS towers for both generative and predictive abilities.

Training UNITS models. We implement and evaluate two UNITS models, each trained in a
different regime. We start with a pre-trained UNITS that is optimized using self-supervised Lyretrain
in Eq. 5]and trained across a collection of multi-domain datasets. Given a self-supervised pre-trained
UNITS whose weights are frozen, we consider a fine-tuned model where only tokens for predictive
or generative tasks are fine-tuned (denoted as UNITS-PMT in Experiments). We also consider a
standard multi-task supervised learning regime, where a single UNITS model is trained from scratch
to simultaneously perform many tasks (denoted as UNITS-SUP in Experiments). These two regimes
use a multi-task setup, where a single model is trained and tested on multiple tasks and datasets.
During multi-task training, we sample batches of time series samples and aggregate dataset-centric
loss values: L = Zle MiL;(D;), where L; is the loss of batch i, ); is the weight for each loss,
and I denotes the number of batches. We follow [112] and use the MSE loss for forecasting and
cross-entropy loss for classification. For fair comparison with models trained in a single-task manner,
we follow the experimental setup of [112}167] and benchmark UNITS in a single-task setting (denoted
as UNITS-ST in Experiments), where the model is trained separately on each dataset/task.
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ECL  0.0380.124(0.092 0.210|0.214 0.339/0.131 0.262/0.132 0.260|0.130 0.259]0.100 0.21810.101 0.225(0.297 0.382(0.222 0.328/0.175 0.303|0.200 0.313|0.277 0.365|0.582 0.597|0.222 0.293
Weather 0.026 0.045(0.030 0.054/0.076 0.171]0.055 0.117/0.052 0.110/0.099 0.203]0.032 0.059]0.031 0.057|0.152 0.235/0.045 0.104/0.039 0.076/0.038 0.087|0.365 0.434/0.183 0.291/0.045 0.108
BestCount 16 16 [ 0 0 ][0 0] 0 0|0 0[]0 0]0 0]0 00 0[]0 0[]0 0]O0 0]0 0[]0 0]0 0

Table 1: Single-task comparison with existing methods on forecasting, classification, anomaly
detection, and imputation tasks where each model is separately trained on each dataset. Full results
are shown in Table [30] Table[31] Table[32] and Table 33}

5 Experiments

Datasets. For multi-task learning on forecasting and classification, we compiled 38 datasets from
several sources [79} 33| |82]. These datasets span domains including human activity, healthcare,
mechanical sensors, and finance domains and include 20 forecasting tasks of varying forecast lengths
ranging from 60 to 720, as well as 18 classification tasks featuring from 2 to 52 categories. Time series
samples have varying numbers of readouts (from 24 to 1,152) and sensors (from 1 to 963). Details are
in Table[7} When evaluating multi-task few-shot learning on new datasets, a novel dataset collection
comprising 6 classification tasks and 9 forecasting tasks (Table [§) is utilized. For multi-task few-shot
learning on new tasks, we use the 6 datasets (Table [T0) for imputation tasks and 5 datasets (Table [TT)
for anomaly detection tasks. On the single-task setting, we following existing works [[112}167] to
use 36 datasets for forecasting (Table |315[), 10 datasets for classification (Table @), 4 datasets for
imputation (Table[T0), and 5 datasets for anomaly detection (Table [TT).

Baselines. We conduct an extensive comparison between UNITS and 12 time series forecasting
methods, 20 classification methods, 18 anomaly detection methods, and 16 imputation methods, as
listed in Table[T3] For comparison on the challenging multi-task setting, we excluded methods that
overly rely on task-specific modules and lack a shared backbone, and we select 6 strong time series
methods: iTransformer [67], TimesNet [82], PatchTST [82]], Pyraformer [65]], Autoformer [114], and
the LLM-reprogrammed method GPT4TS [129]. Many of these methods are designed and evaluated
only for one type of tasks, e.g., GPT4TS and iTransformer are forecasting models. To include these
methods in our benchmarking, when necessary, we add task-specific input/output modules to support
multiple tasks. Training and evaluation details are shown in Appendix

5.1 Benchmarking UNITS on Single-Task Learning

Setup. For fair comparisons with baseline methods, we benchmark single-task UNITS-ST on
forecasting, classification, anomaly detection, and imputation. Models are separately trained from
scratch with configuration tailored to datasets. Details are in Appendix



MULTI-TASK| UNITS-SUP UNITS-PMT  ITRANS. TIMESNET  PATCHTST PYRAFORMER AUTOFORMER ~ GPT4TS TA ~ A c
FORECAST |MSE| MAE| MSE| MAE||MSE| MAE| MSE| MAE| MSE] MAE| MSE| MAE| MSE| MAEL|MSE | MAE | MULTI-TASK CLASSIFICATION (ACCURACYT)

Crass. | UNITS ITRA. TIM. PAT. PYRA. AUT. GPT.

NN5p112 622 .546 | .623 .554 .629 .541 .634 .568 1.07 .791 1.23 .903 - .
ECL pos 258 | 204 288 184 289 212 299 .390 456 262 .364 /Num. |-SUP-PMT]| (671 [82] (821 [65] [LL41]120
ECLp1g2 173 272 | 208 294 204 .307 213 303 .403 463 34 421

ECLp33s 185 284 | 224 310 217 320 228 317 .417 466 .624 .608 217 73.1 73.1]72.4 73.070.8 61.5 66.2]73.1
ECL pra0 219 314 | 265 341 284 363 270 348 439 483 758 687 N
ETTHI pos 390 411 |.382 399 478 .448 389 .400 .867 .702 .505 .479 3/1 79.7 81.4|79.4 78.079.2 81.4 69.9|79.4
ETTHl p1g2 | .429 436 432 438 | 431 .426 .561 .504 .440 .43 931 .751 .823 .60l 4/1 96.0 99.0|79.0 91.0 77.0 74.0 60.0|96.0
ETTHI pasg | 466 457 480 .460 | .476 .449 612 .537 482 453 .96 .763 .731 .580 . .
ETTHIprao | .494 .483 542 508 | 495 487 .601 .541 .486 .479 .994 .782 .699 .590 5/1 92.8 92.4193.3 92.694.3 91.4 91.9193.0
EXC.pig2 | 243 351 200 .320 |.175 297 259 370 .78 .301 1.22 916 .306 .409 95.1 95.8|93.6 90.675.8 88.7 30.2|96.
EXC.pazs | .431 476 346 .425(.322 .409 478 501 .328 .415 122 917 .462 .508 o 95.1 95.893.6 90.675.8 887 302196
ILIpgo 1.99 878 2.372 .945 | 1.99 .905 2.367 .966 2.307 .970 4.791 1.46 3.812 1.33 72 72.7 72.6|70.2 63.571.6 74.3 67.7|71.1
TRAF.pgs | .47 .318 465 .298 | 606 389 611 .336 .643 .405 .845 465 744 452 5 5
TRAF.p1o2 | 485 .323 .484 .306 | 592 382 643 .352 .603 .387 .883 .477 1.09 .638 81 822 85.3182.2 84.481.9 72.2 42.2) 819
TRAF.paas | 497 325 .494 312 | .600 384 .662 363 .612 .389 907 488 1.19 .692 9/1 92.2 90.3]95.9 97.6 94.1 85.4 94.1|94.6
TRAF.p720 | 53 .34 .534 .335|.633 401 .678 .365 .652 .406 .974 .522 134 .761 <y
WEA. pog | .158 308 157 206 | 193 232 .169 220 .194 233 239 323 351 315 1072°192.2 89.7193.5 97.288.9 72.2 86.1195.8
WEA pro2 | 207 .253 208 .251 | 238 269 .223 264 238 268 .323 399 289 335 52/1  [89.6 80.8|88.2 88.986.5 21.4 21.7|89.
WEA.pass | .264 .294 .264 .291 | 291 306 .279 .302 .290 .304 .333 386 .329 .356

WEA p7a0 | -341 384 344 344 | 365 354 359 355 363 35 424 447 39 387 BesT |3/18 7/18 | 0/18 4/18 3/18 4/18 0/18|2/18
BEST COUNT| 8/20 2/20 9/20 12/20|3/20 5/20 0/20 1/20 1/20 1/20 0/20 0/20 0/20 0/20 | 1/20 1/20  AvG. |81.6 81.2|80.3 80.9 78.1 68.8 65.6|82.0
AVERAGE 439 381 .453 .376 | .466 .394 525 .412 488 401 .931 .623 .809 .571 449 386

SHARED v v v X X X X X X X X X X X X SHARED| v/ v x X X X X
Table 2: Multi-task benchmarking across 20 forecasting tasks and 18 classification tasks. Both
UNITS-SUP and UNITS-PMT process all 38 tasks using a single model. GPT4TS reprograms a
pre-trained LLM (GPT-2) to time series and has dataset/task-specific modules, thus, it is excluded

from best count evaluations to ensure fair comparisons.

“p” is forecasting length. “Class./Num.” denotes the “number of classes in each task”/*“number of
datasets”.

Results. Table[I]shows the single-task performance for four types of tasks. On forecasting tasks with
forecasting lengths of 92, 196, 336, and 720, compared with 11 forecasting methods, UNITS-ST
achieves the best results on 28 out of 32 datasets for MSE and 27 out of 32 for MAE, surpassing the
previous best method, iTransformer, by a clear margin. In Table[34] we demonstrate that UNITS-
ST outperforms the concurrent MOMENT [36] model, which was trained on a large and diverse
collection of time series data. Additionally, UNITS-ST achieves stronger performance than LLM-
reprogrammed methods that are pre-trained with extensive natural language data, e.g. GPT4TS [129],
TEST [97], LLMA4TS [[12], and TEMPO [10]. On 10 classification datasets, UNITS-ST outperforms
19 classification methods on the average accuracy, such as the transformer/MLP/frequency-based
methods. It has a gain of 1.4% compared to the previous best TimesNet model. On 5 anomaly
detection datasets, UNITS-ST has a clear gain of 3.95% in F1 score compared to the TimesNet
and also beat other 15 anomaly detection methods, such as Anomaly Transformer [116]]. On 16
imputation datasets with a mask ratio of 12.5%, 25%, 37.5%, UNITS-ST has the best results on all
datasets in terms of MSE and MAE, outperforming 14 baseline methods. UNITS-ST has the SoTA
performance on these single-task benchmarks, showing its effectiveness.

5.2 Benchmarking UNITS for Multi-Task Learning

Setup. In a multi-task setting, we benchmark a single UNITS model co-trained and evaluated on 38
datasets, comprising 20 forecasting tasks and 18 classification tasks, with variations in the number
of variables/sensors, classification classes, and forecasting lengths. We consider two variants of
UNITS; the fully supervised UNITS-SUP and the more challenging UNITS-PMT with prompting, as
introduced in Section[4.3] Baselines use the same fully supervised multi-task training as our approach
but cannot handle differences across data types and task specifications with a single model. To
benchmark them, a shared backbone is used for all tasks, augmented by data-specific input modules
and task-specific output modules.

Results: Model benchmarking. Table[2]shows multi-task learning performance. UNITS consistently
outperforms baseline methods, achieving the best results in 17 out of 20 forecasting tasks (MSE) and
10 out of 18 classification tasks (accuracy). Performance gains are especially remarkable because
UNITS has one fully shared model, whereas all existing methods require task or dataset-specific
modules. We find that baseline methods encounter difficulties performing well across different types
of tasks. For example, TimesNet, which excels in classification tasks, underperforms in forecasting
tasks. Conversely, iTransformer, the top-performing forecaster, struggles with classification tasks. In
contrast, the UNITS model exhibits robust performance across classification and forecasting. On
forecasting, UNITS-SUP surpasses the leading baseline, iTransformer, by 5.8% (0.439 vs. 0.466)
in MSE and 3.3% (0.381 vs. 0.394) in MAE. On classification, UNITS-SUP has an average gain of
0.7% accuracy (81.6% vs. 80.9%) over the strongest baseline (TimesNet). UNITS shows promising
potential to unify data and task diversity across time series domains.



Recent research has adapted pre-trained LLMs to time series [47} [12} [129] [37]]. Most approaches
[47,112,129], such as GPT4TS, incorporate additional task-specific modules to align the modalities
of time series and natural language. We compare UNITS with GPT4TS that reprograms pre-trained
GPT-2 model [89]. Despite the substantial data amount and model scale gap, e.g., GPT4TS is 48 x
larger than UNITS-SUP (164.5M vs. 3.4M), UNITS-SUP still compares favorably to GPT4TS. On
forecasting tasks, UNITS-SUP even outperforms GPT4TS by 2.2% (0.439 vs. 0.449; MSE).

Results: Prompting is competitive with supervised training. Using tokens to prompt a frozen
UNITS, the SSL-pre-trained UNITS achieves performance comparable to its fully supervised counter-
part (Table[2). UNITS-PMT even outperforms the supervised model in forecasting, with a lower MAE
score (0.379 vs. 0.381), highlighting the effectiveness of prompt learning in UNITS. Furthermore,
prompt learning with UNITS surpasses the performance of supervised baseline methods with separate
modules. This indicates that the SSL-pre-trained model captures valuable time series representations
and that prompt learning allows the model to efficiently adapt to target tasks.

5.3 UNITS for Direct Multi-Step Forecasting

Setup. Direct multi-step forecasting predicts across varying time horizons by adjusting from the
original trained length, with offsets ranging from O to 384. We use 14 out of 20 forecasting datasets
with varying lengths. UNITS achieves this flexibility by repeating the GEN token, as described
in Section[4.1] a capability not supported by existing methods. For comparison with baseline models,
we implement a sliding-window approach for forecasting. In this method, predictions are made over
a fixed window size, which then shifts forward incrementally to cover progressively extended time
horizons. This sliding mechanism allows us to adapt the model to forecast over new, unseen time
periods while maintaining consistency with the evaluation setup used by baseline methods.

Results: Direct multi-step inference outperforms sliding window approach. In Figure[3] UNITS
demonstrates improved performance over baseline models across various forecasting lengths when
using the sliding-window approach. For example, in the longest forecasting extension of +384,
UNITS outperforms the iTransformer by 8.7% in MSE, achieving a score of 0.451 compared to
0.494. When using direct multi-step inference, UNITS gains an even larger advantage over the
iTransformer, reducing MSE by 10.5% (0.442 vs. 0.494). This approach also reduces the average
number of inference steps from 3.66 to 1, resulting in a 3x speedup.

5.4 UNITS for Few-Shot Learning on New Datasets and Tasks

For transfer learning on new tasks and datasets, we load the model weights pre-trained on 38 datasets
and apply them in a multi-task setting. We evaluate two approaches: the fully fine-tuned UNITS-FT
model and the prompted UNITS-PMT model, in which task-specific tokens are trained.

Setup: Few-shot classification and forecasting. Pre-trained models, undergo fine-tuning using 5%,
15%, and 20% of the 11 training set shown in Table|8| Average performance is reported.

Results. UNITS achieves superior performance compared to iTransformer across all training data
ratios (Table[3)). At the 20% data ratio, UNITS-FT achieves a gain of 8.8% in classification accuracy
and a reduction of 5.7% in forecasting MSE. UNITS-PMT surpasses the fully supervised iTrans-

0.65

veol - unTs@nty s untseieng | Table 3: Few-shot multi-task learning on 9

. A iTransformer (unify) Unsupported =& iTransformer (sliding) ~ _ . . :

0.55 PatchTST (unify) Unsupported =¥— PatchTST (sliding) /V fOrecaStlng and 6 ClaSSlﬁCﬁthn taSkS on Out_Of_
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2 o R " dataset used for training. Full results in Table[29]

0.40 1 /v/"f o — Model Ratio AcctT MSE| MAE] Best Count Shared

x/""—'
0.35 iTransformer-FT 5% 56.4 0.598 0.487 1/24 X
030" UNITS-PMT 5% 557 0508 0440 16724
S H P ® S P P P S 5 P UNTSFT 5% 574 0530 0448 724 v

) _ Trained length + A new length iTransformer-FT 15% 56.5 0524 0447 424 x
Figure 3: Direct multi-step forecasting on new UNITS-PMT  15% 59.5 0496 0435  4/24 v

. : UNITS-FT 15% 618 0487 0428 1624 v
lengths. UNITS achieves any new forecasting length

: : : : : : iTransformer-FT 20% 59.9 0.510 0.438 4/24 X
with unified dlrect. rr.lultl—s'tep qurence. Baseline [ mspmr  20% 636 0494 0435 34 7
methods use the sliding windows inference as they UNITS-FT 20% 652 0481 0425 1724 <

do not support direct multi-step inference.



Table 4: Few-shot multi-task learning for block-wise Table 5: Few-shot multi-task learning on
imputation on 6 datasets. Full results are in Table@ anomaly detection tasks on 5 datasets.

Impu. (MSE) Ratio ECL ETThl ETTh2 ETTml ETTm2 Weather Avg Best Shared Anomaly (F11) MSL PSM SMAP SMD SWAT Avg Best Shared

TimesNet-FT' 3060 0398 0413 o211 0607 010 0198 0388 D6 X Anomaly Trans. 78.0 902 68.3 77.8 815 792 0/5 x
25% 0.195 0315 0147 0309 0092 0089 0.191 0/6 x : ;

PatchTST-FT 509, 0230 0353 0.075 0442 0111 0105 0236 0/6 X TimesNet-FT' 339 910 68.5 840 934 742 155 x

. 25% 0.174 0.301 0.185 0.254 0.113 0.087 0.186 0/6 X iTransfomer-FT 80.4 96.5 67.2 824 89.0 83.1 0/5 X

iTrans-FT 509 0203 0332 0205 0372 0.136 0.106 0226 0/6 x PatchTST-FT 799 96.6 687 838 92.6 843 0/5  x
25% 0117 0281 0177 0247 0.095 0075 0.165 2/6

UNITS-PMT 5039 0.135 0,%%; 0.242 034‘3‘ 0.131 0'032 0%12 ‘3‘/6 v UNITS-PMT 754 955 658 823 925 823 0/5

UNITS-FT 504 0161 0315 0255 0398 0419 0006 0200 Y6 Y UNITS-FT 812 97.3 760 847 925 863 45 v

former, leading to 6.2% increase in classification accuracy and 3.1% decrease in forecasting MSE.
When trained under a 5% data ratio,UNITS-PMT exceeds UNITS-FT performance for forecasting,
suggesting that prompt learning is effective for transfer learning when training data is scarce.

Setup: Few-shot imputation. Models are fine-tuned with 10% of 6 imputation training data listed
in Table[I0] asked to impute 25% and 50% of missing data points.

Results. A unified UNITS-FT outperforms models that use separate task-specific modules (Table[4),
indicating that UNITS has robust few-shot imputation performance. Specifically, on a 25% masking
ratio, UNITS-FT exceeds the top-performing baseline iTransformer by 12.4% in MSE and 7.9% in
MAE. The margin remains notable at a 50% masking ratio, where UNITS-FT surpasses iTransformer
by 8.8% in MSE and 6.8% in MAE. UNITS-PMT, the fixed model with appropriate prompt tokens,
outperforms all baseline methods and achieves results comparable to its fully fine-tuned counterpart,
suggesting that prompting can adapt UNITS for imputation.

Setup: Few-shot anomaly detection. The pre-trained models have been fine-tuned using 5% of five
training datasets as listed in Table The average F1-score is used as the metric.

Results. UNITS outperforms the top-performing baseline (PathTST) across all metrics (Table [5)).
UNITS-FT achieves an Fl-score of 86.3 compared to PathTST’s F1-score of 84.3. UNITS-PMT also
outperforms specialized models (Anomaly Transformer) trained from scratch.

Additional results and ablations. Zero-shot learning is significantly more challenging than few-shot
learning. Our work primarily focuses on few-shot learning, with some initial exploration of zero-shot
learning for forecasting tasks of UniTS on new datasets in Appendix [G] Additional analysis and
ablation results are in Appendix [Fand Appendix [E}

6 Conclusion

We have developed UNITS, a unified model for time series that uses a universal specification of
time series tasks. UNITS handles multi-domain time series data with heterogeneous representations,
outperforming task-specific models and reprogrammed LLMs on 38 multi-domain and multi-task
datasets. UNITS also shows strong few-shot and prompt-based performance and can generalize
to new domains and tasks. The unified token scheme in UNITS allows it to represent data and
tasks in a general manner. UNITS uses a transformer architecture, and we plan to explore other
types of backbones, such MLP-based blocks [[107} 14] and Mamba [38]], to further enhance UNITS.
Limitations and future directions are discussed in Appendix [M]
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A Extended Related Work

Comparison of the abilities required by a unified time series model. We evaluate whether existing
works in time series possess the necessary capabilities for constructing a unified time series model,
as outlined in Table[6] Most methods fail to support these requirements. For instance, PatchTST
[82] processes each variable independently, enabling it to handle multi-domain time series datasets
without the need for data-specific heads. However, it still requires task-specific heads for tasks like
making forecasts over a fixed length or performing classifications within a predetermined number of
classes.

Table 6: Key features of a unified multi-task time series model include the capability to handle
heterogeneous time series samples with different numbers of variables and time lengths. Additionally,
it should support both generative and predictive time series tasks within the same model.

Method Multi-domain time series Universal task specification One model
TimesNet [112] X X X
PatchTST [82] v X X
iTransformer [67]] X X X
Dlinear [119] X X X
FEDFormer [128]] X X X
MICN [106] X X X
Pyraformer [65] X X X
Autoformer [114] X X X
UNITS v v v
B Datasets

Dataset details. We introduce the details of the multi-task dataset collection used by our work
in Table[/] The dataset collection used for few-shot learning on classification and forecasting are
listed in Table 8] the collection used for zero-shot forecasting are listed in Table[9] the collection used
for imputation is listed in Table[I0] and the collection used for anomaly detection is listed in Table
Datasets were aggregated from the Monash Forecasting Repository [33]], Time Series Classification
Website [[79]], and Time Series Library [[112]]. The combined training set consists of over 35 million
timesteps and over 6,000 variables. For subsets of a dataset such as ETTh1, we start by splitting
the data into training and testing sets based on distinct time intervals of a long time series sequence,
following splits in [[112]. Within these training and testing intervals, we generate samples using
various sliding windows, ensuring that there is no data leakage between the training and testing sets.
Dataset for direct multi-step forecasting on new forecasting lengths. For evaluating zero-shot
learning capabilities over new forecasting lengths, we initially consider 20 forecasting datasets utilized
in the multi-task setting, as detailed in Table [/l However, to adapt to 384 additional forecasting
lengths that the model was not trained on, we exclude specific datasets that are incompatible with
this requirement. These datasets include NN5 p112, ECL p7og, ETTh1 p7og, ILI pgg, Traffic p72g, and
Weather p720. Consequently, our analysis is conducted using 14 remaining forecasting datasets.

C Further information on UNITS

C.1 Alllearning settings supported by UNITS

UNITS incorporates multi-task, prompt, few-shot, and zero-shot learning, as well as the single-task
learning same to existing methods. We introduce the multi-task and prompt learning in the manuscript,
here we introduce the other settings supported by UNITS.

Notations for zero-shot/few-shot learning. X is an out-of-domain dataset collection not included in
X, and ) is used to denote a new type of tasks not contained in ).

Zero-shot learning. UNITS has zero-shot learning ability where model F'(X, 6) trained on all
datasets in D is tested on multiple types of new tasks that are not trained for, i.e. F(X,0) —

X , X ¢ X. New zero-shot learning tasks include direct multi-step forecasting with a new length and
forecasting on out-of-domain datasets with a new number of variables. Zero-shot learning shows the
adaptability of UNITS to different time series tasks.
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Table 7: Multi-task datasets for classification and forecasting. Prediction length or number of classes
are indicated in parenthesis for Forecast and Classification respectively.

Name Train Size ~ Sequence Length ~ Variables Task Class
NN5p112 (98] 409 112 111 Forecast (112) Finance
ECL pgg [102] 18221 96 321 Forecast (96) Electricity
ECLpig2 [102] 18125 96 321 Forecast (192) Electricity
ECL p336 [102] 17981 96 321 Forecast (336) Electricity
ECL p720 [102] 17597 96 321 Forecast (720) Electricity
ETThl pgg [127] 8449 96 7 Forecast (96) Electricity
ETThl p19o [127] 8353 96 7 Forecast (192) Electricity
ETThl p3se [127] 8209 96 7 Forecast (336) Electricity
ETThl p720 [127] 7825 96 7 Forecast (720) Electricity
Exchange p1g2 [53] 5024 96 8 Forecast (192) Finance
Exchange p336 [53] 4880 96 8 Forecast (336) Finance
ILIpgo [LL] 581 36 7 Forecast (60) Illness
Traffic pos [85] 12089 96 862 Forecast (96) Traffic
Trafficp1g2 [85] 11993 96 862 Forecast (192) Traffic
Traffic p336 [85] 11849 96 862 Forecast (336) Traffic
Traffic p720 [85] 11465 96 862 Forecast (720) Traffic
Weather pgg [[110] 36696 96 21 Forecast (96) Weather
Weather p192 [110] 36600 96 21 Forecast (192) Weather
Weather p336 [110] 36456 96 21 Forecast (336) Weather
Weather p720 [1L10] 36072 96 21 Forecast (720) Weather
SharePricelncrease [79] 965 60 1 Classification (2) Finance
JapaneseVowels [52] 270 29 12 Classification (9) Audio
SpokenArabicDigits [5] 6599 93 13 Classification (10) Audio
Heartbeat [61] 204 405 61 Classification (2) Audio
ECGS5000 [35] 500 140 1 Classification (5) ECG
NonlnvasiveFetalECGThorax1 [95] 1800 750 1 Classification (52) ECG
Blink [19] 500 510 4 Classification (2) EEG
FaceDetection [40] 5890 62 144 Classification (2) EEG
SelfRegulationSCP2 [7] 200 1152 7 Classification (2) EEG
ElectricDevices [60] 8926 96 1 Classification (7) Sensors
Trace [93] 100 275 1 Classification (4) Sensors
FordB [23] 3636 500 1 Classification (2) Sensors
MotionSenseHAR [75] 966 200 12 Classification (6) Human Activity
EMOPain [27] 968 180 30 Classification (3) Human Activity
UWaveGestureLibrary [63] 120 315 3 Classification (8) Human Activity
Chinatown [23] 20 24 1 Classification (2) Traffic
MelbournePedestrian [23] 1194 24 1 Classification (10) Traffic
PEMS-SF [20] 267 144 963 Classification (7) Traffic

Table 8: Datasets for few-shot learning on classification and forecasting tasks. Prediction length or
number of classes are indicated in parenthesis for Forecast and Classification respectively.

Name Train Size ~ Sequence Length ~ Variables Task Class
ECG200 [84] 100 96 1 Classification (2) ECG
SelfRegulationSCP1 [7] 268 896 6 Classification (2) EEG
RacketSports [4] 151 30 6 Classification (4) Human Activity
Handwriting [94] 150 152 3 Classification (26) Human Activity
Epilepsy [103] 137 207 3 Classification (4) Human Activity
StarLightCurves [91]] 1000 1024 1 Classification (3) Sensor
ETTh2 pog [127] 8449 96 7 Forecast (96) Electricity
ETTh2p1g2 [127] 8353 96 7 Forecast (192) Electricity
ETTh2 p3se [127] 8209 96 7 Forecast (336) Electricity
ETTh2 p720 [127] 7825 96 7 Forecast (720) Electricity
ETTml pog [127] 34369 96 7 Forecast (96) Electricity
ETTml p1g2 [127] 34273 96 7 Forecast (192) Electricity
ETTml p3se [127] 34129 96 7 Forecast (336) Electricity
ETTml p7oo [127] 33745 96 7 Forecast (720) Electricity
SaugeenRiverFlow [73] 18921 48 1 Forecast (24) Weather

Few-shot learning. UNITS model F'(X, §) pre-trained on X, can be fine-tuned on a few samples on
new data X" and new tasks ), i.e., Few-Shot{ F(X,0), X} = F(X,0) — ). We verify the few-shot
learning ability of UNITS on forecasting and classification tasks on new, out-of-domain datasets and
on new types of tasks, including imputation and anomaly detection.

Single-task learning. UNITS model can also conduct the single-task learning same as the existing
works, where each model is separately trained on each dataset D; = (X;,);), i.e., F(X;,6;) — V;.
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Table 9: Datasets for zero-shot forecasting. Prediction length is indicated in parenthesis. Note that
only the first 500 variables are used for the Web Traffic and Temperature Rain datasets.

Name Sequence Length Variables Task Class
Solar [83] 128 137 Forecast (64) Electricity
SaugeenRiverFlow [73] 256 1 Forecast (128) Weather
Hospital [44] 32 767 Forecast (16) Healthcare
Web Traffic [74] 160 500 Forecast (80) Web
Temperature Rain [33] 96 500 Forecast (48) Weather

Table 10: Datasets for imputation tasks.

Name Sequence Length Variables Task Mask ratio Class
ETTml [127] 96 7 Imputation 12.5%, 25%, 37.5%,50% Electricity
ETTh1 [127] 96 7 Imputation 12.5%, 25%, 37.5%,50% Electricity
ECL[102] 96 321 Imputation 12.5%, 25%, 37.5%,50% Electricity
Weather [[110] 96 21 Imputation 12.5%, 25%, 37.5%,50% Weather

Table 11: Datasets for anomaly detection tasks.

Name Sequence Length (Multi-task) Sequence Length (Single-task) Variables Task Class
SMD [96] 96 100 38 Anomaly detection ~ Machine
MSL [43] 96 100 55 Anomaly detection Spacecraft
SMAP [43] 96 100 25 Anomaly detection Spacecraft
SWaT [77] 96 100 51 Anomaly detection Infrastructure
PSM [1] 96 100 25 Anomaly detection ~ Machine

Table 12: Additional notation.

Variable Description
D Multi-domain dataset collection
n Number of datasets in D
D; The 2y, dataset in D
X; All time series samples in the dataset D;
X A collection of X;
Vi A time series task defined on X;
N A collection of tasks ;
x One time series sample from the dataset
t The length of time series sample x
v The number of variables/sensors of sample x
F(X,0) A multi-task model with weights 6 trained on collection of samples X’
k Patch size of a sample token
d Number of embedding dimension of tokens
Zx Sample tokens converted from input sample x
s Number of sample tokens, and s = t/e
zp Prompt tokens with number of p
D Number of prompt tokens
Zom A GEN token
f Desired number of prediction tokens of forecasting tasks
Zm Replicated GEN tokens with the number of f
x The foretasted time series data points projected from the output Z,,,
Z A CLS token
Ze Class embeddings for e classes of a classification task
Hgey The GEN tower in UNITS
Hers The CLS tower in UNITS

C.2 Generalizing Task Tokens to Various Tasks

We introduce how to use tokens for forecasting and classification tasks in the manuscript. Here we
present the implementation of using tokens for imputation and anomaly detection tasks.

Imputation task. In tasks that require imputation, GEN token z,, is inserted in the positions where
sample tokens zx are missing. This process creates an augmented sequence of tokens represented by
Zx. These augmented tokens are then concatenated along the time dimension with prompt tokens,
forming the input tokens for the network:

ZImp — CA(ZP7 zx) c R(p+S)XUXd’ (6)

21



[
[

Dynamic FFN E
:
: e

g K= caie |
: T

Class
Embeddings

T —

Hidden
state CLS

CLS Tower

I: Gate
Time MHSA

UniTS Block X N

|—

. Prompt token . GEN token
. Sample token |:| CLS token

Figure 4: The network architecture of UNITS. Shared GEN tower and CLS tower transform task tokens
to the prediction results of generative and predictive tasks.

where CA denotes the concatenation operation along the time dimension. Similar to the approach in
forecasting tasks, the output for augmented sample tokens Zx are unpatchified to obtain the imputed
sample X, i.e. X = Proj(2x).

Anomaly detection task. For the anomaly detection task, we follow TimesNet [112]] to form it as a
generative task, where the model is trained to reconstruct the time series sample using reconstruction
error as the anomaly criterion. The prompt tokens and the sample tokens are concatenated along the
time dimension to form the input tokens for the network:

Zano = CA(zy, 2y) € RPFS)Xvxd, @)

The output for sample tokens z, is unpatchified to obtain the predicted sample X. During inference,
following the approach in [112]], we determine a threshold of reconstruction error from the training
and testing data, which is then used to detect anomalous time series points. Specifically, we sort the
reconstruction errors between the input and output samples from our model across all training and
testing sets. A predefined anomaly ratio is then applied to determine the threshold that distinguishes
normal from anomalous data points.

C.3 Implementation of UNITS Network Architecture

The UNITS network architecture is composed of N UNITS blocks, one CLS tower, and one GEN
tower. We introduce more implementation details of UNITS network architecture, including the
Time MHSA, Variable MHSA, Dynamic FFN, and Gate Module in the UNITS block, as well as the
GEN/CLS towers shared for generative and predictive tasks.

UNITS block: time and variable MHSA. For attention across the time dimension, the standard
MHSA is applied as done by [82]. For variable MHSA, to capture relations among variables across
all time points while minimizing the computational overhead associated with long time lengths, we
average the (Q and K over the time dimension to get shared Q and K as follows:

QK = mean;(Q, K); Q, K,V = Linear(zi,), )
where mean; is the mean along the time dimension. Then, Output = Attn, V' = Softmax (Q—f/(;) \%

is obtained where Attn,, € RY*" is the attention map among variables, which is shared for all time
points. The notations for multi-head attention are omitted for simplicity. We show the effectiveness
of both time and variable MHSA in Table 221
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UNITS block: Dynamic FFN. By argument the FFN layer in transformers with the proposed
DyLinear operator, we present the Dynamic FFN module, as shown in Figure 5] In the Dy-
namic FFN, we replace the first linear layer in the standard FFN layer with a 3-kernel convo-
Iution across the time dimension to capture the local details. The second linear layer is kept
the same as the standard FFN layer, and the DyLinear is inserted in between the input convo-
Iution and the output linear layer. Specifically, after processed by the convolution layer, the
embeddings with d dimension are split into two groups, resulting in (z! ., z2.,) € Rs*v*4/2,
zl .4 and z2, are processed as follows:

Zow = Linear(Concat(DyLinear ; (z. ), 22:4)), ©)

where DyLinear,, processes the sample and prompt tokens in z ., with
two DyLinear operators, while CLS token is skipped to ensure consistency
for all tasks. z2., is kept unprocessed. This separation of routes for
zl ., and z2,; leads to a scale combination effect, enhancing multi-scale
processing ability [31].

UNITS block: gate module. The gate module is placed as the output
of each component in the UNITS block, including time MHSA, variable
MHSA, and Dynamic FFN. Specifically, given an input z;, € R**v*¢, a
linear layer maps it to a scaling factor x, € R**?*! along the embedding
dimension. This is followed by a Sigmoid function to ensure the scaling
factor lies between 0 and 1. The final gating operation involves element-
wise multiplication of the input by the Sigmoid-activated scaling factor,
ie.,

Splitd /2
?

Dynamic FFN

Zout = Sigmoid(xy) - Zin, X, = Linear(zi,). (10)
Figure 5: The dynamic

GEN tower. The GEN tower Hggy is designed to transform tokens into FFN in UNITS.

time points prediction results. One GEN tower is shared by all generative

tasks, including forecasting, imputation, and anomaly detection. As shown in Figure ] take the
forecasting task as an example, the zgoe € RPH5H)xvxd from Eq.|1]is processed by the GEN tower
to get the full time-series sample as follows:

% = Proj(MLP((zpore + DyLinear(zpor))), (11

where the MLP is composed of two linear layers with an activation layer in between, and Proj is
the unpatchify operation that transfers the embedding back to the time series patch as introduced
in Section .1} For imputation and anomaly detection tasks, only the tokens are modified while the
GEN tower remains unchanged.

CLS tower. The CLS tower H¢ g transforms CLS tokens into classification classes. The CLS tower is
shared across all classification tasks from different datasets. As illustrated in Figure[d] the CLS tower
processes Zpreq € R(PT5H1)xvxd from Eq.[2| which includes the CLS token z/c, to produce the final
CLS token z,. as follows:

Z. = ZZ + MLP(ZZ), 7z, = z/c + CrossAtt(Query = zlc7 K=V = zpq), (12)

C
where the CLS token z; serves as a query to perform cross-attention with all tokens in zpq. Subse-

quently, the processed CLS token z. is matched with class embeddings to determine the predicted
class as described in Eq. 3]

D Implementation Details

D.1 Model Details

By default, in a multi-task setting, the UNITTS network comprises three UNITS blocks, one GEN tower,
and one CLS tower. For each data source, the prompt tokens and task tokens are defined. Forecasting
tasks on the same data source but with different forecast lengths share the same prompt and GEN
token. For zero-shot learning on new datasets, we use a shared prompt and GEN token across all data
sources to facilitate zero-shot learning. Tokens are trained to achieve their functions. The number
of embedding dimensions, d, is set to 64 for UNITS-SUP and 128 for UNITS-PMT. All blocks in
UNITS maintain the same feature shape, following the Transformer architecture.
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Table 13: Baseline methods used for comparison in this paper.

Task Method Types Method
LLM-reprogrammed TEMPO [10] TIME-LLM [47] LLMATS [12] TEST [97] GPT4TS [129]
Transformer-based MOMENT [36] iTransformer [67]] PatchTST [82] Crossformer [126]
Forecasting FEDformer [128]] Stationary [69] Autoformer [114]
i MLP-based TSMixer [[14] RLinear [59] DLinear [119]
Frequency-based TimesNet [112]
Conv-based TiDE [21] SCINet [64]
LLM-reprogrammed GPTA4TS [129]
Frequency-based TimesNet [112]
MLP-based DLinear [119] LightTS [122]
iTransformer [[67] PatchTST [82] Transformer [104] Reformer [51]]
Classification Transformer-based Informer [[127]] Pyraformer [65] Autoformer [[114] Stationformer [69]
FEDformer [[128]] ETSformer [111] Flowformer [113]
TCN-based TCN [30]
RNN-based LSTM [41] LSTNet [53] LSSL [39]
Classical methods DTW [6] XGBoost [15] Rocket [24]
Frequency-based TimesNet [112]
MLP-based DLinear [119] LightTS [122]
iTransformer [67]] PatchTST [82] Reformer [51]]
Imputation Transformer-based Informer [127] Pyraformer [65] Autoformer [114] Stationformer [69]

TCN-based
RNN-based

FEDformer [128] ETSformer [111] LogTransfomer [S7]
TCN [30]
LSTM [41]] LSSL [39]

Frequency-based

TimesNet [112]

MLP-based DLinear [[119] LightTS [122]
iTransformer [67] PatchTST [82] Transformer [104] Reformer [51]
Anomaly Transformer [116] Informer [127] Pyraformer [65] Autoformer [114]
Stationformer [69] FEDformer [128]] ETSformer [111] LogTransfomer [57]
TCN [30]
LSTM [41] LSSL [39]

Transformer-based
Anomaly detection
TCN-based
RNN-based

D.2 Training Details

For multi-task settings, all models are jointly trained on multiple tasks following the same training
protocol. To match the size of the largest dataset, samples from each dataset are repeated in every
training epoch. In each inference step, datasets are randomly sampled with equal probability, utilizing
a batch size of 32. Supervised training involves 5 epochs using gradient accumulation for an effective
batch size of 1024, starting with a learning rate of 3.2e-2 and adjusted with a multi-step decayed
schedule. The \; in Ly, are all set to 1 in this work. For self-supervised pre-training, the models are
trained over 10 epochs with an effective batch size of 4096 and an initial learning rate of 6.4e-3, using
a cosine decay schedule. All experiments are conducted using A100-40G GPUs. Each experiment is
conducted with one or two GPUs, and the maximum running time is under 48 hours.

Since all models are jointly trained across multiple tasks, we report the average performance for each
task type. For tasks involving forecasting and imputation, model performance is assessed using Mean
Squared Error (MSE) and Mean Absolute Error (MAE). In classification tasks, accuracy is used as
the primary evaluation metric. For anomaly detection tasks, performance is measured using precision,
recall, and the F1-score.

No task-specific hyper-parameter tuning. UNITS is designed for multi-task settings where tasks
share the same model weights. In UNITS, we do not need to perform any task-specific hyper-
parameter tuning. The baseline methods follow the same training setting as our method to ensure a
fair comparisons.

D.3 Further Information on Pre-training

During the unified pre-training, we introduce two distinct masking schemes: the random masking
scheme and the right masking scheme. The time series sample is initially truncated to a length
randomly selected within the range of 50% to 100% of its original length. Subsequently, in the
random masking scheme, a certain proportion panq of tokens are masked at random positions within
the time dimension. For the right masking scheme, designed to enhance the model’s forecasting
ability, a random proportion pyign, of tokens on the right side of the sample is masked. Both p,,q and
Dright are set to 70%-80%. Each training step randomly utilizes one of these two schemes with equal
probability.
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D.4 Implementation Details of Baselines

The baseline methods used in this paper are summarized in Table[T3] Unlike UniTS, which can handle
diverse data and tasks within a single model, baseline methods cannot be directly used for unified
training because: 1) To accommodate data with varying numbers of variables, baseline methods
typically use a data-specific input head to project features from the variable count to a fixed number
of embedding dimensions. 2) Similarly, to manage different tasks, such as classification with various
classes and forecasting with different lengths, baseline methods employ task-specific output heads
to transform the features into the appropriate task outputs. Since baseline methods are designed for
single-task training, in their original setting, data/task-specific heads are used for each data and task.
In the multi-task learning setting, to make baseline methods support unified training, we add separate
input heads to project data into a shared embedding space and separate output heads to convert the
shared model output into task-specific outputs. However, using separate input and output heads
makes it hard to generalize to new datasets and tasks. We employ the same fully supervised multi-task
training approach as UniTS. In this setting, model networks are stacked with 3 basic building blocks,
except for GPTATS, which utilizes the prescribed setting of 6 GPT blocks. For both the proposed
method and patch-based baseline approaches, the patch size and stride are fixed at 16. The input
and output heads of baseline methods are duplicated for each task to create data/task-specific heads
tailored for each data source and task. For single-task learning settings, we follow the original settings
of baseline methods and compare results reported in their papers.

E Additional Results: Prompt Learning and Pre-training

We do more analysis on the prompting and pre-training of UNITS. The average performance under
38 datasets with the multi-task setting is reported.

Prompt learning with model scaling. In Table we further explore the capabilities of prompt
learning in the SSL pre-trained UNITS model across different model sizes. As UNITS model size
grows, we observe consistent improvements in performance for both classification and forecasting,
suggesting that larger SSL models contain more robust representations for prompt learning.

Table 14: Enhancing prompt learning capability of pre-trained UNITS through model scaling.
Average performance on 20 forecasting tasks and 18 classification tasks are reported.

Promot Learnin Par Classification Forecasting

P g ' Acct MSE| MAE]
UNITS-SUP x 64 3.41M 81.6 0.439 0.381
UNITS-PMT x 32 1.57M 78.0 0.471 0.388
UNITS-PMT x4 3.41M 79.0 0.460 0.383
UNITS-PMT 96 5.67TM 79.2 0.458 0.382
UNITS-PMT x 128 8.24M 81.2 0.453 0.376

Table 15: Ablation on the number of prompt tokens.

Prompt token Num. AccavgT MSE Avgd MAE 4vg44
No 81.0 0.460 0.391
5 81.5 0.455 0.387
10 81.6 0.439 0.381

Table 16: Ablation on using shared/unshared prompt tokens in UNITS network.

AccavgT MSE Avgd MAE 4044
Unshared prompt tokens 81.6 0.439 0.381
Shared prompt tokens 81.4 0.450 0.387

Effect of prompt tokens. Prompt tokens learn the contextual information related to the given data
source and task types. By default, we use 10 prompt tokens for each task. We present an ablation
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study on the use of different numbers of prompt tokens in Table[T3] Utilizing prompt tokens leads to
notable improvements in both forecasting and classification tasks. The average classification accuracy
improves from 81.0% to 81.6%, and the average MSE and MAE improve from 0.460 to 0.439 and
0.391 to 0.381, respectively. Employing 10 instead of 5 prompt tokens results in greater gains in
forecasting tasks and a marginal improvement of 0.1% in classification accuracy, indicating that
forecasting tasks benefit more from the contextual information provided by the prompt tokens. We
also evaluate the case where all prompt tokens are shared among tasks in Table [T6] Using shared
prompt tokens across different tasks results in a performance decline, yet this approach still surpasses
the performance of models that do not utilize prompt tokens.

Table 17: Ablation on the pre-training scheme.

UNITS-PMT AccavgT MSE Avgd MAE vl
Unified Pre-training 78.0 0.471 0.388
Without CLS token based reconstruction loss 33.1 0.484 0.393
Without Prompt token based reconstruction loss 76.8 0.967 0.656

Unified pre-training. In Equation[5] the proposed unified mask reconstruction pre-training loss is
detailed, consisting of two components: the mask reconstruction loss associated with prompt tokens
and the mask reconstruction loss related to CLS tokens. Table [I7] presents the results where either the
CLS token-based reconstruction loss or the prompt token-based reconstruction loss is omitted. The
performance of prompt learning is reported. The results highlight the impact of each loss component
on the learning performance.

Specifically, excluding the CLS token-based loss resulted in a significant decline in classification
performance, dropping sharply from 78.0% to 33.1%. This substantial drop underscores the critical
role of the CLS token-based pre-training loss in enabling the model’s classification capabilities. Con-
versely, the removal of the prompt token-based loss adversely affected the forecasting performance.
For instance, the MSE drops from 0.471 to 0.967. This deterioration in performance demonstrates
the importance of prompt token-based pre-training in generative tasks.

Pre-training with scaled numbers of epochs and data sizes. To evaluate the effect of scaling effect
of pre-training, we conduct experiments of pre-training UniTS by varying the size of the pre-training
dataset and the amount of training epochs. As demonstrated in Table[I8] increasing the number of
pre-training epochs improves performance on both forecasting and classification tasks. Similarly,
increasing the size of pre-training dataset improves performance on both forecasting and classification
tasks, as shown in Table[T9]

Table 18: Performance of UniTS under different pre-training epochs, average performance on 20
forecasting and 18 classification are reported.

Pre-training steps 1 epoch 3 epochs 5 epochs 8 epochs 10 epochs
AccavgT (Cls.) 75.1 76.8 78.2 77.0 79.0
MSE 4.4 (Fore.) 0.493 0.479 0.484 0.473 0.460
MAE 4.4 (Fore.) 0.410 0.391 0.389 0.386 0.383

Table 19: Performance of UniTS under different pre-training data sizes, average performance on 20
forecasting and 18 classification are reported. Pre-training data size refers to the proportion of the
total training set used.

Pre-training data size 10% 30% 50% 80% 100%
AccavgT (Cls.) 74.2 76.3 77.6 78.8 79.0
MSE 444 (Fore.) 0.502 0.462 0.483 0.465 0.460
MAE 4.4 (Fore.) 0.417 0.385 0.391 0.384 0.383

Cross-task pre-training. We evaluate the effect of cross-task pre-training by pre-training a model us-
ing our pre-training strategy on either generative tasks (forecasting) or predictive tasks (classification).
Table[20]shows that UniTS, pre-trained solely on forecasting datasets, achieves similar performance
to the model pre-trained on both forecasting and classification data. Despite not encountering any
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classification datasets during pre-training, it still performs well on classification tasks. When the
model is pre-trained exclusively on classification datasets, performance on both classification and
forecasting tasks drops significantly compared to the model pre-trained on both types of data. Given
that the data amount of forecasting datasets is larger than classification datasets (22920 vs. 5022 iter-
ations per epoch), this suggests that the larger amount of data plays a more crucial role in pre-training
effectiveness than the data type.

Table 20: Cross-task pre-training evaluation on UniTS, average performance on 20 forecasting and
18 classification tasks are reported.

Evaluation data

Pre-training data type Accaug? (Cls.) MSE 4.4 (Fore.) MAE 4.4 (Fore.)
20 forecasting datasets 78.5 0.454 0.379
18 classification datasets 74.1 0.583 0.807
Full 38 datasets 79.0 0.460 0.383

Cross-domain pre-training. We evaluate the effect of cross-domain data pre-training, where the
model is pre-trained on either Weather-domain datasets or Traffic-domain datasets. In Table
compared to joint pre-training on both domains, the performance decreases with single-domain
pre-training, where pre-training is conducted solely on the downstream dataset’s domain, showing the
advantage of joint pre-training. For instance, the MSE on Weather datasets goes from 0.253 to 0.259.
Compared to single-domain pre-training, cross-domain pre-training leads to larger performance
drops, e.g., pre-training on Traffic datasets and then evaluating on Weather datasets results in an
MSE increase from 0.259 to 0.289. Interestingly, pre-training on Weather datasets achieves better
performance across both domains, suggesting that data from certain domains might be more beneficial
for pre-training.

Table 21: Cross-domain pre-training evaluation on UniTS, average performance on 4 Weather or
Traffic dataset domains are reported.

Weather datasets (4 sets) Traffic datasets (4 sets)
Pre-training data MSE 4v4/MAE 44,4/ (Fore.) MSE 4,4/MAE 4.4/ (Fore.)
Weather domain (4 datasets) 0.259/0.287 1.338/0.768
Traffic domain (4 datasets) 0.289/0.314 0.680/0.438
Weather + Traffic domains (8 sets) 0.253/0.282 0.511/0.320

F Additional Results: Ablation Studies of UNITS

We conduct an ablation study to verify the effectiveness of the key designs in UNITS. The average
performance under 38 datasets with the multi-task setting is reported.

Table 22: Ablation on the MHSA in UNITS.
AccavgT MSE Avgd MAE 404l

UNITS-SUP 81.6 0.439 0.381
Without Time MHSA 80.7 0.449 0.380
Without Variable MHSA 80.8 0.444 0.383

Effect of time and variable MHSA. In Table 22] we present an ablation study to assess the impact
of both Time and Variable MHSA on the UNITS model. When the Time MHSA is removed from the
UNITS model, we observe a decrease in performance, where the average accuracy drops to 80.7%,
and the MSE drops to 0.449. Similarly, eliminating the Variable MHSA from the UNITS model
results in diminished performance. This scenario yields a decreased accuracy of 80.8%, a decrease in
MSE to 0.444, and a reduction in MAE to 0.383. These experimental findings highlight the crucial
role that both Time and Variable MHSA play in the efficacy of the UNITS model.

Effect of Dynamic FFN. In Table [23] we present an ablation study on the Dynamic FFN layer in
the UNITS network. The UNITS, which incorporates the Dynamic FFN, achieves the highest per-
formance with an average accuracy of 81.6%, demonstrating effectiveness in handling classification
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Table 23: Ablation on the MLP layer in UNITS network.

AccavgT MSE Avgd MAE gvgd
UNITS-SUP 81.6 0.439 0.381
Dynamic FFN — MLP 81.3 0.462 0.394
Without Dynamic FFN 80.8 0.465 0.396

tasks. It also shows superior results in terms of MSE and MAE in forecasting tasks, with scores of
0.439 and 0.381 respectively. The model variant where the Dynamic FFN is replaced with a standard
MLP layer exhibits a decrease in performance. The average accuracy dropped to 81.3%, and MSE
and MAE dropped to 0.462 and 0.394, respectively. This variation suggests the effect of Dynamic
FFN for the UNITS. The performance is observed when the Dynamic FFN is completely removed
from the model, highlighting the importance of Dynamic FFN layers in UNITS network.

Table 24: Ablation on the gate module in UNITS network.

AccavgT MSE Avgd MAE 4vgd
UNITS-SUP 81.6 0.439 0.381
Without Gate module 81.1 0.459 0.387

Effect of gate module. In Table[24] we present a comparison of the UNITS model with and without
the inclusion of the gate module. Incorporating the gate module yields consistent enhancements
relative to the baseline model that lacks it. Specifically, the addition of the gate module results in an
increase in classification accuracy, moving from 81.1% to 81.6%. For the forecasting task, the MSE
sees an improvement from 0.459 to 0.439, and the MAE decreases from 0.387 to 0.381. These results
show the effectiveness of the gate module in mitigating task interference by adjusting the scaling of
embedding vectors.

Table 25: Zero-shot multi-task learning on forecasting tasks on 5 out-of-domain data with new
forecasting length and new number of variables. We set shared prompt tokens and GEN tokens for
UNITS. One sample from each dataset is used following [81]].

Var. Pred. UNITS-Zero-shot LLMTime
MSE] Inf. Time = MSE] Inf. Time
Solar 137 64 0.030 6.8 3 0.265 2.0e3
River 1 128 0.456 142 0.832 3.5¢t
Hospital 767 16 1.045 59¢73 1319 2.9¢3
Web Tr. 500 80 1.393 5.9e3 1.482 9.5¢3
Temp. Rain 500 48 11.51 1.6e 1 5.69 5.3e3

Comparison with Transformer. To verify the effectiveness of UNITS structure, we compare the
original Transformer with UNITS. The unified tokenization and co-training strategy are applied to
both models. The results shown in Table 26]indicate that UNITS clearly outperforms the Transformer
in both classification and forecasting tasks, suggesting that merely using a transformer structure is
insufficient for achieving robust multi-task performance on time series datasets.

G Additional Results: UNITS for Zero-Shot Forecasting on New Datasets

Setup. When UNITS is trained with shared prompt and GEN tokens across all forecasting tasks,
it acquires the ability to perform zero-shot forecasting on datasets with new lengths and variable
numbers that were not part of its training domain. We evaluate UNITS in a zero-shot setting on five
new forecasting tasks as referenced in Table [0} These tasks have varying forecasting lengths and
numbers of variables compared to those seen by UNITS during pre-training. We benchmark against
LLMTime [81]], a model designed for zero-shot forecasting using LLMs. Following LLMTime, we
utilize one sample from each dataset to manage the extensive inference costs. We exclude a related
method, Time-LLM [47], from experiments. Time-LLM supports zero-shot learning but requires that
the forecasting length and the number of variables/sensors for zero-shot prediction are the same as
those used for training.
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Table 26: Comparison between UNITS and Transformer structure. The unified tokenization and
co-training strategy are applied to both models.

Accapg?  MSEaugl MAEau.l

Transformer-network 80.2% 0.468 0.397
UNIT S-network 81.6% 0.439 0.381

Table 27: Multi-task learning comparison with existing networks under 20 forecasting tasks and 18
classification tasks. UNITS handles all tasks with a unified model and no task-specific head. While
baseline models have a shared backbone but task-specific input/output heads for each dataset/task.
Bold indicates best-performing model for that dataset while underline is second-best.

CLASSIFICATION UNITS-SUP UNITS-PMT 1TRANSFORMER TIMESNET PATCHTST PYRAFORMER AUTOFORMER GPTA4TS
DATASETS ACCURACYT ACCURACY?T| ACCURACYT ACCURACYT ACCURACYT ACCURACYT ACCURACYT | ACCURACYT
HEARTBEAT 0.639 0.654 0.668 0.727 0.659 0.727 0.717 0.698
JAPANESEVOWELS 0.922 0.903 0.959 0.976 0.941 0.854 0.941 0.946
PEMS-SF 0.832 0.827 0.832 0.775 0.838 0.832 0.792 0.792
SELFREGULATIONSCP2 0.489 0.572 0.489 0.528 0.489 0.567 0.45 0.456
SPOKENARABICDIGITS 0.968 0.955 0.978 0.987 0.975 0.921 0.973 0.975
UWAVEGESTURELIBRARY 0.822 0.853 0.822 0.844 0.819 0.722 0.422 0.819
ECG5000 0.928 0.924 0.933 0.926 0.943 0.914 0.919 0.93
NONINVASIVEFETALECGTHORAX1  0.896 0.808 0.882 0.889 0.865 0.214 0.217 0.897
BLINK 0.976 0.916 0.933 0.876 0.896 0.882 0.631 0.924
FACEDETECTION 0.654 0.58 0.66 0.662 0.639 0.673 0.592 0.661
ELECTRICDEVICES 0.622 0.624 0.573 0.495 0.595 0.654 0.561 0.629
TRACE 0.96 0.99 0.79 0.91 0.77 0.74 0.6 0.96
FOrRDB 0.759 0.78 0.727 0.689 0.614 0.553 0.664 0.777
MOTIONSENSEHAR 0.951 0.958 0.936 0.906 0.758 0.887 0.302 0.962
EMOPAIN 0.797 0.814 0.794 0.78 0.792 0.814 0.699 0.794
CHINATOWN 0.98 0.98 0.974 0.977 0.977 0.274 0.968 0.965
MELBOURNEPEDESTRIAN 0.876 0.839 0.893 0.957 0.804 0.523 0.75 0.94
SHAREPRICEINCREASE 0.618 0.638 0.619 0.65 0.68 0.631 0.615 0.637
BEST COUNT 3/18 7/18 0/18 4/18 3/18 4/18 0/18 2/18
AVERAGE SCORE 0.816 0.812 0.803 0.809 0.781 0.688 0.656 0.820
FULLY SHARED MODEL v v X X X X X X

Results. UNITS considerably surpasses LLMTime across most of the tested datasets, demonstrating
superior performance in handling different forecasting lengths and variable numbers (Table 25). For
example, UNITS achieves a 45.2% improvement in MSE over LLMTime (0.456 vs. 0.832) on River.
Remarkably, UNITS exhibits an inference speed approximately 10° times faster than LLMTime.

H Additional Results: Relation among Prompt Tokens

We calculate the similarity between prompt tokens across datasets, as illustrated in Figure|/| Datasets
within the same class, for instance, FaceDetection and SelfRegulationSCP2, which both consist of
EEG data, demonstrate a higher similarity. While some out-of-domain datasets still exhibit strong
similarities, indicating that they share certain similar requirements.

To compare the difference among tokens before and after training, beyond similarity comparison,
we show UMAP plots generated with the prompt tokens before and after training, in Figure 8| and
Figure[9] Before training, the prompt tokens from all datasets are dispersed. In contrast, the UMAP
of prompt tokens after training reveals that tokens from the same datasets are clustered. However,
some tokens from different datasets remain closely positioned, indicating that data from different
domains share similar information.

I Additional Results: Classification Performance Stratified by Datasets

We present the performance of multi-task classification on each dataset in Table
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Table 28: Full results of few-shot multi-task learning of block-wise imputation tasks on 6 datasets.

Imputation Mask ECL ETThl ETTh2 ETTml1 ETTm2 Weather Avg Best Shared
Ratio MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE Count
TimesNet-FT 25% 0.245 0.339 0.369 0.403 0.193 0.292 0.442 0.418 0.119 0.229 0.106 0.152 0.246 0.305 0/12 X
50% 0.258 0.350 0.412 0.420 0.211 0.302 0.607 0.485 0.140 0.247 0.125 0.171 0.292 0.329 0/12 X
PatchTST-FT 25% 0.195 0.297 0.315 0.361 0.147 0.251 0.309 0.337 0.092 0.193 0.089 0.122 0.191 0.260 0/12 X
50% 0.230 0.323 0.353 0.382 0.175 0.271 0.442 0.400 0.111 0.214 0.105 0.139 0.236 0.288 0/12 X
{Trans-FT 25% 0.174 0.275 0.301 0.359 0.185 0.293 0.254 0.319 0.113 0.227 0.087 0.127 0.186 0.266 0/12 X
50% 0.203 0.300 0.332 0.376 0.205 0.307 0.372 0.382 0.136 0.252 0.106 0.150 0.226 0.295 0/12 X
UNITS-PMT 25% 0.117 0.231 0.281 0.339 0.177 0.281 0.247 0.308 0.095 0.198 0.075 0.113 0.165 0.245 5/12 v
50% 0.135 0.248 0.323 0.365 0.246 0.331 0.343 0.364 0.131 0.237 0.093 0.139 0.212 0.281 4/12 v
UNITS-FT 25% 0.143 0.255 0.277 0.341 0.194 0.284 0.204 0.281 0.088 0.186 0.074 0.105 0.163 0.242 7/12 v
50% 0.161 0.273 0.313 0.361 0.252 0.322 0.295 0.334 0.119 0.223 0.096 0.135 0.206 0.275 8/12 v

J Additional Results: Direct Multi-step Forecasting on New Forecasting
Lengths

Average inference steps comparison. In Table[6] we present a comparison of the average number
of inference steps required by our direct multi-step inference method and the multi-step sliding
window-based inference approach. Contrary to the direct multi-step inference, which is completed in
a single step, the sliding window-based method necessitates multiple inference steps. Specifically,
for the maximum extra inference length of 384, the sliding window-based approach demands, on
average, 3.66 times more inference steps.

K Additional Results: Benchmarking in the Single-Task Regime

Setup. As we are the first work that focuses on time series multi-task learning with one model, to make
fair comparisons with existing time series methods, we compare them with the single-task setting.
In this setting, for each dataset, one model is independently trained with tuned hyperparameters.
Following existing works [112}67,[14], we tune the following hyperparameters, including number of
channels, patch size, number of layers, learning rate, and dropout ratio. The baseline methods for
time series forecasting, classification, anomaly detection, and imputation, are listed in Table We
following existing works [[112}167]] to use 36 commonly used datasets for forecasting (Table|30), 10

Table 29: Full results of few-shot multi-task learning on 9 forecasting and 6 classification tasks on
out-of-domain datasets. Ratio is the data ratio of the dataset used for training.

Classification (Acc?) 5% 15% 20%

(6 datasets) iTrans-FT UNITS-PMT UNITS—FT\iTrans—FT UNITS-PMT UNITS—FT\iTrans—FT UNITS-PMT UNITS-FT
ECG200 0.780 0.790 0.790 0.810 0.760 0.820 0.810 0.820 0.820
Handwriting 0.054 0.044 0.061 0.098 0.089 0.080 0.118 0.087 0.081
SelfRegulationSCP1 0.928 0.816 0.758 0.679 0.648 0.672 0.771 0.676 0.737
RacketSports 0.375 0.316 0.487 0.546 0.474 0.618 0.546 0.539 0.586
Epilepsy 0.399 0.514 0.522 0413 0.732 0.681 0.500 0.797 0.855
StarLightCurves 0.851 0.862 0.826 0.842 0.869 0.834 0.848 0.895 0.833
Average 0.564 0.557 0.574 0.565 0.595 0.618 0.599 0.636 0.652
Best Count 1/6 1/6 4/6 2/6 2/6 2/6 2/6 2/6 2/6
Forecast 5% 15% 20%

(9 datasets) iTrans-FT UNITS-PMT UNITS-FT iTrans-FT UNITS-PMT UNITS-FT iTrans-FT UNITS-PMT UNITS-FT
MSE MAE MSE MAE MSE MAE|MSE MAE MSE MAE MSE MAE|MSE MAE MSE MAE MSE MAE

ETTh2pgs  0.554 0.500 0.397 0.406 0.414 0.419(0.441 0.440 0.390 0.404 0.400 0.409|0.418 0.426 0.387 0.403 0.396 0.407
ETTh2p192  0.440 0.438 0.385 0.399 0.390 0.401{0.398 0.410 0.390 0.403 0.376 0.393]0.395 0.407 0.394 0.406 0.378 0.395
ETTh2p336 0.478 0.467 0.425 0.434 0.431 0.434(0.436 0.441 0.434 0.436 0.425 0.430{0.431 0.438 0.425 0.435 0.420 0.428
ETTh2p720 0.483 0.480 0.438 0.451 0.431 0.444(0.438 0.453 0.442 0.452 0.427 0.444(0.431 0.449 0.428 0.448 0.424 0.442
RiverFlow pa4 1.141 0.514 1.111 0.504 1.160 0.521|1.067 0.467 1.074 0.489 1.096 0.501|1.056 0.462 1.084 0.494 1.078 0.495
ETTmlpgs  0.504 0.462 0.370 0.397 0.412 0.417|0.423 0.419 0.360 0.392 0.353 0.385|0.408 0.410 0.357 0.391 0.346 0.382
ETTmlp1g2  0.555 0.485 0.416 0.421 0.453 0.434(0.464 0.439 0.402 0.415 0.394 0.406{0.444 0.428 0.398 0.414 0.386 0.401
ETTml p33e 0.567 0.496 0.467 0.451 0.509 0.465(0.492 0.457 0.446 0.441 0.425 0.425[0.471 0.445 0.442 0.439 0.417 0.421
ETTml p720 0.659 0.539 0.565 0.500 0.573 0.499|0.558 0.493 0.529 0.484 0.490 0.460|0.536 0.482 0.527 0.483 0.481 0.454

Average 0.598 0.487 0.508 0.440 0.530 0.448|0.524 0.447 0.496 0.435 0.487 0.428|0.510 0.438 0.494 0.435 0.481 0.425
Best Count 09 09 89 7/9 19 29|19 19 19 1/9 79 79|19 1/9 19 09 79 89
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Table 30: Full results of the single-task long-term forecasting task where the model is separately
trained on each dataset. The input time series sequence length is set to 96 to ensure fair comparisons.
Baseline results are obtained from [67]).

UniTS-ST iTransformer RLinear PatchTST Crossformer TiDE TimesNet DLinear SCINet  FEDformer Stationary Autoformer
(Ours) [67 (591 (82 [126 [21 [112 [119 [64 [128 169 (114

Models

Metric MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE

96 (0.310 0.351|0.334 0.368 [0.355 0.376|0.329 0.367]0.404 0.426|0.364 0.387(0.338 0.375|0.345 0.372|0.418 0.438|0.379 0.419|0.386 0.398|0.505 0.475
192 10.357 0.382]0.377 0.391{0.391 0.392|0.367 0.385|0.450 0.451{0.398 0.404|0.374 0.387|0.380 0.389|0.439 0.450(0.426 0.441|0.459 0.444|0.553 0.496
336 |0.392 0.408|0.426 0.420(0.424 0.415|0.399 0.410(0.532 0.515]0.428 0.425(0.410 0.411|0.413 0.413]0.490 0.485|0.445 0.459/0.495 0.4640.621 0.537
720 ]0.447 0.439(0.491 0.459|0.487 0.450|0.454 0.439|0.666 0.589|0.487 0.461|0.478 0.450|0.474 0.453|0.595 0.550|0.543 0.490(0.585 0.516|0.671 0.561

ETTml

Avg [0.377 0.395]0.407 0.410]0.414 0.407|0.387 0.400|0.513 0.496/0.419 0.419]0.400 0.406|0.403 0.407|0.485 0.481(0.448 0.452]0.481 0.456|0.588 0.517

96 10.171 0.255|0.180 0.264|0.182 0.265|0.175 0.2590.287 0.366(0.207 0.305|0.187 0.267|0.193 0.292|0.286 0.377|0.203 0.287|0.192 0.274|0.255 0.339
192 10.238 0.298|0.250 0.309[0.246 0.304(0.241 0.302|0.414 0.492|0.290 0.364|0.249 0.309(0.284 0.362|0.399 0.445|0.269 0.328|0.280 0.339|0.281 0.340
336 10.299 0.342(0.311 0.348|0.307 0.342{0.305 0.343|0.597 0.542|0.377 0.422|0.321 0.351]0.369 0.427{0.637 0.5910.325 0.366|0.334 0.361{0.339 0.372
720 {0.393 0.395|0.412 0.407|0.407 0.398|0.402 0.400(1.730 1.042]0.558 0.524|0.408 0.403|0.554 0.522(0.960 0.735]0.421 0.415|0.417 0.413]|0.433 0.432

ETTm2

Avg ‘0.275 0.323‘04288 0.332]0.286 0.327|0.281 0326‘0,757 0.610/0.358 0.404|0.291 0.333|0.350 0.401]0.571 0.537(0.305 0.349|0.306 0.347|0.327 0.371

96 (0.367 0.393|0.386 0.405[0.386 0.395/0.414 0.419]0.423 0.448|0.479 0.464|0.384 0.402(0.386 0.4000.654 0.599|0.376 0.419{0.513 0.491|0.449 0.459
192 |0.404 0.425]0.441 0.436(0.437 0.424|0.460 0.445|0.471 0.474]0.525 0.492|0.436 0.429|0.437 0.432(0.719 0.631]0.420 0.448|0.534 0.504|0.500 0.482
336 {0.405 0.422|0.487 0.458|0.479 0.446|0.501 0.466(0.570 0.546[0.565 0.515(0.491 0.469|0.481 0.459(0.778 0.659|0.459 0.465|0.588 0.535|0.521 0.496
720 ]0.437 0.454(0.503 0.491{0.481 0.470|0.500 0.488|0.653 0.621|0.594 0.558|0.521 0.500{0.519 0.516[0.836 0.699|0.506 0.507|0.643 0.616|0.514 0.512

ETThl

z
0

‘0.403 0.424‘().454 0.447)0.446 ().434‘0.469 ().454‘0.529 0.522|0.541 0.507|0.458 0.450‘0.456 0,452‘0.747 0.647]0.440 0.460(0.570 0.537|0.496 0.487

96 10.283 0.337|0.297 0.349]0.288 0.338|0.302 0.348|0.745 0.584|0.400 0.440(0.340 0.374|0.333 0.387|0.707 0.621|0.358 0.397|0.476 0.458|0.346 0.388
192 10.367 0.389|0.380 0.400[0.374 0.390(0.388 0.400|0.877 0.656|0.528 0.509|0.402 0.414(0.477 0.476|0.860 0.689|0.429 0.439|0.512 0.493|0.456 0.452
0.404 0.421]0.428 0.432(0.415 0.426|0.426 0.433/1.043 0.731|0.643 0.571|0.452 0.452|0.594 0.541{1.000 0.744|0.496 0.487|0.552 0.551{0.482 0.486
720 |0.411 0.434|0.427 0.445|0.420 0.440|0.431 0.446(1.104 0.763|0.874 0.679|0.462 0.468|0.831 0.657|1.249 0.838|0.463 0.474|0.562 0.560|0.515 0.511

ETTh2
g

z
us

‘0.366 0.395‘0383 0.407)0.374 0.398|0.387 0.407|0.942 0.684|0.611 0.550|0.414 0.427|0.559 0.515]0.954 0.723|0.437 0.449|0.526 0.516|0.450 0.459

96 (0.132 0.228|0.148 0.240(0.201 0.281|0.181 0.270]0.219 0.314]0.237 0.329(0.168 0.272|0.197 0.282]0.247 0.345|0.193 0.308|0.169 0.273|0.201 0.317
192 10.158 0.2520.162 0.25310.201 0.283|0.188 0.274|0.231 0.322]0.236 0.330{0.184 0.289(0.196 0.285|0.257 0.355]0.201 0.315|0.182 0.286|0.222 0.334
0.168 0.264|0.178 0.269(0.215 0.2980.204 0.293|0.246 0.337]0.249 0.344{0.198 0.3000.209 0.301|0.269 0.369|0.214 0.329{0.200 0.304|0.231 0.338
720 ]0.192 0.287(0.225 0.317]0.257 0.331]0.246 0.324|0.280 0.363]0.284 0.373|0.220 0.320]0.245 0.333|0.299 0.390|0.246 0.355|0.222 0.321]0.254 0.361

ECL
&

z
o

‘0.163 0.258‘0,178 0.270‘0.219 0.298|0.205 0.290]0.244 0.334{0.251 0.344/0.192 0.295(0.212 0.300|0.268 0.365]0.214 0.327|0.193 0.296|0.227 0.338

96 10.416 0.272]0.395 0.268 |0.649 0.389|0.462 0.295/0.522 0.290(0.805 0.493]0.593 0.321]0.650 0.396|0.788 0.499(0.587 0.366|0.612 0.338|0.613 0.388
192 10.436 0.277(0.417 0.276 |0.601 0.366(0.466 0.296/0.530 0.293|0.756 0.474|0.617 0.336(0.598 0.370|0.789 0.505|0.604 0.373|0.613 0.340(0.616 0.382
0.444 0.290]0.433 0.283(0.609 0.369|0.482 0.304{0.558 0.305|0.762 0.477(0.629 0.3360.605 0.373|0.797 0.508|0.621 0.383/0.618 0.328|0.622 0.337
720 10.513 0.316(0.467 0.302|0.647 0.387]0.514 0.322|0.589 0.328]0.719 0.449|0.640 0.350{0.645 0.394|0.841 0.523]0.626 0.382{0.653 0.355]0.660 0.408

Traffic
g

z
a5

‘0452 0.289‘0.428 0.282]0.626 0.378|0.481 0.304|0.550 0.304|0.760 0.473]|0.620 0.336|0.625 0.383]0.804 0.509(0.610 0.376|0.624 0.340|0.628 0.379

96 (0.149 0.198/0.174 0.214|0.192 0.232(0.177 0.218]0.158 0.230{0.202 0.261]0.172 0.220(0.196 0.255|0.221 0.306|0.217 0.296|0.173 0.223]0.266 0.336
192 10.200 0.243|0.221 0.25410.240 0.271(0.225 0.259|0.206 0.277|0.242 0.298]0.219 0.261]0.237 0.296|0.261 0.340|0.276 0.336|0.245 0.285|0.307 0.367
336 {0.257 0.286|0.278 0.296|0.292 0.3070.278 0.297(0.272 0.335]0.287 0.335|0.280 0.306|0.283 0.335(0.309 0.378]0.339 0.380{0.321 0.338/|0.359 0.395
720 ]0.334 0.338(0.358 0.347|0.364 0.353]0.354 0.348|0.398 0.418]0.351 0.386|0.365 0.359]0.345 0.381|0.377 0.427|0.403 0.428|0.414 0.410]0.419 0.428

Weather

Avg ‘0.235 0.266‘0,258 0.278 ‘0.272 0.291 ‘0.259 0.281/0.259 0.315‘0.271 0.320‘0.259 0.287|0.265 0.317]0.292 0.363|0.309 0.360|0.288 0.314‘0,338 0.382

96 10.188 0.225(0.203 0.237]0.322 0.339|0.234 0.286(0.310 0.331(0.312 0.399|0.250 0.292|0.290 0.378|0.237 0.344(0.242 0.342|0.215 0.249|0.884 0.711
192 10.229 0.258|0.233 0.261(0.359 0.356(0.267 0.310|0.734 0.725|0.339 0.416]0.296 0.318(0.320 0.398|0.280 0.380|0.285 0.380{0.254 0.272|0.834 0.692
336 10.233 0.260(0.248 0.273]0.397 0.369{0.290 0.315|0.750 0.735]0.368 0.430{0.319 0.330{0.353 0.415|0.304 0.389|0.282 0.376{0.290 0.296|0.941 0.723
720 10.249 0.272(0.249 0.275]0.397 0.356{0.289 0.317|0.769 0.765]0.370 0.425|0.338 0.337|0.356 0.413|0.308 0.388]|0.357 0.427|0.285 0.295|0.882 0.717

lar-Energy

G| Ave [0.225 0.254[0.233 0.262(0.369 0.356[0.270 0.307]0.641 0.639]0.347 0.4170.301 0.319]0.330 0.401]0.282 0.375(0.291 0.381/0.261 0.381(0.885 0.711
BestCount| 28 27 | 4 4]0 1[0 o]0 o]0 0|0 o0 o|0 O0]0O 0]O0 0|0 0

datasets for classification(Table[3T)), 4 datasets for imputation (Table[I0), and 5 datasets for anomaly
detection (Table [TT).

Forecasting. We compare the forecasting performance with the forecasting length of 96, 192, 336,
and 720. To make fair comparisons with baseline methods under different look back windows, we
have forecasting results in both fixed and optimal back windows. The full results for forecasting
with a 96 look back window are shown in Table[30} The full results with optimal look back window
ranging from 96 to 512 are shown Table [34]

Classification. Following [112]], we use 10 multivariate datasets from the UEA dataset collection [4].
The full results for classification are shown in Table 311

Imputation. Imputation aims to fill in the missing data points of the time series samples. We
randomly mask data points of the time series samples with mask ratios of 12.5%, 25%, 37.5%, and
50%, and then make the model predict the missing points. The full results of the imputation task are
shown in Table 33

Anomaly detection. Anomaly detection identifies the anomalous data points in the time series
samples. We present the complete results of anomaly detection in Table [32}
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Table 31: Full results for the single-task classification task. *. in the Transformers indicates the name
of xformer. We report the classification accuracy (%) as the result.

‘Classical methods RNN TCN Transformers MLP Freq.
Datasets / Models -
[DTW XGBoostRocketLSTMLSTNet LSSL TCN Trans. Re. In. Pyra. Auto. Station. FED. ETS. Flow.DLinearLightTS.TimesNetUniTS-ST
[6] [I5] [24] (410 (531 (391 (30! (104] (511 [127] [65] (114] (691 [128] [I11(I13] (1191 [122] [1I2]  (Ours)
EthanolConcentration|32.3  43.7 452 32.3 39.9 31.1 289 32.731.931.6 30.8 31.6 32.7 31.2 28.1 33.8 32.6 297 35.7 37.6
FaceDetection 529 633 64.7 57.7 65.7 66.7 52.8 67.3 68.6 67.0 65.7 68.4 68.0 66.0 66.3 67.6 68.0 67.5  68.6 70.5
Handwriting 28.6 15.8 58.8 152 25.8 24.6 53.3 32.0 27.432.8 29.4 36.7 31.6 28.0 32.5 33.8 27.0 26.1 32.1 29.7
Heartbeat 71.7 732 75.6 722 77.1 72.7 75.6 76.1 77.1 80.5 75.6 74.6 73.7 73.7 71.2 77.6 75.1 75.1 78.0 80.0
JapaneseVowels  [94.9 86.5 96.2 79.7 98.1 98.4 98.9 98.7 97.8 98.9 98.4 96.2 99.2 984 959 989 962 962 984 97.8
PEMS-SF 71.1 983 75.1 39.9 86.7 86.1 68.8 82.1 82.7 81.5 83.2 82.7 87.3 809 86.0 83.8 75.1 884  89.6 93.1
SelfRegulationSCP1 |77.7 84.6 90.8 68.9 84.0 90.8 84.6 92.290.4 90.1 88.1 84.0 89.4 88.7 89.6 92.5 873 898 O91.8 93.9
SelfRegulationSCP2 |53.9 48.9 53.3 46.6 52.8 52.2 55.6 53.9 56.7 53.3 53.3 50.6 57.2 54.4 55.0 56.1 50.5 5I.1 57.2 61.1
SpokenArabicDigits |96.3 69.6 71.2 31.9 100.0 100.095.6 98.4 97.0100.099.6100.0 100.0 100.0100.098.8 81.4 100.0  99.0 98.9
UWaveGestureLibrary|90.3  75.9 94.4 41.2 87.8 85.9 88.4 85.6 85.6 85.6 83.4 859 87.5 853 85.0 86.6 82.1 80.3 85.3 87.8
Average Accuracy |67.0 66.0 72.5 48.6 71.8 70.9 70.3 71.9 71.572.1 70.8 71.1 72.7 70.7 71.0 73.0 67.5 704  73.6 75.0

Table 32: Full results for the anomaly detection task. The P, R and F1 represent the precision, recall
and F1-score (%) respectively. Fl-score is the harmonic mean of precision and recall.

Datasets SMD MSL SMAP SWaT PSM Avg F11

Metrics Pt Rf FIt| Pt Rf FIf| Pt Rt FI{| Pt R FIf| Pt Rt FIf| B
LSTM [41] |78.52 65.47 71.41|78.04 86.22 81.93]91.06 57.49 70.48|78.06 91.72 84.34169.24 99.53 81.67| 77.97
Transformer [[104](83.58 76.13 79.56|71.57 87.37 78.68|89.37 57.12 69.70|68.84 96.53 80.37(62.75 96.56 76.07| 76.88
LogTrans [57] |83.46 70.13 76.21|73.05 87.37 79.57|89.15 57.59 69.97|68.67 97.32 80.52|63.06 98.00 76.74| 76.60
TCN [30] |84.06 79.07 81.49|75.11 82.44 78.60|86.90 59.23 70.45|76.59 95.71 85.09|54.59 99.77 70.57| 77.24
Reformer [51] {82.58 69.24 75.32|85.51 83.31 84.40(90.91 57.44 70.40|72.50 96.53 82.80(59.93 95.38 73.61| 77.31
Informer [127](86.60 77.23 81.65(81.77 86.48 84.06|90.11 57.13 69.92|70.29 96.75 81.43|64.27 96.33 77.10| 78.83
Anomaly*  [116] [88.91 82.23 85.49(79.61 87.37 83.31|91.85 58.11 71.18|72.51 97.32 83.10|68.35 94.72 79.40| 80.50
Pyraformer [65] |85.61 80.61 83.04|83.81 85.93 84.86(92.54 57.71 71.09(87.92 96.00 91.78|71.67 96.02 82.08| 82.57
Autoformer [114]88.06 82.35 85.11|77.27 80.92 79.05/90.40 58.62 71.12|89.85 95.81 92.74|99.08 88.15 93.29| 84.26
LSSL [39] |78.51 65.32 71.31|77.55 88.18 82.53|89.43 53.43 66.90|79.05 93.72 85.76|66.02 92.93 77.20| 76.74
Station. [69] |88.33 81.21 84.62|68.55 89.14 77.50{89.37 59.02 71.09|68.03 96.75 79.88(97.82 96.76 97.29| 82.08
DLinear [119](83.62 71.52 77.10(84.34 85.42 84.88|92.32 55.41 69.26|80.91 95.30 87.52|98.28 89.26 93.55| 82.46
ETSformer [111](87.44 79.23 83.13(85.13 84.93 85.03|92.25 55.75 69.50|90.02 80.36 84.91(99.31 85.28 91.76| 82.87
LightTS [122](87.10 78.42 82.53(82.40 75.78 78.95|92.58 55.27 69.21|91.98 94.72 93.33|98.37 95.97 97.15| 84.23
FEDformer [128](87.95 82.39 85.08|77.14 80.07 78.57|90.47 58.10 70.76|90.17 96.42 93.19|97.31 97.16 97.23| 84.97
TimesNet* [112](87.95 81.54 84.62(89.55 75.29 81.80(90.14 56.56 69.50(90.76 95.35 93.00|98.50 96.29 97.38| 85.26
UniTS-ST Ours |89.32 86.90 88.09(89.91 77.68 83.46|93.37 76.02 83.80(92.37 94.17 93.26|98.62 96.28 97.43| 89.21

For fair comparisons, we follow the settings of [112] to only use reconstruction error for Anomaly

Transformer.

TimesNet are reproduced from the https://github.com/thuml/Time-Series-Library to ensure
fair comparisons.
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Figure 6: The comparison of average inference steps between our direct multi-step inference and
multi-step sliding window-based inference for zero-shot forecasting on new lengths.

Table 33: Full results for the imputation task. We randomly mask 12.5%, 25%, 37.5% and 50% time
points to compare the model performance under different missing degrees.

UniTS-ST TimesNet ETS. LightTS®  DLinear™ FED. Stationary Auto. Pyra. In. LogTrans Re. LSTM TCN LSSL
(Ours) {I12] iy [iv21] [iic)} (4 65] 7 0 En 01 (2]

Mask Ratio MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE|MSE MAE

Models

12.5% {0.015 0.079|0.019 0.092|0.067 0.188(0.075 0.180[0.058 0.162(0.035 0.135|0.026 0.107|0.034 0.124|0.670 0.541|0.047 0.155|0.041 0.141{0.032 0.126/0.974 0.780(0.510 0.493(0.101 0.231
25% 10.017 0.082(0.023 0.101/0.096 0.229|0.093 0.206(0.080 0.193|0.052 0.166|0.032 0.119]0.046 0.144/0.689 0.553|0.063 0.180(0.044 0.144|0.042 0.146|1.032 0.807(0.518 0.5000.106 0.235
37.5% |0.019 0.088(0.029 0.111]0.133 0.271(0.113 0.231{0.103 0.219/0.069 0.191]0.039 0.131]0.057 0.161{0.737 0.581{0.079 0.200|0.052 0.158|0.063 0.182(0.999 0.792/0.516 0.499(0.116 0.246
50% 10.024 0.097(0.036 0.124/0.186 0.323|0.134 0.255(0.132 0.2480.089 0.218|0.047 0.145]0.067 0.174(0.770 0.605|0.093 0.218|0.063 0.173|0.082 0.208/0.952 0.763|0.519 0.496(0.129 0.260

ETTml

Avg ‘0.019 0.087/0.027 0.107|0.120 0.253(0.104 0.218]0.093 0.206(0.062 0.177]0.036 0.126/0.051 0.150|0.717 0.570|0.071 0.188/0.050 0.154|0.055 0.166|0.989 0.786|0.516 0.497(0.113 0.254

12.5% {0.032 0.118]0.057 0.159|0.126 0.263(0.240 0.345/0.151 0.267|0.070 0.190|0.060 0.1650.074 0.182|0.857 0.609|0.114 0.234/0.229 0.330|0.074 0.194{1.265 0.896|0.599 0.554(0.422 0.461
25% 10.036 0.126(0.069 0.178/0.169 0.304(0.265 0.364(0.180 0.2920.106 0.236|0.080 0.189]0.090 0.203|0.829 0.672|0.140 0.262|0.207 0.323|0.102 0.227/1.262 0.883|0.610 0.567(0.412 0.456
37.5% 0.047 0.142|0.084 0.196|0.220 0.347|0.296 0.382|0.215 0.318|0.124 0.258|0.102 0.212(0.109 0.2220.830 0.675|0.174 0.293|0.210 0.328|0.135 0.261{1.200 0.867|0.628 0.577|0.421 0.461
50% 10.060 0.160(0.102 0.215/0.293 0.402(0.334 0.404(0.257 0.347|0.165 0.299|0.133 0.240|0.137 0.248/0.854 0.691|0.215 0.325|0.230 0.348|0.179 0.298|1.174 0.849(0.648 0.5870.443 0.473

ETThl

Av,

3

‘0.043 0.136(0.078 0.187|0.202 0.329(0.284 0.373|0.201 0.306|0.117 0.246|0.094 0.201]|0.103 0.214{0.842 0.682|0.161 0.279]0.219 0.332|0.122 0.245|1.225 0.873|0.621 0.571|0.424 0.481

12.5% {0.031 0.112/0.085 0.202|0.196 0.321(0.102 0.229/0.092 0.214|0.107 0.237|0.093 0.210]0.089 0.210|0.297 0.383|0.218 0.326|0.164 0.296|0.190 0.308/0.277 0.366|0.621 0.620(0.217 0.341
25% 10.035 0.119(0.089 0.206/0.207 0.332(0.121 0.252(0.118 0.2470.120 0.251{0.097 0.214]0.096 0.220|0.294 0.380{0.219 0.326|0.169 0.299|0.197 0.312(0.281 0.369|0.559 0.585(0.219 0.341
37.5% |0.040 0.128(0.094 0.213/0.219 0.3440.141 0.273(0.144 0.276|0.136 0.266|0.102 0.220|0.104 0.229]0.296 0.381|0.222 0.328|0.178 0.305|0.203 0.315(0.275 0.364(0.567 0.5880.223 0.343
50% |0.046 0.138(0.100 0.221/0.235 0.357|0.160 0.293(0.175 0.305|0.158 0.284(0.108 0.228|0.113 0.239|0.299 0.383|0.228 0.331(0.187 0.312]0.210 0.319|0.273 0.361(0.581 0.5970.229 0.347

Electricity

Avg ‘0.038 0.124/0.092 0.210|0.214 0.339(0.131 0.262|0.132 0.260(0.130 0.259]0.100 0.218|0.101 0.225|0.297 0.382|0.222 0.328|0.175 0.303|0.200 0.313]0.277 0.365|0.582 0.597|0.222 0.293

12.5% {0.025 0.041|0.025 0.045|0.057 0.141(0.047 0.101|0.039 0.084(0.041 0.107]0.027 0.0510.026 0.047|0.140 0.220|0.037 0.093|0.037 0.072|0.031 0.076{0.296 0.379|0.176 0.287(0.036 0.095
25% 10.026 0.044(0.029 0.052/0.065 0.155(0.052 0.111{0.048 0.103|0.064 0.163|0.029 0.056|0.030 0.054|0.147 0.229]0.042 0.100{0.038 0.074|0.035 0.082(0.327 0.409|0.187 0.293(0.042 0.104
37.5% 0.027 0.045|0.031 0.057]0.081 0.180/0.058 0.121{0.057 0.117]0.107 0.229(0.033 0.062(0.032 0.060|0.156 0.240(0.049 0.111]0.039 0.0780.040 0.091{0.406 0.463|0.172 0.281|0.047 0.112
50% 10.029 0.049(0.034 0.062/0.102 0.207|0.065 0.133(0.066 0.134/0.183 0.312|0.037 0.068|0.037 0.067|0.164 0.249|0.053 0.114/0.042 0.082|0.046 0.099(0.431 0.483(0.195 0.303|0.054 0.123

‘Weather

| Avg [0.0260.045/0.030 0.054]0.076 0.171]0.055 0.117|0.052 0.110]0.099 0.203(0.032 0.059[0.031 0.057]0.152 0.2350.045 0.104]0.039 0.076[0.038 0.087]0.365 0.434]0.183 0.291/0.045 0.108

BestCount 16 16| 0 0|0 o]o oo ofo ofo ofo ofo oo oflo oo ofo oo ofo o

L. Additional Results: Multi-task versus Single-task Learning

To verify the gap between multi-task and single-task learning under fair comparisons, we conduct
a experiment to train the single-task models using the same hyper-parameters as the multi-task co-
training. As shown in Table[35] multi-task learning achieves stronger performance on both forecasting
and classification tasks. Interestingly, under the same hyper-parameters, some classification models
fail to converge in the single-task setting, whereas the multi-task model does not have this issue,
demonstrating the robustness of multi-task training.
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Table 34: Full results of the long-term forecasting task where model is separately trained on each
dataset. The input time series sequence length is set ranging from 96 to 512 to ensure fair comparisons.
Baseline results are obtained from their original papers. "Extra Training Data" indicates whether
the model uses training data beyond just time series data. "Multi-task Support" refers to whether
the model can handle multiple tasks or is focused solely on a single task. Gray color represents
LLM-reprogrammed models that reprogram pre-trained LLMs to time series domain and needs
dataset/task-specific modules. For the best count, we only consider the purely time series models.

Models UniTS-ST MOMENT TSMixer TEMPO TIME-LLM LLMA4TS TEST GPT4TS
‘ (Ours) (361 {14 (0] 2] (2] o7 129
Metric MSE MAE | MSE MAE | MSE MAE || MSE MAE | MSE MAE | MSE MAE | MSE MAE | MSE MAE
_ 96 0.278 0.338 | 0.293 0.349 | 0.285 0.339 || 0.438 0.424 | 0.272 0.334 | 0.360 0.388 | 0.293 0.346 | 0.292  0.346
] 192 0.319 0.364 - - 0.327 0.365 || 0.461 0.432 | 0.310 0.358 | 0.386 0.401 | 0.332 0.369 | 0.332 0.372
[t: 336 0.354 0.386 - - 0.356 0.382 || 0.515 0.467 | 0.352 0.384 | 0.415 0.417 [ 0.368 0.392 | 0.366 0.394
m 720 0.397 0.416 | 0.405 0.416 [ 0.419 0.414 || 0.591 0.509 | 0.383 0.411 | 0470 0.445]0.418 0420|0417 0.421
| Avg [0.337 0.376 | 0.349 0.383 | 0.347 0.375 || 0.501 0.458 ] 0.329 0.372] 0408 0.413]0.353 0.382 ] 0.352 0.383
96 0.167 0.258 | 0.181 0.269 | 0.163 0.252 || 0.185 0.267 | 0.161 0.253 | 0.184 0.265 - - 0.173 0.262
‘E 192 0.222 0.295 - - 0.216 0.290 || 0.243 0.304 | 0.219 0.293 ] 0.240 0.301 - - 0.229 0.301
E 336 0.270 0.325 - - 0.268 0.324 || 0.309 0.345 | 0.271 0.329 | 0.294 0.337 - - 0.286 0.341
m 720 0.358 0.380 | 0.366 0.388 | 0.420 0.422 || 0.386 0.395| 0.352 0.379 | 0.386 0.393 - - 0.378 0.401
| Avg [ 0.254 0.315]0.274 0.329 | 0.267 0.322 || 0.281 0.328 ] 0.251 0.314]0.276 0324 | - - 10284 0.339
96 0.360 0.396 | 0.387 0.410 | 0.361 0.392 || 0.400 0.406 | 0.362 0.392 | 0.371 0.394 ] 0.372  0.400 | 0.376  0.397
= 192 0.401 0.416 - - 0.404 0418 || 0.426 0.421 | 0.398 0.418 [ 0403 0.412 | 0414 0422|0416 0418
E 336 0.425 0.439 - - 0.420 0.431 || 0.441 0.430 | 0.430 0.427 | 0.420 0.422 | 0.422 0.437 | 0.442 0.433
m 720 0.434 0.454 | 0.454 0.472 | 0.463 0.472 || 0.443 0451|0442 04570422 0444|0447 0467|0477 0456
\ Avg | 0.405 0.426 | 0.421 0.441 | 0412 0.428 || 0.428 0.427 | 0.408 0.424 | 0.404 0418 | 0414 0.431]0.428 0426
96 0.277 0.346 | 0.288 0.345 | 0.274 0.341 || 0.301 0.353 | 0.268 0.328 | 0.269 0.332 ] 0.275 0.338 | 0.285 0.342
g 192 0.325 0.382 - - 0.339 0.385 | 0.355 0.389 | 0.329 0.375(0.328 0.377 | 0.340 0.379 | 0.354 0.389
E 336 0.347 0.398 - - 0.361 0.406 || 0.379 0.408 | 0.368 0.409 | 0.353 0.396 | 0.329 0.381 | 0.373 0.407
m 720 0.373 0.420 | 0.403 0.439 | 0.445 0.470 || 0.409 0.440 | 0.372 0.420 | 0.383 0.425] 0.381 0.423 | 0.406 0.441
| Avg [ 0.331 0.387 | 0.346 0.392 | 0.355 0.401 || 0.361 0.398 ] 0.334 0.383 ] 0.333 0.383 ] 0.331 0.380 | 0.355 0.395
96 0.130 0.224 | 0.138 0.242 | 0.131 0.229 || 0.178 0.276 | 0.131 0.224 | 0.128 0.223 ] 0.132 0.223 | 0.139 0.238
- 192 0.147 0.242 - - 0.151 0.246 || 0.198 0.293 | 0.152 0.241 | 0.146 0.240 | 0.158 0.241 | 0.153 0.251
B 336 0.160 0.260 - - 0.161 0.261 || 0.209 0.309 | 0.160 0.248 | 0.163 0.258 [ 0.163 0.260 | 0.169 0.266
720 0.188 0.284 | 0.211 0.305 | 0.197 0.293 || 0.279 0.355| 0.192 0.298 | 0.200 0.292 | 0.199 0.291 | 0.206 0.297
| Avg [ 0.156 0.253 | 0.175 0.274 | 0.160 0.257 || 0.216 0.308 | 0.159 0.253 | 0.159 0.253 ] 0.163 0.253 ] 0.167 0.263
96 0.370 0.255 | 0.391 0.282 | 0.376 0.264 || 0.476 0.343 | 0.362  0.248 | 0.372  0.259 | 0.407 0.282 | 0.388 0.282
2 192 0.390 0.263 - - 0.397 0.277 || 0.496 0.3 0.374 0.247 | 0.391 0.265 | 0.423 0.287 | 0.407 0.290
E 336 0415 0.268 - - 0.413 0.290 || 0.503 0.356 | 0.385 0.271 | 0.405 0.275 | 0.430 0.296 | 0.412 0.294
= 720 0.461 0.326 | 0450 0.310 | 0.444 0.306 || 0.538 0.376 | 0.430 0.288 | 0.437 0.292 | 0.463 0.315]0.450 0.312
| Avg [ 0.409 0.278 | 0.421 0.296 | 0.408 0.284 || 0.503 0.358 | 0.388 0.264 | 0.401 0.273 ] 0.431 0.295]0.414 0.295
. 96 0.140 0.192 | 0.154 0.209 | 0.145 0.198 || 0.211 0.254 | 0.147 0201 | 0.147 0.196 | 0.150 0.202 | 0.162  0.212
2 192 0.185 0.237 - - 0.191 0.242 || 0.254 0.298 | 0.189 0.234 | 0.191 0.238 [ 0.198 0.246 | 0.204 0.248
3 336 0.234 0.278 - - 0.242 0280 || 0.292 0.332 | 0.262 0.279 | 0.241 0.277 | 0.245 0.286 | 0.254 0.286
= 720 0.306 0.330 | 0.315 0.336 | 0.320 0.336 || 0.370 0.379 | 0.304 0316 0.313 0.329 | 0.324 0.342 | 0.326 0.337
| Avg [0.216 0.259 | 0.235 0.273 | 0.225 0.264 || 0.282 0.316] 0.226 0.258 | 0.223  0.260 | 0.229 0.269 | 0.237 0.271
Best Count | 21728 19/28 | 0/28 0/28 | 7/28 9128 || - -] - -] - -] - -
Extra Training Data No No No Yes Yes Yes Yes Yes
Multi-task Support Yes No No No No No No No

Table 35: Compare UNITS trained by multi-task learning with that trained by single-task learning
under same hyper-parameters.

UNITS Acc 4,47 (Classification) MSE 4,4 (Forecasting)
Multi-task 81.6% 0.439
Single-task 65.3% 0.464

M Limitations and Future Directions

The datasets collected by this work do not yet cover all available time series datasets, such as some of
the univariate datasets in UCR dataset collections and the more physiologic time series signals
from PhysioNet [34]]. We will explore using larger dataset collections to further improve UNITS.

UNITS primarily aims to unify predictive and generative tasks within a single multi-task model. We
demonstrate this by showcasing its adaptability to new data and tasks through prompt learning and
few-shot learning. While adapting to new time series data differs fundamentally from generalizing to
entirely new data, we will further explore UNITS’s generalization ability for zero-shot learning.
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Figure 7: The similarity of prompt tokens among datasets.

N Impact Statement

This paper focuses on analyzing time series sequences from various domains and introduces a versatile
machine-learning approach designed for this purpose. While our research has numerous potential
societal impacts, we believe none require specific emphasis in this context.

35



UMAP projection of prompt tokens before training.
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Figure 8: UMAP of untrained prompt tokens in UNITS. This plot illustrates that there is no significant

organization (clustering) of prompt tokens prior to UNITS training.

UMAP projection of prompt tokens after training.
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Figure 9: UMAP of trained prompt tokens in UNITS. Unlike Figure above, this plot illustrates the
meaningful organization (clustering) of prompt tokens by dataset domain category when trained by

UNITS.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction cover the contributions and scope of the paper
regarding building a unified time-series model.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Section[M] we discuss the limitations and future work regarding the size of
dataset collections and the exploration of more advanced network architectures.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: This paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the implementation details for experiment settings in Sec-
tion [5] Section and Section [K] We also provide the source code and datasets at
https://github.com/mims-harvard/UniTs.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the source code and datasets at https://github.com/
mims-harvard/UniTS. Instructions for downloading data and running experiments are
provided inside."

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the details for training and test settings in Section 5] Section|D]
and Section K] Full details are shown in the provided code.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We use a fixed seed in experiments to maintain low statistical variance.
Additionally, we conduct experiments on diverse datasets to ensure the statistical significance
of the results.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the computer resources we used in Section
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have read the NeurIPS Code of Ethics and adhere to it.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the broader impacts in Section|[N]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We use open source datasets and codes based on their licenses. Most baselines

are released under mit lisxxx. We use opsource datasets preprocessed xxx we did not crxx
build new dataset in this paper.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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