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Abstract

Dialogue context identification is a critical com-
ponent of grounded dialogue response genera-
tion, with Persona and Knowledge being major
areas of study. However, each context has been
studied in isolation with more practical multi-
context tasks only recently introduced. We
define Persona and Knowledge Dual Context
Identification as the task to identify Persona
and Knowledge jointly for a given dialogue,
which would be of fundamental importance in
complex multi-context Dialogue settings. We
develop a novel multi-context retrieval method
that utilizes all contexts of dialogue simultane-
ously while also requiring limited training via
zero-shot inference due to compatibility with
neural Q & A models. Techniques we develop
for enhanced retrieval are cross-domain for-
mulation, component augmentations, permu-
tative evaluation, and selective fine-tuning. We
further analyze the hard-negative behavior of
combining Persona and Dialogue via our novel
null-positive rank test. We achieve SOTA with
90%+ performance for both tasks of Persona
retrieval & Knowledge retrieval on the Call For
Customized Conversation benchmark. We pro-
vide code for our training, retrieval, and test in
zip file with submission.

1 Introduction

Dialogue context identification (Wu et al., 2021;
Feng et al.,, 2020) is a crucial component of
grounded dialogue generation. There has been
much progress on each Persona and Knowledge
grounded dialogue systems respectably, however
combination of both and more unique contexts has
not been extensively studied. In practical settings,
it is more realistic to assume utility of multiple
components, with an explicit use-case being travel
assistance agent (Jang et al., 2021).

One important aspect of multi-context configura-
tion is that Persona and Knowledge pairs should be
retrieved from given Dialogue. Following Ground-
ing prediction tasks in (Jang et al., 2021), we define

Persona and Knowledge Dual Context Identifica-
tion as the task to identify Persona and Knowledge
jointly for a given dialogue. We emphasize that
there are specific interactions (Figure 1) that hap-
pen between Persona, Knowledge and Dialogue,
thus they cannot be predicted separately from par-
tial components.

We aim to formalize the nature of component-
wise interactions via this research, resulting in en-
hanced Persona and Knowledge dual context re-
trieval methodology that enhances the downstream
task of dialogue generation. This separation of
tasks is of a particularly fundamental benefit for
multi-context dialogue, in which we can study com-
plex context-wise interactions first, then apply the
identified behavior as a sub-component of End-to-
end systems. As a starting point, we re-purpose
existing domains and find that Question and An-
swering is a good candidate (Adolphs et al., 2021).

We develop a framework that exploits this re-
lation, of which a particularly interesting method
is combining Persona and Dialogue' as a form of
component augmentation. Combining Persona and
Dialogue as a single element in complex systems
might be of further utility as each pertains to at-
tributes and actions of the human respectively. In-
terestingly, our suggested combination seems to
induce non-triviality that corresponds to hard nega-
tives that could be applied to enhance retrieval. We
introduce a novel evaluation methodology of the
Null-positive Rank Test (NRT) to quantify this trait.
We further enhance the effect of augmentation via
selective fine-tuning and permutative evaluation.

Our contributions are summarized as follows.

1. Persona and Knowledge dual context re-
trieval methodology. We enhance specific inter-
actions between all components to successfully re-
trieve dialogue components. We achieve SOTA
performance for both Persona and Knowledge re-
trieval. Notably, no model fine-tuning is required
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for zero-shot top-1 Knowledge retrieval method.

2. Framework to enhance cross-domain
formulation of dialogue context interac-
tions. (Adolphs et al., 2021) showed that Q & A
formulation is relevant for Knowledge grounded di-
alogue in E2E setting. We develop a cross-domain
retrieval framework for multi-context dialogue that
can repurpose existing retrieval models.

3. Quantifying non-triviality induced via
Persona-Dialogue Augmentation. We augment
Dialogue with Persona to form an enhanced input
to our retrieval method, in which we observe hard
negative traits. We present a novel test methodol-
ogy to isolate the capabilities of models on induced
non-triviality.

2 Related Works

Integrating Persona or Knowledge bases with dia-
logue agents in isolation have been actively studied.
For Persona integration, datasets and systems in-
clude PersonaChat (Zhang et al., 2018) and many
others (Majumder et al., 2020; Joshi et al., 2017;
Shuster et al., 2018; Wu et al., 2019; Xu et al.,
2020; Rashkin et al., 2019). Datasets for Knowl-
edge integration are (Dinan et al., 2018; Zhou et al.,
2018). Persona-only method is limited in that lack
of Knowledge context prohibits the agent from
elaborating with specific detailed information. In
contrast, the shortcoming of the Knowledge-only
approach is that relevant Knowledge itself might
depend on Persona of the user. We address the limi-
tations of previous studies via studying interactions
between all components of dialogue.

Knowledge Identification (Wu et al., 2021; Feng
et al., 2020) task has been defined and studied in
recent papers stemming from evaluation of Knowl-
edge grounded dialogue. However, it does not take
user’s Persona into account and mostly focuses on
span-prediction from long-form passages. Our re-
search expands upon Knowledge Identification task
to specify Persona & Knowledge as dual context to
be jointly retrieved from dialogue.

3 Methodology

We provide a brief overview of methodology in Ap-
pendix A. A glossary for the equations is provided
in Appendix B.

3.1 Knowledge Retrieval

We introduce a novel formulation of Persona,
Knowledge and Dialogue as Q & A input (Fig-
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Figure 1: Comparison of baseline retrieval method with
PK-ICR. In baseline system (a), Persona and Knowl-
edge are retrieved separately via Dialogue-only input.
PK-ICR (b) introduces an intermediate step to encode
Dialogue together with Persona. This allows for neces-
sary interaction between Persona and Knowledge.

ure 5). This form is specifically selected to infer
relations between all inputs of the grounded di-
alogue during answer likelihood calculation and
to replicate short question and descriptive answer
pairs often found in the Q & A setting. Sample
available in Appendix F.

E:{Qi, Aj} ={Pi+ D, Kj} (1)
We then perform permutative Persona-
Knowledge evaluation (Figure 4) on all pairs
of augmented Persona and Knowledge E. We
find the best Knowledge via computing all pairs
and recording Knowledge of most aligned pair.
This is to make sure we find the best Knowledge
that aligns with the Dialogue and Persona of the
human.

true; = argmax My{P; + D, K;} o
J
fortel.n,jel.m.

3.2 Persona Retrieval

Continuing from Section 3.1, we fine-tune the Q
& A retrieval model M, using augmented Persona
and predicted true Knowledge Kiyye; pairs only,
without incorrect Knowledge pairs.”> We further
remark that Persona-augmented Dialogue exhibits
Hard Negative characteristics, with detailed discus-
sion in Section 3.3.

El : {QiaAtrue} = {Pz + DvKtruej} (3)

E| .
Mq train Mf (4)

*This results in reduced computation of O(nm) to O(n)
for both training and inference. In effect, this decreases nega-
tive pairs from 3M to 0.3M with 10x speedup.



Figure 2: A sample ranking procedure during Null-
positive Rank Test (NRT). P,, Ppos, Preg, denote null-
positive sample, positive and negative Personas respec-
tively. We omit dialogue augmentation + D in the figure
for brevity. r,,,;n = —1 and 7,4, = +3 in this figure.
Note that the likelihood for Persona is ordered from top
to bottom. Arrows are possible positions for P,. Num-
bers on the right side of Personas are the null-positive
rank values, which are configured to be 0 when right
below P,,,. Corresponding samples in Table 4.

Finally, we infer ' data pairs with model My
to obtain Persona likelihood score. We utilize a
threshold pyp,s to avoid retrieving unrelated Per-
sona. Certain Dialogue has no Persona assigned to
it, which we can replicate with the threshold.

pi = Mf{Pz + D, Ktruej} (5)

. Di, lfpz 2 Pthres
true; = arg max ;
i 0, otherwise (6)

fori e 1...n.

Retrieved Persona and Knowledge for given Di-
alogue D is as follows, notated by R :

R:{D7P7K}:{D7Ptruei7Ktruej} (7)
3.3 Null-positive Rank Test

We stress that fine-tuning our model with Persona-
augmented Dialogue (F; + D) to create model My
is a specific choice, closely associated with our re-
trieval setup with Q & A formulation. Appendix G
discusses how score will be skewed higher without
fine-tuning. Furthermore, we interpret Persona-
augmented Dialogue as a form of Hard Negative
sampling, in which augmentation of Persona with
Dialogue creates non-trivial Questions that require
enhanced model capability.> We discuss hard nega-
tive observation in detail in Appendix E.

3We note that this augmentation can also be utilized with
Persona-only tasks.

Model Type Accuracy (%)

Baseline 65.06
Proto-gen (Saha et al., 2022) 85.18
D & K; 79.26
P; & K (pairwise) 84.62

P; + D & K (pairwise) 94.69 (+29.63)

Table 1: Knowledge retrieval results. We report top-1
Knowledge retrieval accuracy per asymmetric Q & A
input. D, K, P each refer to Dialogue, Knowledge and
Persona. Pairwise means all possible permutations are
ranked (Figure 4).

As to strengthen hard negative observation, we
present a novel methodology of null-positive rank
test to quantify the inherent difficulty of ranking
P; + D samples. We designate a null-positive*
(P,) sample as a representative baseline for the
model. The inquiry is the following: Where does
the null-positive sample rank when contrasted with
nontrivial candidates? This method allows us to
isolate the discriminative performance of the model
corresponding to samples of interest, regardless of
score output.

The "non-triviality" metric which computes av-
erage distance of null-positive (F,) rank from ideal
rank of 0 is as follows, notated by =7

z :T'mam

k|7
S
A lower value of =7 means the model can dis-
tinguish hard negative samples better. Glossary for
symbols are in Appendix B. We provide variants of
the metric and detailed descriptions regarding null-
positive selection and ideal rank in Appendix C.

-T =

®)

4 Experiment Setup

We utilize Call For Customized Conversation (Jang
et al., 2021) dataset and cross-encoder neural Q &
A model trained on MS MARCO dataset (Nguyen
et al., 2016). More details in Appendix D.

S Results
5.1 Knowledge Retrieval

We experiment with various ablations of Dialogue
/ Persona / Knowledge interactions and find per-

*"Null-positive" term corresponds to the fact that the ideal
model should have no preference on how to score the likeli-
hood of the null-positive sample, except that it should rank
right below all positive sample(s). Another name considered
was neutral rank test.



Model Type Accuracy (%)

Baseline 86.86

Proto-gen (Saha et al., 2022) 87.75

D & P 86.78

P; & Kirue; 86.75

P+ D & Kirye; 83.83

P& Ktmej (fine-tuned) 89.12
P; + D & Kiyye; (fine-tuned)  91.57 (+4.71)

Table 2: Persona retrieval results. We report Persona
retrieval accuracy per asymmetric Q & A input. D, K, P
each refer to Dialogue, Knowledge and Persona. Avail-
able candidates of P; are compared with fixed Ky qe
(Figure 4).

Model Type 0-Acc (%) T =14 T
Zero-shot 79.30 1.02 1.04 0.62
Ours 86.81 097 0.96 0.56

Table 3: Null-positive rank test results for P; + D &
Kirye; models. Ours model is the fine-tuned variant.
We report Persona retrieval accuracy when pypres = 0
(0-Acc), overall / positive / negative non-triviality (=7,
-1y, -T_) (eq. 8). Smaller non-triviality means the
model ranks the set of augmented Persona P;+ D easier.

mutative evaluation of eq. 1 form yields best per-
formance for selecting top-1 Knowledge. Table 1
shows strong performance increase compared to
dialogue-only model which confirms that consid-
ering all components of dialogue is important. Ad-
ditionally, we verify our cross-domain formulation
in Appendix F.

5.2 Persona Retrieval

Fine-tuning of P; + D model yields performance
increase, as shown in Table 2. However, we ob-
serve low performance for P; + D in comparison
to P; and the baseline. We suspect that this is due
to lack of score normalization, in that Q & A rela-
tionship of Dialogue to true Knowledge may affect
likelihood score. Thus fine-tuning the model is a
necessity to utilize Q & A formulation properly.
Further experimental results are in Appendix G.

5.3 Null-positive Rank Test

To verify our observation of the effectiveness of
P; + D, we perform null-positive rank test (Sec-
tion 3.3). Table 3 show that performance of the
model has increased in top-1 rank setting(0 thresh-

400 40

300 Delta 30
Ratio (%)

200 20

100 10

-100 _ -10
-200 -20
-300 -30
-400 -40

Null-positive Rank

Figure 3: Analysis of null-positive rank data for P; + D
& Kipye; models. Delta value refer to change between
Ours model and Zero-shot model in terms of sample
count (left axis). Ratio value is delta value divided by
sample count for Zero-shot, in % (right axis). For rank
0, delta > 0 which is an improvement. Additionally, our
non-triviality results capture improvements in crucial
rank positions, being delta < 0 observed for rank —1
and ranks with long distance 3, 4.

old, 0-Acc)’. We further discover that overall /
positive / negative non-triviality has all improved.
We examine sample count per rank in Figure 3.
Further discussions are available in Appendix C.

6 Conclusion

We introduce high-performing Persona-Knowledge
dual context retrieval method PK-ICR in this pa-
per. We perform Q & A informed augmentations
of data that successfully exploit the interactions
between Persona, Dialogue and Knowledge. We
perform zero-shot top-1 Knowledge retrieval and
precise Persona scoring. We present novel evalua-
tion method of null-positive rank test as to isolate
hard-negative effect of Persona-Dialogue augmen-
tation.

We hope to stimulate readers to model dialogue
context as an interactive whole of multiple compo-
nents, rather than considering Persona and Knowl-
edge individually. As NLP community aim to
tackle more and more complex dialogue systems,
our effort to materialize multi-context identification
as a pre-requisite task and to develop specific meth-
ods informed by both dialogue and information
retrieval research may be further enhanced with ap-
plication to more complex dialogue retrieval tasks.
Thus, we emphasize the importance of this work as
the first milestone of multi-context retrieval for
dialogue systems.

5This is performance on persona retrieval free from score-
related effect in Appendix G.
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A Methodology Overview

Our methodology aims to maximize interactions between all components of a conversation turn (Dialogue,
Persona and Knowledge). Knowledge retrieval is a top-1 ranking task (Section 3.1), while we treat Persona
retrieval as a point-wise scoring task with 1 or O true Persona label (Section 3.2). We solve Knowledge
retrieval in a zero-shot manner, while we introduce null-positive rank test to investigate the effectiveness
of our Persona retrieval method, along with hard-negative characteristics of Persona-augmented Dialogue
(Section 3.3). We tackle both Knowledge and Persona retrieval in sequential manner.°

Figure 4: Persona-Knowledge permutations computed in search for best Persona & Knowledge. Best Persona &
Knowledge pair is P, and K3. Candidate pairs for Persona search (eq. 3) are marked in red.

B Glossary for Equations
» E'is the pair for inference with the retrieval model.
* (Q;, Aj are specific Q & A candidate pairs.
* P;, K is specific Persona and Knowledge pairs, and D is the dialogue corresponding to the pairs.
e M, is Q & A retrieval model that returns relevancy score, and M is the fine-tuned model.
* n / m is the number of Persona / Knowledge respectively.
* true;, true; is index of predicted true Persona P and Knowledge K.

* E’is input to the Q & A model similar to F, only difference being fixed true Knowledge Kirye,;. We
note E, . separately because it is data from separate training set formulated in same manner as E’
with labeled true Knowledge.

* Dinres 18 the likelihood score threshold utilized to remove Persona that doesn’t correspond to the
dialogue turn. Ablating this threshold allows us to examine the precise scoring of Persona.

» =T is non-triviality metric that represent metric for the model’s capability of distinguishing provided
samples. Lower is better.

* P, is null-positive sample utilized with null-positive rank test.
* r is relative rank of Py sample, which should be between 7, and 7,4

® Tmins Tmae are minimum and maximum rank possible for the sample set, in which case worst
performance of the model is observed. Typically 7,,;, < 0 and 7,4, > 0. For our experiments,
Tmin = —1 and 70z = 4.

* n, is count of P, samples that have rank 7.

®We note that each step - Knowledge and Persona retrieval - may be further optimized independently.



C Null-Positive Rank Test
C.1 Null-Positive Definition

For our null-positive rank test, we define P, as Dialogue-only sample D. This sample is relevant to Q
& A but acts as a baseline sample for our Persona ranking method. Thus, we rank D & Ky, against
P, + D & Kypye as to compute how well the model discriminates hard negatives corresponding to
Persona-augmented Dialogue. We normalize the rank of P, by starting with —1, as P, should rank
right below P, + D in an ideal Persona distribution where P, is sufficiently distinct from all P,
candidates’ (Figure 2, Table 4).

Persona-Augmented Dialogue Notation  Rank
I like mountains, where should I go for a hike? Pyos +D -1
where should I go for a hike? P,=D 0
I like rock music, where should I go for a hike? Preg1 + D +1
I don’t like pizza, where should I go for a hike? Prego + D +2
I don’t like scary movies, where should I go for a hike? Pregs + D +3

Table 4: We display ideal rank order for Persona-Augmented Dialogue (P; + D) along with null-positive sample
P, (underlined). This table corresponds to notations in Figure 2. If a model is weak, it would not be able to rank
null-positive sample correctly against other augmented samples.

C.2 Null-positive Variants

We introduce variants of non-triviality —7" metric (eq. 8). =717, =71 are useful for further validation in
the case where there is an unequal number of positives and negatives. =T’ ¢ignteq 1S useful when a certain
rank is more important to avoid. Smaller numbers are better for all variants.

* =T to only observe positive rank displacements.

_‘T_l,_ — Z:Z?f n’!‘ * |T‘ (9)

g

* —7T_ to only observe negative rank displacements.

S 0
50 " (10)
T=Tmin ' T

* Tiyeighted to provide constant weights for each rank.

=T =

Sormar .k ny k|7

T=Tmin

weighted — Zrmaz (11)

Wy * Ny

T=Tmin

D Experiment Setup

We utilize Call For Customized Conversation (Jang et al., 2021) dataset for evaluation and fine-tuning,
which has 10 Knowledge candidates and 5 Persona candidates per dialogue. We integrate neural Question
and Answering retrieval model from Sentence-BERT library (Reimers and Gurevych, 2019) as starting
model M,. Specifically, we utilize 12 layer MiniLM (Wang et al., 2020) (33M params) based cross-
encoder trained on MS MARCO? (Nguyen et al., 2016). This model fits very well with our formulation

"However, in real-world scenario it may not be the case, i.e. there could be a Persona with "I like hills" for Table 4. This may
explain the increase in sample count observed for short rank distances of 1, 2 in Figure 3. Short rank distance is expectedly
weighted less as in eq. 8.

*MRR@10 on MS MARCO Dev Set: 39.02



since its purpose is for semantic search, with model evaluating short questions and long passages together.
For Persona search (eq. 4, 6), we fine-tune for 2 epochs, 32 batch size, and sigmoid activation function
with Binary Cross Entropy loss and provide a threshold of 0.5 in our best configuration. We list the official
evaluation results on the test data, with TF-IDF baseline provided by dataset authors. We also compare
performance with DistillRoBERTa (82M params) based STS® and NLI'? CrossEncoder models. We work
with RTX 3090 NVIDIA GPU.

STSbenchmark test performance: 87.92
10 Accuracy on MNLI mismatched set: 83.98



E Hard Negative Persona Samples

Specifically, while false Persona are not closely related to Dialogue and true Knowledge, they are not
exactly contradictory or abnormal even with context (i.e. "I have fantasy about fort" vs "I would like
to work with military”, see for samples.) Thus, they are high-quality negative samples appropriate for

selective fine-tuning of the Persona model.

Corresponding positive and hard negative pair samples are listed in Table 5.

Positive

Hard Negative

@ : I would like to visit France. I know this place,
but I don’t remember the name of this place.

A : The Chiteau de Verteuil is a historic building in
Charente, France.

@ : I have English relatives. I know this place, but I
don’t remember the name of this place.

A : The Chiteau de Verteuil is a historic building in
Charente, France.

@ : T have the fantasy about fort. What are the attrac-
tions in the park?

A : The Great Lines Heritage Park, consists of Fort
Ambherst, Chatham Lines, the Field of Fire (later
known as the Great Lines), Inner Lines, Medway
Park (sports centre) together with the Lower Lines.

@ : I would like work with military. What are the
attractions in the park?

A : The Great Lines Heritage Park, consists of Fort
Ambherst, Chatham Lines, the Field of Fire (later
known as the Great Lines), Inner Lines, Medway
Park (sports centre) together with the Lower Lines.

Q@ : T would like to visit the Gallery 30 again. I think
I’ve been there before but I don’t remember the name
of this place.

A : Gallery 30 is an American fine art and craft

gallery.

@ : I Like Gettysburg. I think I’ve been there before
but I don’t remember the name of this place.

A : Gallery 30 is an American fine art and craft
gallery.

@ : Tlove Historic architecture. What is the influence
of historical architecture in this gallery?

A : The historic 19th Century building that originally
housed Gallery 30 is located at 30 York Street, also
known as US Route 30 and the historic Lincoln High-
way, in Gettysburg, Pennsylvania. The brick building
bears an official plaque that verifies it as a Civil War
building that was standing during the Battle of Get-
tysburg in 1863.

Q : T am interested in History. What is the influence
of historical architecture in this gallery?

A : The historic 19th Century building that originally
housed Gallery 30 is located at 30 York Street, also
known as US Route 30 and the historic Lincoln High-
way, in Gettysburg, Pennsylvania. The brick building
bears an official plaque that verifies it as a Civil War
building that was standing during the Battle of Get-
tysburg in 1863.

@ : T'have visited Glenridding village five years back.
Which village is located to the west of Greenside
Mine?

A : The mine was west of Glenridding village, which
is by the southern end of Ullswater in the parish of
Patterdale.

Q@ : Tlove Atomic Weapons Research Establishment.
Which village is located to the west of Greenside
Mine?

A : The mine was west of Glenridding village, which
is by the southern end of Ullswater in the parish of
Patterdale.

Table 5: Positive and hard negative samples constructed from Persona augmented Dialogue as Question (Q)). Answer

(A) is fixed as true Knowledge.



F Cross-domain Formulation Experiments

We compare other possible formulations of Dialogue and Knowledge via NLI, STS and Q&A retrieval
models in Table 6. The models are described in Section 4. For NLIvl we compare the Knowledge using
1 — contradictory score, while for NLIv2 we compare using entailment score. In Table 6, we find
expected result in that Q&A model is best with 28 point higher accuracy compared to STS model.

Model Type Accuracy (%)

D & K, NLIvl 9.08
D & K, NLIv2 17.96
D & K, STS 51.33

D & Kj, Q&A  79.26 (+27.93)

Table 6: Knowledge Zero-shot formulation test. We perform top-1 Knowledge selection task via modelling
asymmetric interactions of Dialogue and Knowledge as inter-sentence relations available in NLI, STS and Q&A
tasks. Zero-shot inference is performed with the cross-encoder models trained for the tasks, as described in
Section 5.1.

Question : "{I want to visit Seven Wonders of the
Ancient World.} { Wow, what is this?}"

Answer : "{The Great Pyramid of Giza ... of the
Seven Wonders of the Ancient World, ...}"

Figure 5: Resulting Q&A formulation of Persona & Knowledge pair (eq. 1). Question form is "{Persona}
{Dialogue}" while answer is "{Knowledge}".

G Persona Retrieval Threshold Experiments

We describe Persona score normalization from re-training on augmented Persona in this section. Due to
the existence of Dialogue (query) D in augmented Persona P; + D, M, inference score may be higher than
actual likelihood of Persona P; corresponding to given Knowledge Kiyye;. Thus, we find that fine-tuning
the model with binary score on augmented Persona & true Knowledge (P; + D & Ktmej) pairs assists
in obtaining the normalized likelihood of Persona given context. The experimental result of Persona
accuracy is provided per pynres ablation (Equation 6) in Figure 6. We find that fine-tuned model has
increased performance across all thresholds, including 0.0 where the output has top-1 characteristics. We
also find that the score increases in tandem with Persona threshold for non-fine-tuned case, in contrast to
visible peak at 0.55 for fine-tuned case.

H Retrieval Output Samples

We list some of the retrieved outputs with our best model in Table 7.

10



—e— Zero-shot

o 89.5
X
< Ours
>
3 885
©
5 875
o
2 86.5
85.5
84.5 e —— =0
e —— O — —
- ———o-——®———¢
83.5
0.5 0.55 0.6 0.65 0.7 0.75 0.8
Pthres

Figure 6: Persona threshold ablation experiments with P; & Kiyy.e; model. We report Persona accuracy. pipres is
defined in Appendix B. Dotted line correspond to Zero-shot model, and solid line is our best model. We find visible
peak at 0.55 with our best model while Zero-shot model performance keeps increasing > 0.8.

Dialogue D

Persona Py

Knowledge Kypye

I think I've been
there before but I
don’t remember the
name of this place.

I am fond of Mod-
ernist architechure.

The Casa de les Punxes or Casa Terradas is a building
designed by the Modernista architect Josep Puig I
Cadafalch. Located in the intersection between the
streets of Rosselld, Bruc and the Avinguda Diagonal
in the Barcelona Eixample area.

How much this rail-
way line costed in
those times?

I love railway.

Because of the difficult physical conditions of the
route and state of technology, the construction was
renowned as an international engineering achieve-
ment, one that cost US$8 million and the lives of an
estimated 5,000 to 10,000 workers.

Who built this rail
line?

I love railway.

The line was built by the United States and the princi-
pal incentive was the vast increase in passenger and
freight traffic from eastern USA to California follow-
ing the 1849 California Gold Rush.

What’s the highest
point in the Mulanje
Massif?

I like to climbing up
the elevations on my
neighborhood to take
a look around.

Sapitwa Peak, the highest point on the massif at 3,002
m, is the highest point in Malawi.

Who was the first
explorer to find this
mountain?

I have fantasies of
being a Livingstone
type explorer.

The first European to report seeing the Massif was
David Livingstone in 1859, but archeological investi-
gation reveals evidence of human visits to the Massif
from the Stone Age onwards.

Now I remember,
can you tell me some
characteristics of this
channel?

N/A

And may be the oldest canal in England that is still
in use. It is usually thought to have been built around
AD 120 by the Romans, but there is no consensus
among authors.

Table 7: Persona, Knowledge and Dialogue retrieved examples from our best model.

11



