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ABSTRACT

Graph-language models (GLMs) have demonstrated great potential in graph-based
semi-supervised learning. A typical GLM consists of two key stages: graph gen-
eration and text embedding, which are usually implemented by inferring a latent
graph and finetuning a language model (LM), respectively. However, the former
often relies on artificial assumptions about the underlying edge distribution, while
the latter requires extensive data annotations. To tackle these challenges, this pa-
per introduces a novel GLM that integrates graph generation and text embedding
within a unified framework. Specifically, for graph generation, we leverage an in-
herent characteristic of real edge distribution—the scale-free property—as a struc-
tural prior. We unexpectedly find that this natural property can be effectively ap-
proximated by a simple k-nearest neighbor (KNN) graph. For text embedding,
we develop a graph-based pseudo-labeler that utilizes scale-free graphs to provide
complementary supervision for improved LM finetuning. Extensive experiments
on representative datasets validate our findings on the scale-free structural approx-
imation of KNN graphs and demonstrate the effectiveness of integrating graph
generation and text embedding with a real structural prior. Our code is available
at https://github.com/Jianglin954/SFGL.

1 INTRODUCTION

Recently, graph-language models (GLMs) have been widely explored in graph-based semi-
supervised classification on documents, especially for citation networks (Qin et al., 2023; Yu et al.,
2025; Lu et al., 2023; He et al., 2024). When designing a GLM for classification, two key challenges
arise: graph generation—how to generate a reasonable graph structure for the given documents, and
text embedding—how to encode the textual sequences into meaningful semantic features. To ad-
dress these problems, various GLMs have been proposed, which can be broadly categorized into
latent graph inference (LGI) models and language-assisted graph (LAG) models.

LGI models focus on graph generation and typically rely on feature engineering approaches, such
as bag-of-words (Harris, 1954), TF-IDF (Aizawa, 2003), and skip-gram (Mikolov et al., 2013), to
encode textual sequences into shallow representations. These representations serve as the foundation
for optimization objectives that jointly learn the underlying graph structure and node embeddings
using graph neural networks (GNNs) (Franceschi et al., 2019; Fatemi et al., 2021; Lu et al., 2023;
Kazi et al., 2023). However, LGI models typically rely on artificial assumptions about the underlying
edge distribution, which may not accurately reflect the real graph structure.

On the other hand, LAG models assume a predefined graph structure and focus on enhancing text
embedding through powerful language models (LMs), such as DeBERTa (He et al., 2021) and GPT
(Ouyang et al., 2022). The core idea behind LAG models is to finetune LMs on the target datasets,
thereby generating more informative text embeddings (Yu et al., 2025; Duan et al., 2023; He et al.,
2024). However, finetuning a pretrained LM typically requires target datasets with extensive anno-
tations (Brown et al., 2020), which is often impractical for semi-supervised learning tasks. When
sufficient annotations are unavailable, LM finetuning may become unreliable.

In this paper, we propose a novel scale-free graph-language (SFGL) model that integrates graph
generation and text embedding into a unified framework. The proposed SFGL framework addresses
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the challenges of relying on specious edge distribution assumptions and mitigates the limitations of
insufficient supervision in LM finetuning. This is accomplished by identifying an inherent structural
nature of real networks for rational graph generation and incorporating a graph-based pseudo-labeler
to enhance LM finetuning. Specifically, we investigate a fundamental characteristic of edge distri-
bution in real networks: the scale-free property (Barabási & Bonabeau, 2003; Radicchi et al., 2011;
Barabási & Pósfai, 2016), which is primarily characterized by a few highly connected hubs and
numerous small nodes with few edges (see Fig. 1 for an example). The scale-free edge distribution
is prevalent in real-world networks, particularly in citation networks, making it an ideal structural
prior for graph generation. However, the dynamic and sequential nature of its formation process
makes efficiently fitting this distribution highly challenging. Fortunately, we reveal that a k-nearest
neighbor (KNN) graph, constructed using cosine similarity as the distance metric and an appropri-
ately chosen k, closely approximates a scale-free network. We subsequently leverage this scale-free
graph to develop a graph-based pseudo-labeler, which provides complementary supervision for en-
hancing LM finetuning. Consequently, the improved LMs can generate semantically enriched text
embeddings. Note that our proposed SFGL model can be trained iteratively to further enhance per-
formance. We conduct extensive experiments to validate our findings and highlight the potential of
GLMs built on scale-free structures. Our key contributions are summarized as follows:

• We identify two key challenges in existing GLMs: artificial structural assumptions in graph
generation and unreliable LM finetuning for text embedding. We propose addressing these
challenges simultaneously by exploring a well-grounded graph structural prior.

• We leverage the scale-free edge distribution in real networks as our graph structural prior.
Our empirical validation and analysis reveal that a KNN graph, constructed using cosine
similarity with an appropriately chosen k, effectively approximates a scale-free network.

• To the best of our knowledge, the proposed SFGL is the first work to unify graph generation
and text embedding within a GLM framework, highlighting the synergistic potential of
GNNs and LMs under a scale-free structural prior.

2 PRELIMINARIES

2.1 PROBLEM DEFINITION

Given a set of documents denoted as D = {XL,XU ,YL}, where XL = {xi}m and XU = {xi}n rep-
resent the text sequences of m labeled and n unlabeled documents, respectively, and YL = {yi}m
is the label set for the labeled samples, with m ≪ n indicating a scarcity of labeled nodes compared
to the abundance of unlabeled ones, we tackle a graph-based semi-supervised classification task that
involves training a model on D to classify unlabeled documents XU . Here, we face two key prob-
lems: graph generation—how to generate a reasonable graph structure for the given documents, and
text embedding—how to encode the textual sequences into meaningful semantic features.

For graph generation, the main challenge lies in identifying a reasonable structural prior that charac-
terizes the underlying distribution of edges. The choice of this prior is critical, as it determines both
the complexity of the learning model and the inductive bias introduced. We suggest that an effective

Figure 1: Illustration of a scale-free
network, highlighting a few hubs and
a large number of small nodes.

structural prior should exhibit two key characteristics:
real—it should reflect an inherent attribute of the data; and
simple—it should allow for straightforward graph genera-
tion without requiring additional model training.

For text embedding, advanced LMs are preferred over tra-
ditional feature engineering approaches for their superior
ability to capture semantic information from textual se-
quences of documents. The primary challenge here lies
in improving LM finetuning in a semi-supervised setting
with very limited labeled samples. We suggest addressing
this challenge with a graph-based semi-supervised learning
model that propagates supervised information from labeled
to unlabeled samples through the graph structure. How-
ever, this brings us back to the central question: how to
identify a reasonable structural prior for graph generation.
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(a) k = 2 (b) k = 3 (c) k = 4 (d) k = 6

Figure 2: Uniform node distribution within structured arrangements causes consistent connectivity.

2.2 SCALE-FREE NETWORKS

We investigate a fundamental structural nature of real-world networks: the scale-free property
(Barabási & Albert, 1999; Barabási & Bonabeau, 2003). In essence, real citation networks ex-
hibit scale-free characteristics (Redner, 1998; Hummon & Dereian, 1989; Radicchi et al., 2011).
Their degree distribution P(θ) follows a power law: P(θ) ∝ θ−α, where θ denotes the degree of a
node and α is a scaling parameter of the distribution (Clauset et al., 2009). For illustration, Fig. 1
depicts the degree distribution of a scale-free network with α = 2.8. As observed, the distribution is
heavy-tailed, with a few highly connected nodes, known as hubs, and many small nodes with only
a few edges (Barabási & Albert, 1999; Barabási & Pósfai, 2016). We suggest that leveraging the
scale-free property for graph generation is a strong choice, as it reflects an inherent characteristic
of citation networks and aligns with our real principle. The challenge lies in constructing a latent
graph that can (approximately) form a scale-free network.

2.3 K-NEAREST NEIGHBOR GRAPHS

We begin by exploring KNN graphs, as their construction aligns with our simple principle. The
construction process is straightforward: for each node, we identify its k-nearest neighbors using a
specified distance metric based on node features and establish an edge between the node and each
of its k nearest neighbors. The degree distribution of KNN graphs is primarily shaped by three key
factors: ① node distribution, which is unknown a priori; ② the choice of similarity metric, which
affects the probability of node connections; and ③ the value of k, which directly determines node
degrees. Without detailed knowledge on these factors, characterizing the degree distribution of KNN
graphs remains challenging. We first explore simple cases and analyze each factor independently.

In the absence of prior knowledge about the underlying node distribution, we analyze attribute-
free nodes that are uniformly distributed across regular grid structures, including circles, hexagons,
quadrilaterals, and triangles. As shown in Fig. 2, the subgraph formed by any node and its first-order
neighbors exhibits characteristics of a random network (Barabási & Albert, 1999). Within a specified
value of k, the connection probabilities between two nodes within the subgraph remain identical.
Thus, building KNN graphs on such uniform distributions yields consistent node connectivity.

In KNN graphs, various distance metrics can be used to measure similarity between nodes, including
Euclidean, Manhattan, and Cosine distances. Euclidean distance is sensitive to variations in feature
scale and highly influenced by outliers. Manhattan distance is more robust to outliers but disregards
the actual geometric relationships between data points. Cosine distance is particularly suitable for
high-dimensional, sparse data, as it prioritizes vector direction over magnitude.

The value of k directly determines the magnitude of node degrees. As k increases, more edges are
formed, leading to higher node degrees. In the extreme case where k = m+ n− 1, the KNN graph
becomes a complete graph, where every node is connected to all others and has the same degree.

3 SCALE-FREE GRAPH-LANGUAGE MODEL

3.1 SCALE-FREE GRAPH GENERATION

Hypothesis & Analysis. In this paper, we argue that constructing a KNN graph that approximates a
scale-free network is practically feasible. To support this, we first present the following hypothesis:
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A k-nearest neighbor graph, when constructed on citation networks using cosine similarity as
the distance metric and an appropriately chosen k, approximates a scale-free network.

To investigate the proposed hypothesis, we present the following definitions and propositions.
Definition 1. Given an undirected graph G := (V, E) with |V| nodes and |E| edges, the degree
centrality of a node v is CD(v) = θ(v), where θ(v) is the degree of v.
Definition 2. Given a directed graph G := (V, E) with |V| nodes and |E| edges, the in-degree
centrality and out-degree centrality of a node v are CID(v) = θi(v) and COD(v) = θo(v), where
θi(v) and θo(v) are the in-degree and out-degree of v, respectively.
Proposition 1. For a scale-free network, assuming that there is at most one node v whose degree
belongs to [θmax,∞), we have θmax = θmin|V|

1
α−1 , where θmax and θmin refer to the maximum

and minimal degree in the scale-free network.
Proposition 2. For a KNN graph, we have

∑
v∈V CID(v) =

∑
v∈V CD(v) −

∑
v∈V COD(v) =

2|E| − k|V|, where |E| ≤ k|V|.

Considering their inherent biases, KNN graphs exhibit significant similarities to scale-free networks,
which we detail as follows. ① Homophily: citation networks exhibit a high degree of homophily,

Figure 3: Curve fitting to the in-degree
distribution of a KNN graph (k = 5) using
Euclidean distance as the metric.

where connected nodes usually have a high probabil-
ity of belonging to the same class. Notably, the KNN
algorithm is also based on the homophily assumption
that similar nodes exist in close proximity. ② Directed:
citation networks are inherently directed since citations
have a clear direction from the citing publication to the
cited publication. Coincidentally, the KNN graph is
also directed as node v being in the k-nearest neigh-
bors of node u does not imply node u is in the k-
nearest neighbors of node v. ③ Upper bound of degree:
the size of hubs in both scale-free networks and KNN
graphs is constrained. Proposition 1 indicates that the
size of hubs in scale-free networks has an upper bound
of dmin|V|

1
α−1 . Note that the maximal in-degree in a

KNN graph is also bounded, and the out-degree of each
node is always fixed as k, as shown in proposition 2.

We discuss the underlying reasons and rationale for using “cosine similarity” and the term “ap-
proximates”. Cosine similarity focuses on the orientation of feature vectors rather than their mag-
nitude, aligning with the syntactic patterns of word semantics. Consequently, few hubs with high
in-degrees will appear in KNN graphs if the feature space exhibits some common orientations. The
term “approximates” is used because KNN graphs are constructed based on node features, which
are influenced by the feature engineering approaches employed. After feature extraction, the node
distribution may not accurately represent the original data distribution of citation networks.

Empirical Validation. To validate our hypothesis, we construct KNN graphs using cosine similarity
with k = 5 and examine their degree distribution across multiple citation networks, including Cora,
Pubmed, and ogbn-arxiv (see Appendix A.1 for details). Figure 4 presents the in-degree dis-
tribution of KNN graphs on these datasets. Our observations reveal that the generated KNN graphs
contain massive small nodes alongside a few hubs, resulting in in-degree distributions that resemble
those of scale-free networks as depicted in Fig. 1. Notably, the degree distributions exhibit slight
variations across datasets, which can be attributed to differences in node distributions and the feature
extraction methods used to construct feature vectors. To further investigate these degree distribu-
tions, we fit the in-degree distributions to exponential and power-law models—both characterized
by heavy-tailed behavior. Figure 5 illustrates the fitting curves on log-log axes using logarithmi-
cally spaced bins. As shown, the in-degree distributions of KNN graphs align more closely with
a power law, with estimated scaling exponents (α) of 3.3, 2.8, and 2.7 for Cora, Pubmed, and
ogbn-arxiv, respectively. These empirical findings suggest that KNN graphs effectively capture
the structural properties of citation networks, thus supporting our hypothesis.

We further investigate the degree distribution of KNN graphs using Euclidean distance and present
the fitting curves in Fig. 3. As shown, the resulting degree distribution does not fit well to a power-
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(a) Cora (b) Pubmed (c) ogbn-arxiv

Figure 4: In-degree distribution of KNN graphs on different datasets, where the top-5 largest hubs
are marked in red.

(a) Cora (b) Pubmed (c) ogbn-arxiv

Figure 5: Curve fitting to the in-degree distribution of KNN graphs on different datasets.

law model, indicating that Euclidean distances between vector points fail to accurately capture the
similarities between textual features in citation networks. This is because Euclidean distance pri-
marily emphasizes the magnitude of vectors in linear space, neglecting important elements such as
the angular distribution or relative orientation of vectors, which are essential for capturing syntactic
patterns and semantic relationships of textual attributes. More comparisons are provided in Sec. 4.3.

Graph Construction. Building on the above analysis and validation, we generate a scale-free KNN
graph for the given documents D. We begin by encoding the text attributes X = {XL ∪ XU} =
{xi}m+n into hand-crafted feature representations using a text encoder Enc(·): fi = Enc(xi),
where fi represents the extracted feature vector for xi, and Enc(·) can be either a traditional model
or a language model. Next, we construct a KNN graph on features F using cosine distance: A =
KNNcos(F, k), where F = [f1, f2, . . . , fm+n], A is the adjacency matrix of the resulting graph, k is
the number of nearest neighbors, and KNNcos(·) denotes the KNN algorithm with cosine distance.
For simplicity, we consider a binary graph, i.e., Aij = 1 if Aij ∈ topk(Ai:); Aij = 0, otherwise.

3.2 IMPROVED TEXT EMBEDDING

The previous section addresses the challenge in graph generation, as outlined in Sec. 2.1. This
section focuses on the challenge in text embedding, i.e., improving the finetuning of LMs.

Pseudo-Labeler. Leveraging the graphs generated in Sec. 3.1, we design a graph-based semi-
supervised learning model to produce high-quality pseudo-labels, which enhance LM training.
Given the node features F, adjacency graph A, and available labels YL = {yi}m, we train a GNN
using the standard node classification loss:

LGNN =

m∑
i=1

y⊤
i ln zi, zi = softmax(GNNΦ(fi,A)), (1)

where Φ represents the GNN parameters. Here, any GNN model, such as graph convolutional
networks (GCN) (Kipf & Welling, 2016), GraphSAGE (Hamilton et al., 2017), or graph attention
networks (GAT) (Velickovic et al., 2017), can be employed (see Sec. 4.3 for experimental compar-
isons). Once trained, the pseudo labels ŷj for all unlabeled nodes (j ∈ {1, . . . , n}) are generated by
ŷj = argmax(GNNΦ(fj ,A)), enabling effective label propagation.
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Text Embedding. To extract semantic-enriched text embeddings from documents, we finetune LMs
on D̂ = {XL,XU ,YL, ŶU} where ŶU = {ŷj}n, using the following loss function:

LLM =
1

m

m∑
i=1

y⊤
i ln si +

1

n

n∑
j=1

ŷ⊤
j ln sj , (2)

where si = softmax(LMΘ(xi)) and LMΘ(·) is a pretrained LM with parameters Θ. After finetuning,
for each node xi, i ∈ {1, 2, . . . ,m + n}, we generate its text embedding ei by extracting the last
hidden states of the finetuned LM, i.e., ei = LMΘ(xi).

Following (He et al., 2024), we also utilize the large language model (LLM) GPT3.5 (Ouyang et al.,
2022) to enhance text embeddings. We access GPT3.5 through its open API and treat it as an oracle,
feeding it a prompt input pi and obtaining the corresponding textual response ri for each node i:

ri = LLM(pi), pi = concat(xi,q), (3)
where the prompt pi is concatenated by the text sequences xi and a task-specific question q (He
et al., 2024). The question q is standardized and universal for all nodes, which prompts GPT3.5
to classify each node and provide an explanation for its prediction (see Appendix for more details).
Note that, we do not need to finetune GPT3.5 or access its inner structures or embeddings. Once
the textual response ri is obtained for xi, we replace xi with ri and finetune the LMΘ(·) to generate
updated text embeddings for the documents.

3.3 CLASSIFICATION

Up to this point, we have addressed the two key problems outlined in Sec. 2.1, obtaining semantic-
enriched text embeddings E = [e1, e2, . . . , em+n] and a meaningful graph A. We can now tackle
the classification task by training a graph-based semi-supervised learning model on E and A using
the available labels YL. Following (He et al., 2024), we utilize a GNN as the classification model.
We also evaluate the performance of the LMs with generated pseudo-labels. Notably, the proposed
SFGL can use an iterative training mechanism. The improved text embeddings facilitate the gen-
eration of higher-quality pseudo-labels, which, in turn, further enhance the discriminability of the
embeddings. We explore this iterative training strategy in Sec. 4.3. Due to space limitations, the
detailed training stages are summarized in Appendix A.5.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETTINGS

Datasets. We conduct extensive experiments on four citation networks: Cora (Sen et al., 2008),
Pubmed (Kipf & Welling, 2016), ogbn-arxiv (Hu et al., 2020), and arxiv23 (He et al., 2024)
(see Appendix A.1 for more details.). Following standard practice, we utilize traditional text en-
coders to process textual attributes for graph generation. For Cora, each publication is represented
using a bag-of-words model (Harris, 1954) with a vocabulary of 1, 433 unique words. For Pubmed,
documents are encoded as TF/IDF weighted word vectors (Aizawa, 2003) from a dictionary of 500
unique words. For ogbn-arxiv and arxiv23, textual features are extracted using a skip-gram
model (Mikolov et al., 2013) and a word2vec model (Mikolov et al., 2013), respectively. Additional
comparisons with other text encoders are provided in Sec. 4.3. In our experiments, the learning
models have access to node attributes, while edge attributes remain unavailable.

Baselines. We compare our approach against several state-of-the-art methods. ① GCN (Kipf &
Welling, 2016): trains a GCN using hand-crafted shallow features {fi}m+n and labels {yi}m.
② DeBERTa (He et al., 2021): finetunes a pretrained DeBERTa on raw text attributes {xi}m
and labels {yi}m. ③ GCN+DeBERTa (Zhao et al., 2022): trains a GCN using text embeddings
{ei}m+n and labels {yi}m, where {ei}m+n are obtained by finetuning DeBERTa on {xi,yi}m.
④ DeBERTa+GPT (Ouyang et al., 2022): finetunes a DeBERTa using GPT-generated responses
{ri}m of labeled samples and labels {yi}m. ⑤ GCN+DeBERTa+GPT (He et al., 2024): trains a
GCN using text embeddings {ei}m+n and labels {yi}m, where {ei}m+n are obtained by finetun-
ing a DeBERTa on {ri,yi}m. ⑥ SFGL (ours): trains a GCN using text embeddings {ei}m+n and
labels {yi}m, where {ei}m+n are obtained by finetuning a DeBERTa with pseudo-labels {ŷj}n. ⑦
SFGL+GPT (ours): similar to SFGL but uses GPT-generated responses to finetune the DeBERTa.
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Table 1: Performance of different models trained on four datasets with varying labeling rates, where
“−−−” indicates unreliable results due to an extremely limited number of training labels.

Datasets & Method Labeling Rates (labels)

Cora 2.58%(70) 5.17%(140) 7.75%(210) 15.51%(420) 22.16%(600)

GCN 0.5898±0.0159 0.6038±0.0116 0.6358±0.0164 0.6936±0.0055 0.7114±0.0049

DeBERTa 0.2406±0.0799 0.3048±0.0198 0.3668±0.0632 0.6016±0.0495 0.6904±0.0413

GCN+DeBERTa 0.2810±0.0136 0.3598±0.0655 0.4744±0.1281 0.6482±0.0268 0.6940±0.0286

SFGL(ours) 0.6086±0.0140 0.6314±0.0191 0.6612±0.0206 0.6942±0.0101 0.7204±0.0153

DeBERTa+GPT 0.2776±0.0128 0.5450±0.1121 0.6624±0.0067 0.6888±0.0189 0.7082±0.0184

GCN+DeBERTa+GPT 0.4862±0.0489 0.6272±0.0217 0.6550±0.0077 0.6836±0.0193 0.6978±0.0085

SFGL+GPT(ours) 0.6348±0.0136 0.6856±0.0131 0.6992±0.0265 0.7278±0.0041 0.7374±0.0072

Pubmed 0.30%(60) 0.61%(120) 0.91%(180) 1.83%(360) 2.54%(500)

GCN 0.6770±0.0217 0.7022±0.0107 0.7398±0.0096 0.7388±0.0041 0.7464±0.0100

DeBERTa 0.3616±0.0976 0.4114±0.0532 0.4402±0.0571 0.5732±0.0363 0.7474±0.0832

GCN+DeBERTa 0.4702±0.0112 0.5046±0.0180 0.5520±0.0477 0.6648±0.0453 0.8042±0.0737

SFGL(ours) 0.7238±0.0124 0.7792±0.0263 0.8188±0.0190 0.8524±0.0280 0.8390±0.0204

DeBERTa+GPT 0.4514±0.0700 0.5206±0.1020 0.6196±0.1403 0.9278±0.0034 0.9274±0.0032

GCN+DeBERTa+GPT 0.7386±0.0129 0.7440±0.0272 0.7868±0.0212 0.9242±0.0049 0.9282±0.0022

SFGL+GPT(ours) 0.8640±0.0381 0.9014±0.0064 0.9088±0.0037 0.9162±0.0059 0.9116±0.0027

ogbn-arxiv 0.03%(50) 0.06%(100) 0.09%(150) 0.18%(300) 0.30%(500)

GCN 0.3375±0.0360 0.3578±0.0179 0.3991±0.0214 0.4227±0.0132 0.4516±0.0087

DeBERTa −−− −−− −−− −−− 0.2541±0.0636

GCN+DeBERTa 0.1661±0.0584 0.1903±0.0523 0.1964±0.0464 0.2130±0.0169 0.2359±0.0240

SFGL(ours) 0.3251±0.0373 0.4171±0.0275 0.4626±0.0379 0.4979±0.0238 0.5577±0.0060

DeBERTa+GPT −−− −−− −−− 0.1653±0.0575 0.2892±0.0182

GCN+DeBERTa+GPT 0.2137±0.0317 0.2200±0.0449 0.2188±0.0709 0.2321±0.0929 0.2644±0.0185

SFGL+GPT(ours) 0.4570±0.0625 0.6007±0.0172 0.6380±0.0159 0.6561±0.0145 0.6567±0.0182

arxiv23 0.11%(50) 0.22%(100) 0.32%(150) 0.65%(300) 1.08%(500)

GCN 0.3809±0.0251 0.4229±0.0137 0.4342±0.0092 0.4771±0.0076 0.4976±0.0093

DeBERTa −−− −−− 0.2204±0.0148 0.2972±0.0339 0.5619±0.0198

GCN+DeBERTa 0.2506±0.0146 0.2659±0.0102 0.2648±0.0067 0.2803±0.0040 0.2976±0.0163

SFGL(ours) 0.4323±0.0259 0.5002±0.0125 0.5160±0.0127 0.5699±0.0036 0.5973±0.0080

DeBERTa+GPT −−− −−− 0.2223±0.0156 0.3967±0.0417 0.6137±0.0497

GCN+DeBERTa+GPT 0.3261±0.0389 0.3474±0.0404 0.3851±0.0123 0.3974±0.0307 0.4686±0.0199

SFGL+GPT(ours) 0.4953±0.0066 0.5811±0.0167 0.6041±0.0164 0.6439±0.0133 0.6552±0.0247

4.2 COMPARISON ANALYSIS

Table 1 presents the classification performance of various methods across different datasets and la-
beling rates. Our key observations are as follows: ① Across all datasets, classification accuracy
generally improves as the labeling rate increases. This aligns with expectations, as more labeled
data provides better supervision, enhancing model performance. ② The baselines DeBERTa and
DeBERTa+GPT perform poorly at low labeling rates, particularly on ogbn-arxiv and arxiv23,
where finetuning LMs becomes unreliable under extreme label scarcity. This is because insufficient
labeled data fails to provide sufficient information for gradient updates, leading to the learning of
overly narrow patterns, which impairs generalization. However, incorporating additional pseudo-
labels enables LMs to generate informative text embeddings, thereby enhancing performance. ③
Incorporating GPT-generated responses significantly enhances both GCN and DeBERTa, particu-
larly on the Pubmed dataset. This highlights the potential of LLMs to extract and leverage rich
semantic information for text modeling. ④ In most cases, the proposed SFGL and SFGL+GPT
achieve the highest performance, demonstrating their effectiveness in low-supervision scenarios.

4.3 ABLATION STUDY

Iterative Performance. As mentioned in Sec. 3.3, improving the GNNs allows us to generate more
accurate pseudo-labels. These enhanced pseudo-labels, in turn, enable us to retrain the LMs, pro-
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Table 2: Performance comparison of the proposed method with and without iterative training.
Labeling Rates (labels) 0.30%(60) 0.61%(120) 0.91%(180) 1.83%(360) 2.54%(500)

SFGL 0.7238±0.0124 0.7792±0.0263 0.8188±0.0190 0.8524±0.0280 0.8390±0.0204

SFGL+GCN 0.7434±0.0048 0.8510±0.0096 0.8686±0.0263 0.8976±0.0084 0.8966±0.0070

SFGL+
:::
GCN 0.8912±0.0293 0.8974±0.0116 0.9110±0.0083 0.9066±0.0094 0.9186±0.0073

SFGL+GPT 0.8640±0.0381 0.9014±0.0064 0.9088±0.0037 0.9162±0.0059 0.9116±0.0027

SFGL+GPT+GCN 0.9142±0.0086 0.9250±0.0043 0.9294±0.0040 0.9290±0.0032 0.9374±0.0015

SFGL+GPT+
::::
GCN 0.9138±0.0029 0.9198±0.0054 0.9216±0.0080 0.9240±0.0046 0.9264±0.0026

Table 3: Performance comparison of different models using various distance metrics, including
Manhattan (M), Euclidean (E), and Cosine (C) distances.
Labeling Rates (labels) 2.58%(70) 5.17%(140) 7.75%(210) 15.51%(420) 22.16%(600)

SFGL(M) 0.5454±0.0327 0.5528±0.1459 0.6206±0.0101 0.6810±0.0080 0.7144±0.0109

SFGL(E) 0.5178±0.0271 0.5524±0.1468 0.6240±0.0163 0.6718±0.0136 0.7138±0.0141

SFGL(C) 0.6086±0.0140 0.6314±0.0191 0.6612±0.0206 0.6942±0.0101 0.7204±0.0153

SFGL+GPT(M) 0.6176±0.0291 0.6564±0.0223 0.6666±0.0229 0.6954±0.0215 0.7214±0.0144

SFGL+GPT(E) 0.6138±0.0168 0.6474±0.0132 0.6588±0.0110 0.6932±0.0249 0.7238±0.0098

SFGL+GPT(C) 0.6348±0.0136 0.6856±0.0131 0.6992±0.0265 0.7278±0.0041 0.7374±0.0072

DeBERTa+GCN(M) 0.4956±0.0136 0.5286±0.1312 0.6134±0.0101 0.6922±0.0101 0.7282±0.0080

DeBERTa+GCN(E) 0.4660±0.0261 0.5126±0.0182 0.6194±0.0109 0.6882±0.0087 0.7254±0.0074

DeBERTa+GCN(C) 0.6232±0.0094 0.6616±0.0077 0.6728±0.0079 0.7064±0.0077 0.7214±0.0096

DeBERTa+GPT+GCN(M) 0.5380±0.0135 0.6480±0.0034 0.6656±0.0122 0.7092±0.0088 0.7332±0.0109

DeBERTa+GPT+GCN(E) 0.5268±0.0146 0.6412±0.0110 0.6634±0.0077 0.7112±0.0131 0.7318±0.0110

DeBERTa+GPT+GCN(C) 0.6588±0.0113 0.6978±0.0200 0.6962±0.0079 0.7206±0.0109 0.7426±0.0072

Table 4: Performance comparison between real graphs and KNN graphs.
Labeling Rates (labels) 0.11%(50) 0.22%(100) 0.32%(150) 0.65%(300) 1.08%(500)

Real Graph 0.3691±0.0033 0.4124±0.0185 0.4354±0.0107 0.4764±0.0116 0.5039±0.0071

KNN Graph k=10 0.3660±0.0136 0.4031±0.0054 0.4152±0.0145 0.4541±0.0114 0.4706±0.0164

KNN Graph k=20 0.3809±0.0251 0.4229±0.0137 0.4342±0.0092 0.4771±0.0076 0.4976±0.0093

KNN Graph k=30 0.3795±0.0278 0.4085±0.0026 0.4130±0.0099 0.4595±0.0149 0.4864±0.0097

KNN Graph k=50 0.3818±0.0149 0.4081±0.0081 0.4203±0.0133 0.4679±0.0194 0.4857±0.0207

KNN Graph k=100 0.3767±0.0182 0.4100±0.0055 0.4201±0.0091 0.4778±0.0097 0.5005±0.0119

ducing more refined text embeddings (see Appendix A.5 for detailed training stages). To evaluate
this iterative training strategy, we introduce two improved GNN variants, GCN and

:::
GCN, derived

from SFGL and SFGL+GPT, respectively, as new pseudo-labelers. Table 2 presents the iterative
performance of our models on the Pubmed dataset. Our results demonstrate that this iterative mech-
anism brings further performance improvements, highlighting the mutually beneficial relationship
between GNNs and LMs in iterative training. Notably, SFGL+GPT+GCN consistently outperforms
SFGL+GPT+

:::
GCN, indicating slight overfitting during the iterative training process.

Different Distance Metrics. As discussed in Sec. 2.3, various distance metrics, such as Euclidean,
Manhattan, and Cosine distances, can be used in KNN graphs to measure similarity between sam-
ples. To evaluate their impact, we compare model performance using these different metrics. Table
3 presents the results for SFGL, SFGL+GPT, DeBERTa+GCN, and DeBERTa+GPT+GCN. The first
two models use GCNs as the final classifier, while the latter two employ LMs as the classifier but
leverage our graph-based pseudo-labeler to enhance LM finetuning. As shown, Cosine distance con-
sistently outperforms the other metrics, particularly at very low labeling rates, further justifying its
effectiveness for graph construction in our framework.

Real Graph vs. KNN Graph. Table 4 presents the performance comparison between real graphs
and KNN graphs on the arxiv23 dataset, considering different labeling rates and values of k. No-
tably, under extremely low labeling rates, the performance achieved with the true graph is not sig-
nificantly better—and in some cases, even worse—than that obtained with a pre-constructed KNN
graph. This suggests that a true graph may not be crucial for improving LM finetuning, particularly
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in scenarios with very limited supervision. Our explanation for this phenomenon is that both the
number of labeled nodes and the choice of which nodes to label play a crucial role in determining
the final classification performance. Consider an extreme case: if all labeled nodes in a real graph
are isolated, label information cannot propagate to the unlabeled nodes. In contrast, constructing an
artificial graph for these nodes may establish connections between the unlabeled nodes and the iso-
lated labeled nodes, facilitating label propagation across the graph. Consequently, artificial graphs
can potentially outperform real graphs, particularly in scenarios with very limited supervision. See
Appendix A.4 for additional experimental results.

5 RELATED WORK

Latent Graph Inference Models. Traditional LGI methods adopt linear projections to learn node
representations and optimize various objective functions to learn latent graphs. For example, Zhang
et al. (2010) design an entropy regularization to control the uniformity level of edge weights. Nie
et al. (2016) infer an optimal graph by assigning adaptive neighbors. Lu et al. (2018) impose spec-
tral sparsity on the graph Laplacian matrix. Lu et al. (2021a) assume that two samples are likely to
belong to the same class if one sample is close to the reconstructed representation of the other. Ad-
vanced LGI models exploit GNNs to learn the latent graphs. For instance, Franceschi et al. (2019)
model a discrete probability distribution for the edges. Fatemi et al. (2021) provide supplementary
supervision for latent graphs through a self-supervision task. Lu et al. (2023) propose a model-
agnostic model that obtains supplementary supervision directly from true labels. However, existing
methods typically rely on artificial assumptions about the underlying edge distribution. For example,
Zhang et al. (2010) impose a uniformity assumption on edge weights. Lu et al. (2018) introduce a
block diagonal prior to the graph Laplacian matrix. Lu et al. (2021b) construct an adaptive neighbor-
hood graph by assuming the probability property of edge weights. Fatemi et al. (2021) assume that a
graph structure effective for predicting features is also effective for label prediction. These artificial
assumptions may not accurately reflect real graph structures and require specific optimizations with
additional model training across the entire dataset.

Language-Assisted Graph Models. LGI models typically rely on feature engineering approaches,
such as skip-gram and TF-IDF, to encode textual sequences into feature vectors. In contrast, re-
cent LAG models seek to enhance text embeddings by leveraging various LMs to extract richer
semantic features from text sequences (Li et al., 2024). For example, Zhao et al. (2022) design a
variational expectation-maximization framework to fuse graph structure and language learning for
classification. Duan et al. (2023) first conduct parameter-efficient finetuning on a pretrained LM
and then generate text embeddings using the finetuned LM. He et al. (2024) leverages an LLM to
capture textual information and applies a small LM as the interpreter to transform the responses of
the LLM into informative features. Yu et al. (2025) use LLMs to generate nodes and edges for text-
attributed graphs, which harnesses LLMs for enhancing class-level information. For most existing
LAG models, finetuning an LM on the target dataset is essential to generate semantically enriched
text embeddings. However, it is notorious that finetuning a pretrained LM typically demands a large
amount of annotated data (Brown et al., 2020), which poses a significant challenge for LAG models
in semi-supervised learning tasks, where available annotated data is often scarce.

6 CONCLUSION

In this paper, we identify two primary challenges in exiting graph-language models for semi-
supervised learning, i.e., artificial structural assumptions in graph generation and unreliable LM
finetuning for text embedding. We tackle these challenges by establishing a well-grounded struc-
tural prior. Specifically, we examine the scale-free property of citation networks and reveal that this
structural characteristic can be effectively approximated using a simple KNN graph. Building on
this observation, we propose a novel graph-language model that employs a customized KNN algo-
rithm for scale-free graph generation and utilizes a graph-based pseudo-labeler to provide additional
supervision for improved text embedding. Extensive experiments on representative datasets validate
our findings on the scale-free structural approximation of KNN graphs and demonstrate the effec-
tiveness of integrating graph generation and text embedding with a real structural prior. We hope
this study highlights the synergistic potential of GNNs and LMs, providing valuable insights for
researchers in both the GNN and NLP communities.
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A APPENDIX

A.1 DATASET DESCRIPTION

We conducted extensive experiments on four text-attributed graph benchmarks: Cora (Sen et al.,
2008), PubMed (Kipf & Welling, 2016), ogbn-arxiv (Hu et al., 2020), and arxiv23 (He et al.,
2024). The Cora dataset contains 2, 708 papers belonging to seven different classes. The PubMed
dataset includes 19, 717 publications categorized into three classes. The ogbn-arxiv (Hu et al.,
2020) dataset includes 169, 343 arXiv papers across 40 subject areas in computer science. Labels
for this dataset are manually annotated by the authors and arXiv. The arxiv23 (He et al., 2024)
dataset includes all computer science papers submitted in 2023 or later on arXiv. Similar to ogbn-
arxiv, these papers are divided into 40 classes.

A.2 MODEL CONFIGURATION

We follow (He et al., 2024) for model configurations. For GNNs, we use a two-layer GCN (see Sec.
4.3 for comparisons with other GNN architectures). The hyper-parameters for hidden dimension,
learning rate, dropout ratio, and weight decay are set to 128, 0.001, 0.5, and 0.0005, respectively.
For LMs, we finetune a pretrained DeBERTa (He et al., 2021) on the target datasets. The batch
size, learning rate, and dropout ratio are set to 20, 2 × 10−5, and 0.3, respectively. We also em-
ploy GPT3.5 (Ouyang et al., 2022) for inference. We empirically set k to 25, 15, 25, 20 for Cora,
Pubmed, ogbn-arxiv, and arxiv23, respectively. We conduct five independent experiments
with different random seeds and report the average test accuracy along with the standard deviation.

For LLM prompt inputs, we follow established methods (He et al., 2024). Each prompt consists of a
paper’s title and abstract, along with a task-specific question designed to elicit a class prediction and
a corresponding explanation from the LLM. The generated textual responses by the LLMs serve as
inputs for the LMs, which use them to generate text embeddings for all nodes. These embeddings
are then further processed by GNNs to enhance model performance.

A.3 PROOF OF PROPOSITION

Proposition 1. For a scale-free network, assuming that there is at most one node v whose degree
belongs to [θmax,∞), we have θmax = θmin|V|

1
α−1 , where θmax and θmin refer to the maximum

and minimal degree in the scale-free network.

Proof. We write the degree distribution P(θ) of a scale free network as: P(θ) = ξθ−α, where θ
is the degree of a node, ξ is a constant, and α is a scaling parameter of the distribution. Since∫
θ−αdθ = θ1−α

1−α + constant and
∫∞
θmin

P(θ)dθ = 1, we have 1
ξ =

∫∞
θmin

θ−αdθ = [ θ
1−α

1−α ]∞θmin
.

Since limθ→∞
θ1−α

1−α = 0 (α > 1), we have [ θ
1−α

1−α ]
∞

θmin
=

θ1−α
min

α−1 . As a result, we obtain ξ =

(α − 1)θα−1
min and P(θ) = (α − 1)θα−1

minθ
−α. Assume that there is at most one node whose degree

belongs to [θmax,∞), where θmax is the maximum degree in the network. We have
∫∞
θmax

P(θ)dθ =∫∞
θmax

ξθ−αdθ = ξ
θ1−α
max

α−1 = (α − 1)θα−1
min

θ1−α
max

α−1 = 1
|V| , where |V| is the number of nodes. After

simplification, we obtain ( θmin

θmax
)α−1 = 1

|V| , which leads to θmax = θmin|V|
1

α−1 .

Proposition 2. For a KNN graph, we have
∑

v∈V CID(v) =
∑

v∈V CD(v) −
∑

v∈V COD(v) =
2|E| − k|V|, where |E| ≤ k|V|.

Proof. In a KNN graph, we have CD(v) = CID(v) + COD(v), and
∑

v∈V CD(v) = 2|E|. For
∀v ∈ V , COD(v) = k. Considering that two nodes may regard each other as its nearest neighbors,
the total number of edges is at most k|V|, i.e., |E| ≤ k|V|. Based on the above points, we can derive:∑

v∈V CID(v) =
∑

v∈V CD(v)−
∑

v∈V COD(v) = 2|E| − k|V|, where |E| ≤ k|V|.
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Table 5: Performance comparison of different models using different types of GNNs.
Labeling Rates (labels) 2.58%(70) 5.17%(140) 7.75%(210) 15.51%(420) 22.16%(600)

GCN 0.5898±0.0159 0.6038±0.0116 0.6358±0.0164 0.6936±0.0055 0.7114±0.0049

SAGE 0.5660±0.0109 0.5994±0.0143 0.6326±0.0150 0.6910±0.0106 0.7044±0.0153

GAT 0.6050±0.0052 0.6262±0.0074 0.6560±0.0075 0.6852±0.0092 0.6944±0.0174

SFGL(GCN) 0.6086±0.0140 0.6314±0.0191 0.6612±0.0206 0.6942±0.0101 0.7204±0.0153

SFGL(SAGE) 0.5794±0.0103 0.6502±0.0100 0.6706±0.0072 0.7056±0.0135 0.7234±0.0150

SFGL(GAT) 0.5974±0.0117 0.6586±0.0099 0.6998±0.0079 0.7148±0.0200 0.7196±0.0081

SFGL+GPT(GCN) 0.6348±0.0136 0.6856±0.0131 0.6992±0.0265 0.7278±0.0041 0.7374±0.0072

SFGL+GPT(SAGE) 0.6342±0.0153 0.6806±0.0142 0.7050±0.0080 0.7276±0.0162 0.7348±0.0110

SFGL+GPT(GAT) 0.6390±0.0223 0.6954±0.0136 0.7128±0.0199 0.7256±0.0114 0.7390±0.0076

DeBERTa+GCN 0.6232±0.0094 0.6616±0.0077 0.6728±0.0079 0.7064±0.0077 0.7214±0.0096

DeBERTa+SAGE 0.5882±0.0081 0.6396±0.0100 0.6652±0.0090 0.7122±0.0074 0.7224±0.0091

DeBERTa+GAT 0.6112±0.0057 0.6530±0.0104 0.6986±0.0128 0.7074±0.0132 0.7186±0.0065

DeBERTa+GPT+GCN 0.6588±0.0113 0.6978±0.0200 0.6962±0.0079 0.7206±0.0109 0.7426±0.0072

DeBERTa+GPT+SAGE 0.6500±0.0113 0.6918±0.0051 0.6914±0.0122 0.7166±0.0063 0.7312±0.0060

DeBERTa+GPT+GAT 0.6482±0.0103 0.6910±0.0033 0.7114±0.0066 0.7118±0.0059 0.7294±0.0051

A.4 ADDITIONAL EXPERIMENTAL RESULTS

As mentioned in Sec. 3.2, various GNNs can be used to implement the pseudo-labeler. To assess
their impact, we evaluate model performance using different GNNs, including GCN, SAGE, and GAT.
Table 5 presents the comparison results across these variants. Our findings indicate that the proposed
models exhibit robustness to the choice of GNN, as they achieve similar performance improvements
regardless of the specific architecture used.

In Sec. 4.1, our experiments employ traditional text encoders for graph construction and
pseudo-labeling. In fact, a variety of text encoders can be utilized for this task. To
evaluate their impact, we experiment with several text encoders, including a traditional TF-
IDF encoder (Enc1), a pretrained DeBERTa (Enc2), a pretrained E5-Mistral-7B-Instruct
(Enc3) (Wang et al., 2024), a pretrained bge-en-icl (Enc4) (Li et al., 2025), and a fine-
tuned DeBERTa (Enc5). Table 6 presents the comparison results on the PubMed dataset.

Table 6: Results across different text encoders.
Labels 60 120 180 360 500

Enc1 0.665 0.696 0.748 0.749 0.758
Enc2 0.475 0.518 0.534 0.538 0.548
Enc3 0.550 0.614 0.648 0.686 0.690
Enc4 0.596 0.636 0.648 0.652 0.667
Enc5 0.743 0.815 0.856 0.877 0.876

As observed, pretrained models such as De-
BERTa, E5-Mistral-7B-Instruct, and bge-en-
icl fail to achieve satisfactory results. In
contrast, the fine-tuned DeBERTa model
demonstrates significant improvement, with
TF-IDF performance falling between that of
the pretrained and finetuned models. How-
ever, finetuning DeBERTa requires a suffi-
cient number of labels, which is why we ini-
tially use shallow text encoders to facilitate
pseudo-label generation. Notably, the two
variants of our proposed SFGL listed in Table 2 use the finetuned DeBERTa as their text encoder.
As shown, incorporating a more refined text encoder leads to further performance gains. Addi-
tionally, both pretrained E5-Mistral-7B-Instruct and bge-en-icl outperform the pretrained DeBERTa
model but fall short of the finetuned DeBERTa. It is reasonable to infer that a finetuned E5-Mistral-
7B-Instruct or bge-en-icl model would surpass the finetuned DeBERTa in performance.

Figures 6 and 7 illustrate the degree distribution and fitting curves for k = 20. As shown, the degree
distributions of KNN graphs with a larger k still approximate a scale-free structure. We further
analyze the KNN graph on the Cora dataset using Euclidean distance as the similarity metric. As
depicted in Fig. 8 (b), the degree distribution of the KNN graph (k = 5) constructed with Euclidean
distance does not follow a power law pattern. Notably, 2, 080 nodes have zero in-degrees, meaning
they are not among the top 5 nearest neighbors of any nodes. This phenomenon likely arises from the
way text embeddings encode semantic and syntactic information, which simple Euclidean distance
fails to capture effectively. In other words, raw Euclidean distances between embedding vectors do
not adequately reflect semantic similarities. This is because Euclidean distance primarily measures
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Algorithm 1 Scale-Free Graph-Language Model (SFGL / SFGL+GPT)
Require: Input sequences X, labels YL, the number of neighbors k, query question q, prompt pi.

1: Encode the text sequences of nodes into hand-crafted features: F = Enc(X).
2: Construct a KNN graph with Cosine distance metric: A = KNNcos(F, k).
3: Train a GNN (GNNΦ) on F, A, and YL with loss function in Eq. 1.
4: Generate pseudo labels for the unlabeled nodes: ŷj = argmax(GNNΦ(fj ,A)), j ∈ {1, · · · , n}.
5: (Optional) Generate textual responses from an LLM : ri = LLM(pi), pi = concat(xi,q).
6: Finetune a LM LMΘ using loss function in Eq. 2.
7: Generate text embeddings: ei = LMΘ(xi) (If LLM is used, replace xi with ri).
8: Train another GNN (GNNΦ̂) on E = [e1, . . . , em+n], A, and YL with loss function in Eq. 1.
9: Classify unlabeled nodes using GNNΦ̂: yj = argmax(GNNΦ̂(ej ,A)), j ∈ {1, · · · , n}.

10: return YU = [y1, · · · ,yn].

Table 7: Performance comparison of different models using complete labels.
Dataset Cora(140) Cora(1208) PubMed(60) PubMed(18217)

GCN 0.6038±0.0116 0.7182±0.0055 0.6770±0.0217 0.8092±0.0057

DeBERTa 0.3048±0.0198 0.7366±0.0137 0.3616±0.0976 0.9510±0.0056

DeBERTa+GPT 0.5450±0.1121 0.7430±0.0067 0.4514±0.0700 0.9388±0.0020

SFGL 0.6314±0.0191 0.7278±0.0151 0.7238±0.0124 0.9382±0.0078

SFGL+GPT 0.6856±0.0131 0.7396±0.0105 0.8640±0.0381 0.9400±0.0019

linear separation between points while disregarding the angular relationships or vector orientation,
which are key factors in capturing semantic meaning.

Besides KNN graphs, our training framework can incorporate any LGI method to generate pseudo-
labels. However, unlike KNN graphs, existing LGI methods typically require specialized optimiza-
tion strategies with complex constraints and additional training on the entire dataset, leading to
increased computational and model complexity. Moreover, ensuring that graphs generated by LGI
methods exhibit a scale-free structure is challenging. For instance, SLAPS (Fatemi et al., 2021) re-
quires several hours of training to generate graphs, whereas KNN graphs can be constructed in just
a few minutes. Additionally, as shown in Fig. 8 (a), the graph produced by SLAPS does not exhibit
scale-free properties, further highlighting the efficiency and structural advantages of KNN graphs.

Additionally, we evaluate the performance of our models using the full set of available labels on the
Cora and PubMed datasets. According to the standard data split, there are 1, 068 labeled samples
in Cora and 18, 157 labeled samples in PubMed that remain unutilized during training. To assess
the impact of complete supervision, we incorporate these additional labels, expanding the training
sets to 1, 208 and 18, 217 labeled nodes for Cora and PubMed, respectively. Table 7 presents the
results comparing the standard and complete label settings. With full supervision, the standalone
DeBERTa model achieves strong performance, eliminating the need for pseudo-label generation,
as the LMs already produce high-quality text embeddings. However, under the standard split with
limited labeled nodes, generating pseudo-labels remains crucial for enhancing performance.

A.5 TRAINING STRATEGIES

The training algorithms of SFGL, SFGL+GPT, SFGL+GCN and SFGL+
::::
GCN are outlined in Algo-

rithms 1 and 2. The primary difference between SFGL and SFGL+GPT lies in steps 5 and 7, where
SFGL+GPT incorporates GPT responses to enhance text embeddings. Similarly, the distinction be-
tween SFGL+GCN and SFGL+

::::
GCN is that the former employs a LM to generate text embeddings,

while the latter further refines them using an LLM. Specifically, SFGL+
:::
GCN replaces the original

node textual sequences with GPT-generated responses for finetuning. All these models use a GCN
as the final classifier.
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Algorithm 2 Scale-Free Graph-Language Model (SFGL+GCN / SFGL+
:::
GCN)

1: Return to step 1 of Algorithm 1, replace F with E generated in step 7.
2: Repeat steps 2, 3, and 4 of Algorithm 1 once to generate better pseudo labels.
3: Repeat steps 6, 7, 8, and 9 of Algorithm 1 once to re-classify the unlabeled nodes.

(a) Cora (b) Pubmed (c) ogbn-arxiv

Figure 6: In-degree distribution of KNN graphs on different datasets.

(a) Cora (b) Pubmed (c) ogbn-arxiv

Figure 7: Curve fitting to the in-degree distribution of KNN graphs on different datasets.

(a) SLAPS (b) Euclidean

Figure 8: In-degree distribution of graph generated by (a) SLAPS and (b) KNN (Euclidean).

A.6 LIMITATION

Due to the inherent differences in the formation mechanisms of KNN graphs and real-world net-
works, constructing a fully exact scale-free KNN graph remains challenging. A potential solu-
tion is to incorporate the scale-free property as a constraint within an optimization objective and
then optimize it to learn an exact latent graph, which presents an intriguing direction for future re-
search. Furthermore, this work primarily focuses on citation networks. Extending our findings and
methodologies to other types of networks, such as social and biological networks, represents another
promising avenue for future exploration.
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