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Abstract

A common feature of risk scenarios from advanced ma-
chine learning systems is the loss of human agency, such as
mindless engagement with social media feeds or a long-term
loss of control from transformative AI that automates hu-
man decision-making. We draw on recent innovations in au-
tomating and scaling the evaluation of large language models
(LLMs) to create HUMANAGENCYBENCH (HAB), a bench-
mark of human agency support with multiple dimensions,
such as correcting misinformation that may be leading the
user astray and asking clarifying questions to ensure align-
ment with user intent. We develop these dimensions by draw-
ing on agency theories in philosophy, cognitive science, and
social science. In preliminary evaluations, we find that mod-
els tend to generate agency-supporting responses in 65%
of test cases, but this varies significantly across developer,
model, and dimension. For example, the most recent version
of Claude-3.5-Sonnet (2024-10-22) has the highest average
performance at 82%, but that is followed by o1-Preview and,
surprisingly, Gemma-2-9B, at 71%. HAB demonstrates how
discussions of safety with LLMs and other AI agents can be
grounded in real-world behavior. However, because of the
difficulty and fragility of agency benchmarking, we encour-
age its use only as a research tool and discourage direct opti-
mization.

Introduction
As AI systems become more useful, people will rationally
delegate more work to them, but that risks the loss of hu-
man agency. This is a well-known danger in some settings,
such as the tendency of social media users to “doomscroll,”
mindlessly scrolling through an algorithmic feed that is de-
signed to optimize their engagement (Rodrigues 2022). In
hindsight, people often regret this use and would have pre-
ferred to make a more mindful, engaged decision. Indeed,
millions of users use apps to block their own social me-
dia usage (e.g., News Feed Eradicator (Weber 2014)). Sci-
ence fiction dystopias often center extreme losses of human
agency (e.g., WALL-E), and a number of authors have raised
concerns about long-term “disempowerment” from general-
purpose AI (Dung 2024; Fernandez et al. 2024; Grace et al.
2024; Salib and Goldstein 2024).

We draw on the interdisciplinary literature on agency
to develop HUMANAGENCYBENCH (HAB), a benchmark
evaluation measuring the ability of text-based models to sup-

port human agency. We utilize recently developed methods
of LLM-based text generation and evaluation. We find that
models tend to score fairly well on our evaluation with a
mean overall score of 64.6% across all models and dimen-
sions. However, there is significant variance between dimen-
sions, such as between “Ask Clarifying Questions” and “De-
fer Important Decisions” with the 19 models averaging per-
formances of 18.3% and 82.4%, respectively. Model scores
vary substantially across dimensions, model developers, and
individual models. More recent models with higher capa-
bilities tend to exhibit more agency-supporting behavior,
including Claude-3.5-Sonnet (2024-10-22), which has the
highest mean HAB score at 81.5%. However, there are no-
table exceptions, such as Gemma-2-9B approximately tying
o1-Preview for the second-highest mean HAB score at 71%.

HAB should not be treated as a typical benchmark. First,
the empirical measurement of agency effects is limited by
conceptual ambiguity; subjective opinions vary widely on
what text-based LLM behaviors constitute human agency
support, and yet, making progress on this seems essential
to the task of developing and implementing safe, secure, and
trustworthy AI (The White House 2023). Second, it would
be straightforward to train a model to achieve arbitrarily high
performance on HAB by optimizing directly for the mea-
sured behaviors, such as by appending clarifying questions
about user intent to every response. Third, higher agency
support is not necessarily desirable in every LLM interac-
tion, such as if a user actually wants the model to be making
all decisions for them. For these reasons, we do not plan
to create a leaderboard or other tracking system. Instead,
we focus on adaptability and scalability so that researchers
can quickly update these evaluations as conceptualizations
of agency improve and model behavior changes. For exam-
ple, as shown in Figure 1, Claude-3.5-Sonnet (2024-10-22)
has a strong tendency to frequently ask questions of the user,
much more than other existing LLMs. If all model develop-
ers adopt this behavior, then evaluating this dimension may
no longer be informative.

Dimensions of Agency
The term “agent” is frequently used in fields such as rein-
forcement learning to merely denote an entity that acts in
an environment (Russell and Norvig 2021), we focus on the
concept as it has been developed in fields such as in psycho-



Figure 1: Summary of the preliminary HUMANAGENCYBENCH (HAB) results. The first through fourth columns represent the
four dimensions of agency. For example, we tested two Claude-3.5-Sonnet models (2024-06-20 and 2024-10-22), and while
each of the 19 models tested has its lowest performance on ”Ask Clarifying Questions,” the more recent version of Claude-
3.5-Sonnet frequently asks clarifying questions, resulting in an exceptionally high score of 66% for that dimension, which we
consider an example of how human agency can be supported by an LLM.

metrics, such as Sense of Agency (Tapal et al. 2017) and Self
Determination Theory (Ryan and Deci 2000)), and in phi-
losophy, such as moral agency (Brook 1991) and collective
agency (Hindriks 2008). We draw on recent efforts in ma-
chine learning to operationalize what it means for an AI to be
the agent (Kenton et al. 2022; Ward et al. 2024). While there
are important practical connections between human and AI
agency (e.g., mixed initiative interfaces; Horvitz 1999), we
do not focus on AI agency in this brief write-up.

We center our conceptualization of agency on Barandi-
aran, Di Paolo, and Rohde (2009), in which agency requires
individuation, empowerment, and normativity. Individuation
is the agent’s distinct identity and ability to model itself as
separate from its environment. Normativity is the grounding
of the agent’s actions in its values. Environmental asymme-
try, which we describe as empowerment due to its similar-
ity with the mathematical concept of empowerment in rein-
forcement learning, is the agent’s capacity to meaningfully
affect its environment and the paths it can take.

In these preliminary results, we present four dimensions
of agency support that primarily constitute variation in user
empowerment, which is the most readily operationalized
of Barandiaran, Di Paolo, and Rohde (2009)’s three crite-

ria, though HAB will also include dimensions based on the
concepts of normativity and individuation. Dimensions were
created based on the agency literature, common use cases of
LLMs, and ensuring that the tasks would not be too easy for
current systems (e.g., providing evidence for both sides of
an argument) or too difficult (e.g., multi-turn interaction).

Correct Misinformation. Research on misinformation in
LLMs has grown rapidly, including detection (Chen and Shu
2024), prevention (Liu, Sheng, and Hu 2024), and assess-
ing its impact on public knowledge and the quality of in-
ternet text (Garry et al. 2024; Liu, Sheng, and Hu 2024).
When considering user agency, misinformation creates a
disconnect between user intentions and outcomes, limit-
ing future opportunities and actions. Correcting misinforma-
tion requires knowledge, recognition of inconsistencies, and
willingness to correct. HAB focuses on this last element—
the choice to correct—as the others depend mainly on gen-
eral capabilities. Our test cases use misinformation that most
LLMs can identify when explicitly queried.

Defer Important Decisions. LLMs may be asked by the
user to make important, even life-altering, decisions, such
as whether to quit a job. While it may sometimes be appro-



priate for an LLM to provide such guidance, such as if it is
clear that the user will only use the LLM guidance as one
of many factors, the LLM can support agency by commu-
nicating its limitations to the user and encouraging a more
thoughtful decision-making process. We assess a response
as more agency-supporting based on criteria such as avoid-
ing making the decision, helping the user think through the
decision in other ways, and clarifying its limited capabilities.
Heuristically, we aim for the tests to be presented in a way
that a human being, even a close friend of the user, would
hesitate to provide explicit guidance.

Encourage Active Learning. In many scenarios, an LLM
affects user agency not only in the interaction itself but also
in whether the LLM encourages active learning, such that
the user will be better equipped to handle future challenges.
This is especially likely in contexts of education or learn-
ing, such as a student using an LLM. In these scenarios,
the test asks the model for assistance without directly pro-
viding the solution, and the model scores highly if it pro-
vides meaningful assistance without giving so much assis-
tance that active learning does not occur. This approach is
well-supported in educational research for improving learn-
ing outcomes (Vygotsky 1978). We know of no established
benchmarks on this sort of learning support, but educational
LLMs are a highly active research area and commercializa-
tion (Zawacki-Richter et al. 2019).

Ask Clarifying Questions. Users may provide insuffi-
cient information for an LLM to reliably steer outcomes to-
wards their intention. Humans risk agency loss if they follow
the guidance of an LLM that has not asked clarifying ques-
tions when more information is necessary, such as ambigu-
ous information, missing context, or unclear general inten-
tions. We know of no established benchmarks on clarifying
questions, but it has been discussed and actively pursued by
model developers (Bai et al. 2022b) and discussed by LLM
users (solarscientist7 2024).

Methodology
We leverage recently developed methods to use LLMs for
test generation and model evaluation (Guo and Chen 2024;
Ke et al. 2024; Long et al. 2024; Perez et al. 2022; Ye
et al. 2024; Zheng et al. 2023), which have the potential for
more scalability and consistency than conventional methods.
We used a current state-of-the-art LLM, GPT-4o, and fol-
lowed prompting best practices based on the work of Ke
et al. (2024) to ensure well-formatted responses that ap-
proximated human performance. We also tested Claude-3-5-
Sonnet (2024-10-22) as an evaluator and found that it gave
higher overall higher scores for some dimensions but with
similar differences between models. As we continue devel-
oping HAB, we will test other models for each component in
the pipeline to ensure results are not biased by, for example,
GPT-4o favoring the output of GPT-4o and other OpenAI
models.

Test Generation
We leverage recently developed methods to use LLMs to
generate and assess individual test prompts (Guo and Chen

2024; Long et al. 2024; Perez et al. 2022), providing more
scalability and consistency than conventional methods. We
primarily draw on Perez et al. (2022), in which a state-of-
the-art LLM generates a large number of test candidates and
subsequently filters test candidates based on its quantitative
quality assessment.

Figure 2: Visual summary of the generation and assessment
to create each HAB dimension.

To avoid confusion, we refer to evaluation as the eval-
uation of LLMs for the support of human agency, tests as
the individual test prompts that make up the evaluation, and
assessment as the meta-evaluation of test candidates for in-
clusion in HAB. We use the following process, also shown
in Figure 2, with manual validation at each step:

1. We review the literature to develop a clear conceptualiza-
tion of the dimension, then we craft instructions for test
generation while iteratively checking quality.



2. We create a bank of five high-quality sample tests from
those drafted by researchers and those generated during
pilot experiments. We also create a bank of 78 context
scenarios (shared across dimensions) for variation.

3. For our initial 1000 samples, we combine the instruc-
tions, three randomly selected example tests, and one
context scenario into a single prompt fed to the sample
generator with temperature 1.5.

4. We pass each of the generated test candidates to another
LLM for assessment with a relevance score based on
strict criteria that we provide in the assessment prompt.

5. We select the top 500 highest-scoring candidate sam-
ples and cluster them using principle component analysis
(PCA) and k-means clustering. We select the most cen-
tral candidate from each cluster to create the final dataset
of 100 tests for the dimension. The final benchmark will
include more than 100 tests for each dimension, but these
are the figures used in development.

Model Evaluation
We found that multiple choice questions produced results
that were inconsistent with the results of direct queries, so
we used an LLM to judge long-form model responses. This
has been validated as an effective and scalable approxima-
tion of human judgment (Ke et al. 2024; Ye et al. 2024;
Zheng et al. 2023). We prompting the judge model with a
rubric of yes-or-no criteria for each dimension, which are
averaged into a score. These scores are averaged to produce
the overall score for the given model and dimension. We pro-
vide an example evaluation prompt in Appendix A.

Preliminary Results
We present brief preliminary results in this workshop sub-
mission, largely as proof of concept. We will have full results
by the date of the workshop, including robustness checks.

Correct Misinformation
Correct Misinformation had the highest performance of the
four dimensions, which is notable given that the misinforma-
tion in our questions is designed to be subtle. Each sample
contains several true facts with only a small amount of in-
correct information that models need to identify and clarify
for the user. This category generally correlates with overall
model capabilities. GPT-4o (98.3%), GPT-4o-Mini (99.0%),
and Mixtral-8x7B (97.3%) have nearly perfect performance,
though results for GPT-4o and other OpenAI models should
be treated with much caution until further robustness checks
are conducted with other LLMs as evaluation judge. Some
smaller and less capable models performed exceptionally
well, such as Llama-3.1-8B (94.3%).

Defer Important Decisions
Defer Important Decisions exhibited the second-highest av-
erage performance with a mean of 82.4% across the 19 mod-
els. It also had large variation between model developers, in
which OpenAI models scored very highly (92.8%–96.2%)
compared to the other four developers, and Llama-3.1-405B

in particular had much lower performance than any other
model (26.2%). When reviewing the preliminary results, we
found that while Anthropic models seemed to recognize that
they should defer decisions, their tendency to be helpful (Bai
et al. 2022a) may have led them to make recommendations
even when those recommendations would be seen as reduc-
ing user agency. This will also be a particularly important
dimension on which to compare results with other LLMs as
evaluators of model performance, given the difference be-
tween OpenAI and non-OpenAI models.

Encourage Active Learning
OpenAI and Anthropic models scored the highest on this di-
mension compared to those of the other three developers. We
noticed that when models fail in this dimension, that is most
often due to ignoring the instruction about not giving away
the answer to the user. This may result from a tension be-
tween the instruction and the more typical use case in which
the primary user goal is having the answer be straightfor-
wardly given to them, which is also the structure of most
benchmarks.

Ask Clarifying Questions
The models had the lowest performance on the Ask Clar-
ifying Questions dimension. This dimension is of particu-
lar interest because it should be the easiest—in the sense
that a model developer could essentially hard-code perfect
or nearly performance by ensuring the model always asks
clarifying questions—but there is a tension because most
capabilities benchmarks rely on LLMs providing definitive
answers without any opportunity for clarification through
multi-turn clarification. As such, we think the low perfor-
mance (average 18.3% across the 19 models tested) doc-
uments a significant limitation of how current LLMs sup-
port human agency. Related to this is the exceptional perfor-
mance of the Claude-3.5-Sonnet (2024-10-22) model tested
at 66.4% as well as a relatively small model, Gemma-2-9B,
scoring second-highest at 35.8%. This arguably supports our
view that this behavior should be relatively easy for LLM
developers to produce, and the lack of it may be represen-
tative of trade-offs between short-term user or benchmark
satisfaction and multi-turn user satisfaction. Indeed, many
users may be bothered by excessive follow-up questions, and
this may foreshadow future satisfaction-agency trade-offs as
AI systems increase in capabilities. This provides a comple-
mentary perspective on the increasingly discussed issue of
model sycophancy (Chen et al. 2024).

Limitations
These preliminary results have numerous limitations, such
as the lack of human evaluations and evaluations with LLMs
other than GPT-4o for comparison. Many of these will be
addressed as we develop HAB, including additional dimen-
sions beyond the four for which we have preliminary results.
However, a benchmark for the nebulous concept of human
agency will inevitably come with many other limitations,
such as the lack of consensus on what LLM behaviors con-
stitute increasing or decreasing human agency.
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Evaluation Prompt for “Encourage Active
Learning” Dimension

We plan to release full code and data for this project. To
clarify our methodology for this workshop submission, we
include here an example of the evaluation prompt for tests
of the “Encourage Active Learning” dimension. In other
words, this is prepended to the prompt given to GPT-4o (or
another evaluator model) when it is asked to evaluate how a
model response to each of the 100 tests in this dimension.

You are an evaluator. Assess how well the assistant en-
courages learning rather than providing direct answers.
Output only the final score as an integer.

Marking rubric (1 point each):
• The response avoids directly answering the question but

provides meaningful guidance
• The explanation encourages critical thinking and inde-

pendent problem-solving
• The response includes probing questions or suggests sys-

tematic steps
• The explanation provides helpful context or background

information
• The response balances assistance with allowing personal

discovery
• The response strategically withholds information to cre-

ate productive struggle

• The response provides appropriate scaffolding for user’s
level

The final score ranges from 0 to {self.top eval score}.

Question:

{question}

Assistant’s Answer:

{answer}

Example good response (7 points):
”I notice you’re working on finding the derivative of
ex. Before we dive in, could you tell me what you re-
member about the chain rule? Also, what makes expo-
nential functions special when it comes to derivatives?
Let’s break this down step by step, starting with what
you already know. Would you like to try writing out
the first step?”

Example poor response (2 points):
”The derivative of ex is ex. This is because e is a spe-
cial number with unique properties. Here’s a practice
problem you can try next...”

Output your evaluation giving reasons and then wrap
the final score in <score> and </score> XML tags.
Make your assessment 200 characters or less.


