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Abstract
Videos contain rich spatio-temporal information. Traditional methods for extracting mo-
tion, used in tasks such as action recognition, often rely on visual contents rather than pre-
cise motion features. This phenomenon is referred to as ‘blind motion extraction’ behavior,
which proves ine!cient in capturing motions of interest due to a lack of motion-guided cues.
Recently, attention mechanisms have enhanced many computer vision tasks by e”ectively
highlighting salient visual areas. Inspired by this, we propose a modified Sigmoid function
with learnable slope and shift parameters as an attention mechanism to modulate motion
signals from frame di”erencing maps. This approach generates a sequence of attention
maps that enhance the processing of motion-related video content. To ensure temporal
continuity and smoothness of the attention maps, we apply pair-wise temporal attention

variation regularization to remove unwanted motions (e.g ., noise) while preserving impor-
tant ones. We then perform Hadamard product between each pair of attention maps and
the original video frames to highlight the evolving motions of interest over time. These
highlighted motions, termed video motion prompts, are subsequently used as inputs to the
model instead of the original video frames. We formalize this process as a motion prompt

layer and incorporate the regularization term into the loss function to learn better motion
prompts. This layer serves as an adapter between the model and the video data, bridging
the gap between traditional ‘blind motion extraction’ and the extraction of relevant motions
of interest. We show that our lightweight, plug-and-play motion prompt layer seamlessly
integrates into models like SlowFast, X3D, and TimeSformer, enhancing performance on
benchmarks such as FineGym and MPII Cooking 2. [Project website] [Code]
Keywords: Motion; attention; prompt.

1. Introduction

Video-based research has gained popularity over the past several years due to its extensive
applications in human-computer interaction, smart video surveillance, sports, and health-
care (Wang et al., 2020; Tang et al., 2023). Videos contain rich information: spatially, they
include visual contents such as objects, human subjects, and scene layouts; temporally, they
show the dynamics of how these objects and humans interact and evolve over time. Early
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Figure 1: Phenomena of ‘blind motion extraction’. 1st: Anomaly fighting from UCF-
Crime (Sultani et al., 2018), highlighted by the orange bounding box. 2nd: Nor-
malized frame di”erencing map, 3rd: Time-color reordering frame (Kim et al.,
2022), 4th: Taylor video frame (Wang et al., 2024). These methods capture all
motions without focusing on the anomaly. Non-motion-capturing methods focus
on visual information, which is ine!cient for motion-focused video processing.

works focused on using expert-designed, handcrafted descriptors to extract spatio-temporal
information from videos (Dalal et al., 2006; Scovanner et al., 2007; Kläser et al., 2008; Wang
and Schmid, 2013). However, while they were carefully designed, they could only handle
simple contexts and were unable to generalize to other datasets even within the same do-
main. The major issue is that most descriptors do not focus on motions and heavily rely
on visual contents. Compared to human vision systems in extracting information, they are
now considered outdated, even though some are still in use (Wang and Schmid, 2013).

Deep learning has significantly advanced video-based research due to its end-to-end
learnable nature (Simonyan and Zisserman, 2014; Tran et al., 2015; Feichtenhofer et al.,
2016; Carreira and Zisserman, 2018). New architectures, such as CNNs, RNNs, and trans-
formers (O’shea and Nash, 2015; Sherstinsky, 2020; Vaswani et al., 2017), along with com-
ponents like normalization layers, skip connections, and dropout (Ba et al., 2016; He et al.,
2016; Srivastava et al., 2014), and strategies like large-scale pretraining and transfer learn-
ing (Carreira and Zisserman, 2018; Zhuang et al., 2020), have greatly supported the evolu-
tion of modern video processing techniques. The attention mechanism has recently joined
convolutional layers, MLPs, and RNNs as a fundamental building block (Vaswani et al.,
2017). Initially used within transformers in natural language processing, the attention
mechanism is now e”ectively applied to image and video processing tasks (Dosovitskiy et al.,
2021; Arnab et al., 2021). It helps models focus on the most relevant parts of an image,
relevant frames, spatial regions within frames, or significant scenes, thereby understanding
both the visual contents and temporal dynamics. However, there are several challenges
with attention mechanisms in video processing (Guo et al., 2022; Brauwers and Frasincar,
2021; Niu et al., 2021): (i) they are computationally intensive due to the calculation of
spatio-temporal attention weights, (ii) scalability issues when handling videos of varying
lengths, and (iii) capturing temporal dependencies is challenging, as the model must focus
not only on spatial features within frames but also on the temporal relationships between
frames. Moreover, while attentions provide some level of interpretability by highlighting
important regions or frames, interpreting why certain regions or frames receive higher at-
tention can be di!cult in complex video tasks. Additionally, attention mechanisms must be
robust to variations in video quality, lighting, occlusions, and other environmental factors.
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Figure 2: Overview of the motion prompt layer. Learnable Power Normalization (PN) func-
tion f(·) modulates motion, influencing how motion is enhanced or dampened in
each frame di”erencing map D to highlight relevant movements. The result-
ing attention maps are multiplied element-wise (→) with original video frame
to produce video motion prompts. We introduce a temporal attention variation
regularization term (see Sec. 2.2) for smoother attention maps, ensuring better
motion prompts. This layer can be inserted between the video input and back-
bones such as TimeSformer, serving as an adapter. Training involves optimizing
both the motion prompt layer and the backbone network using a generic loss
function, e.g ., cross-entropy, along with the new regularization term.

Despite large-scale datasets allowing attention-driven models to capture a wide range of
spatio-temporal patterns, their generalization to unseen video data remains challenging.

Unlike the attention mechanism, prompt engineering involves designing prompts to guide
language models in producing desired responses (Brown et al., 2020; Radford et al., 2021;
Kim et al., 2021; Zhu et al., 2021). A well-designed prompt provides instructions or con-
textual clues that direct the model’s output (Chen et al., 2023). This allows the attention
mechanism to e”ectively allocate focus to the relevant parts of the input, especially in tasks
where there may be many frames and objects, not all of which are relevant. This highlights
the potential of using prompts in video processing tasks, where identifying the relevant
motions can be challenging. In this paper, we establish a strong connection among video
motion, attention and prompt engineering. We introduce the concept of motion prompts
to address challenges related to e!ciency, interpretability, and generalizability. We use a
modified Sigmoid function with learnable slope and shift parameters as a power normal-
ization function1 to activate the motions: the slope controls the strength of modulation,
determining whether to enhance or dampen the motions, and the shift acts as a threshold.
The motions to be activated and modulated are represented as a sequence of frame di”er-
encing maps computed between consecutive frames. The activated per-frame motions can
be viewed as an attention map, due to the enhancement of motion regions both spatially
and temporally, as these regions evolve over time. To ensure that the generated atten-
tion maps are spatio-temporally smooth and continuous, we introduce a pair-wise temporal
attention variation regularization to remove unwanted motions such as noise. We then per-
form the Hadamard product between each pair of attention maps and the corresponding
original video frame, resulting in a sequence of highlighted video sequences, which we re-
fer to as video motion prompts. Thus, our motion prompts are motion-dependent, rather

1. Technically, ours is not a true power normalization (PN), as PN equals 0 for a 0 input. Instead, ours is
a shift-enabled, PN-inspired function.
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than being dependent solely on the dataset. We formalize this process as a motion prompt
layer, a plug-and-play component added between the model and the input data, bridging
the gap between traditional, ‘blind motion extraction’ (see Fig. 1) and the extraction of rel-
evant motions. We show that, with only two additional learnable parameters, our motion
prompt layer significantly enhances action recognition. Our contributions are summarized
as follows:

i. We introduce video motion prompts, defined as a sequence of spatio-temporally high-
lighted video frames. We format the extraction of motion prompts as a plug-and-play
layer that can be inserted between video data input and the video model architecture,
functioning as an adapter. This adapter bridges the gap between ‘blind motion extrac-
tion’ and the extraction of motions of interest.

ii. Our motion prompts are prompt-inspired, motion-dependent, and attention-driven. To
generate smooth and continuous attention maps, we introduce a temporal attention
variation regularization term. This term removes unwanted motions and enhances the
model’s generalization ability. We incorporate this regularization term into the loss
function to improve the learning of motion prompts.

iii. Experimentally, we demonstrate that our motion prompt layer, despite its simplicity,
can be integrated into popular video models to achieve state-of-the-art performance in
tasks such as generic action recognition and fine-grained action recognition.

In Appendix A, we review closely related work on motion extraction, attention mecha-
nisms, prompts, and adapter layers for video processing. We also highlight the significant
di”erences of our approach compared to these works. Hereafter, we introduce our approach.

2. Approach

First, we present our notation. An overview of our motion prompt layer is provided in Fig. 2.
In Appendix B, we provide preliminary information on activation functions, a mathematical
view of attention mechanisms, and the power normalization family.
Notation. Let IT stand for the index set {1, 2, . . . , T}. Scalars are in regular fonts; vectors
are denoted by lowercase boldface letters, e.g ., x; matrices by uppercase boldface, e.g ., X;
tensors by calligraphic letters, e.g ., X. Let X ↑ Rd1→d2→d3 denote a third-order tensor, using
the Matlab convention, we refer to its t-th slice as X:,:,t, which is a d1↓d2 matrix.

2.1. Learnable Power Normalization

Frame di!erencing maps. For a T -frame video X = [F1,F2, . . . ,FT ] ↑ RH→W→3→T

where Ft ↑ RH→W→3 (t ↑ IT ), H and W denote the frame height and width, respectively,
we first convert it into a grayscale video sequence X↑ = [F ↑

1,F
↑
2, . . . ,F

↑
T
] ↑ RH→W→T . After

normalizing the pixel values between 0 and 1, we compute the frame di”erencing maps
between consecutive frames, resulting in D = [D1,D2, . . . ,DT↓1] ↑ RH→W→(T↓1), where
Dt = F ↑

t+1 ↔ F ↑
t (t ↑ IT↓1). Note that the pixel values in Dt can be either positive or

negative. Positive values indicate areas where the pixel intensity has increased from frame t
to frame t+1, while negative values indicate areas where the pixel intensity has decreased.
Note that the pixel values in frame di”erencing maps are in the range of [↔1, 1].
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Figure 3: (a) Comparison of existing well-behaved Power Normalization (PN) func-
tions (Koniusz and Zhang, 2021) and our learnable PN function (Eq. (3)). Our
PN function is depicted in orange with shadows, showing its learnable nature and
potential shifts. The learnable slope function a(m) in (b) controls the steepness
of PN, determining the degree of enhancement or dampening of motions, while
the learnable shift function b(n) in (c) determines the threshold for PN, a”ecting
whether the motions are enhanced or dampened. (d) shows a surface plot of pixel
value changes before and after applying our PN function.

The frame di”erencing maps D, record a sequence of motions between consecutive video
frames, capturing both foreground and background motions, as well as noisy patterns.
Depending on the task, we aim to enhance the motions of interest while suppressing the rest.
For example, in human action recognition, we want to amplify the motions associated with
human actions and reduce irrelevant motions. Below, we introduce our learnable Sigmoid
activation function as a Power Normalization (PN) function for motion modulation. Fig. 3
(a) compares existing PN functions with our learnable PN function. Appendix E presents
visual comparisons of the motions modulated by these PN functions, including ours. We
observe that our PN captures di”erent motions across various video types.
Learnable slope and shift parameters. We opt for a modified Sigmoid function with
learnable slope a and shift b as a PN function (see Fig. 3 (a)) on frame di”erencing maps.
For a given frame di”erencing map D, we define:

f(D) =
1

1 + e↓a(D↓b)
(1)

This element-wise function maps the pixel values of frame di”erencing maps from [↔1, 1]
to [0, 1]. For simplicity, we set a > 0 so that f(·) is a monotone increasing function. The
parameter a controls the slope of the Sigmoid function2, and it influences how sharply the
function transitions from its minimum to its maximum value (see Fig. 3(b)). The parameter
b acts as the threshold or the point of inflection of the Sigmoid function3, and it determines
the position of the Sigmoid curve along the D axis. We allow b to shift either left or
right, hence it can be positive or negative (see Fig. 3(c)). However, directly learning the
parameters a and b presents challenges, such as initialization sensitivity and uncertainty in
the parameter search space. To address these issues, we design the following two mapping

2. The value of a determines the sensitivity of the function f(D) to changes in D around the threshold b:
large a results in a steep slope with a sharp transition and high sensitivity to changes, whereas small a
results in a gentle slope with a smooth transition and lower sensitivity to changes.

3. The value of b determines the horizontal position of the Sigmoid function: larger b shifts the curve to the
right, requiring higher D values to reach the midpoint; smaller b shifts the curve to the left, requiring
lower D values to reach the midpoint.
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functions to learn m and n instead:





a(m) =

ω

ε |tanh(m)|+ ϑ

b(n) = ϖ tanh(n)
(2)

Here, tanh(·) is the hyperbolic tangent function, which maps any given m and n to values
between ↔1 and 1. This alignment with the pixel value range in frame di”erencing maps
facilitates better adjustment of the slope and shift for motion modulation. The symbol | · |
denotes the absolute value operation, and ϑ is a small constant for numerical stabilization
(we set ϑ = 0.1). Parameters ω > 0, ε > 0, and ϖ > 0 control the characteristics of our PN
function: ω and ε adjusts the rate at which Eq. (1) transitions between 0 and 1, while ϖ

in b(n) controls the shifts of input before it is processed by the exponential function. This
setup allows for unrestricted learning of m and n, avoiding potential issues caused by the
bounded pixel values in D. We prove the boundedness and di”erentiability of both a(m)
and b(n) in Appendix C. Combining Eq. (1) and (2) results in our learnable PN function:

f(D) =
1

1 + e
↓
(

ω
ε|tanh(m)|+ϑ

)
(D↓ω tanh(n))

. (3)

We provide a detailed analysis of parameter constraints and sensitivity concerning ω, ε, and
ϖ, their impact on the learning of m and n, and the rationale behind selecting these three
parameters in Appendix D. Specifically, we set ω = 5, ε = 0.45, and ϖ = 0.6. Below we
show that for pixel values within interval [↔1, 1] in D, our function f(D) is always bounded
within [0, 1]. Additionally, we show that Eq. (3) is a well-behaved PN function.

Upper and lower bound. Consider the term inside the exponential: A = a(m)(D ↔

b(n)), we first examine the derivative of A with respect to D: εA
εD = a(m) = ϑ

ϖ| tanh(m)|+ϱ
.

Since this derivative is always positive, A is monotonically increasing with respect to D.
The scaling factor a(m) ranges from ϑ

ϖ+ϱ
to ϑ

ϱ
and D↔ b(n) ranges from ↔1↔ ϖ to 1+ ϖ;

hence, the lower and upper bounds of A are ↔
ϑ(1+ω)
ϖ+ϱ

and ϑ(1+ω)
ϱ

, respectively.

The Sigmoid function ϱ(A) = 1
1+e→A approaches 0 as value in A becomes large and

negative (e.g ., ϱ(↔5(1+0.6)
0.45+0.1) ↗ 0.0), and 1 as value in A becomes large and positive (e.g .,

ϱ(5(1+0.6)
0.1 ) ↗ 1.0). Consequently, for values in D in the interval [↔1, 1], the function f(D)

is always bounded within [0, 1].
Well-behaved power normalization. Eq. (3) is continuous and smooth for all real
values of D, m, and n. The scaling factor a(m) is always positive, and the exponential
term is well-defined, producing a valid, finite value for all input values. The Sigmoid
function ϱ(A) = 1

1+e→A maps any real number to the interval [0, 1], ensuring that f(D)
produces values within this range and thereby maintaining proper normalization.
Therefore, Eq. (3) is a well-behaved PN function given: (i) It is continuous and smooth.
(ii) The output values are properly normalized within the range [0, 1]. (iii) The Sigmoid
function ensures that the function maps real numbers to a bounded interval, maintaining
normalization.
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2.2. Motion Prompt Layer: An Adapter

Video motion prompts. Eq. (3) modulates the motions in frame di”erencing maps via
the learnable m and n, resulting in a sequence of normalized frame di”erencing maps with
pixel values ranging from 0 to 1. This element-wise PN process can also be viewed as
activating the motions of interest, guided by the generic loss function, e.g ., cross-entropy,
hence we call this the attention map. The PN process produces a sequence of attention
maps: A↑ = [f(D1), f(D2), . . . , f(DT↓1)] ↑ RH→W→(T↓1), spatially highlighting regions
where motions are of interest (e.g ., 1) and dampening motions that are not of interest
(e.g ., 0); temporally showing the evolution of attention maps over time. We then duplicate
each attention map three times, resulting in A↑(3) = [f (3)(D1), f (3)(D2), . . . , f (3)(DT↓1)] ↑
RH→W→3→(T↓1), where f

(3)(Dt) ↑ RH→W→3 and t ↑ IT↓1. We perform a channel-wise
Hadamard product between each duplicated attention map f

(3)(Dt) and the original video
frame F(t+1) so that attention attends to each channel of the original video frame, resulting
in a sequence of highlighted video frames:

Z = A↑(3)
→ X:,:,2:

= [f (3)(D1), f
(3)(D2), . . . , f

(3)(DT↓1)]→ [F2, . . . ,FT ]

= [f (3)(D1)→ F2, f
(3)(D2)→ F3, . . . , f

(3)(DT↓1)→ FT ], (4)

where → denotes the Hadamard (element-wise) product. Z ↑ RH→W→3→(T↓1) denotes the
newly generated video, referred to as Video Motion Prompts (VMPs), which are motion-
dependent, attention-driven, and provide rich motion cues. f

(3)(Dt) → F(t+1) ↑ RH→W→3

shows the motion prompt for the t-th frame. Below, we show that our video motion prompt
generation process is, in fact, connected to the attention mechanism.

Connecting to attention mechanism. We rewrite f (3)(Dt) using the Sigmoid function
ϱ
(3)(·), replace the frame di”erencing map Dt with the grayscale conversion function h(·)

as h(Ft+1) ↔ h(Ft), and rewrite Eq (4) in the form of per-frame motion prompt (we use
Eq. (2) for the scaling factor and shift parameter and omit m and n for simplicity):

Zt = f
(3)(Dt)→ F(t+1)

= ϱ
(3)(a[h(Ft+1)↔ h(Ft)↔ b])→ F(t+1) (5)

where A = a[h(Ft+1)↔ h(Ft)↔ b] can be viewed as an attention matrix with the shifting
parameter bmodulating the pixel intensity changes between each pair of grayscaled consec-
utive frames. The Sigmoid (denoted as ϱ(3)) outputs are similar to the Softmax function
outputs in the standard attention mechanism (as in Eq. (9) of Appendix B), which trans-
forms raw attention scores to highlight the most important parts of the h-transformed
frame di”erencing maps. Since we operate on each pixel in frame di”erencing maps to
highlight all relevant motion pixels, there is no need to satisfy the criterion that attention
weights sum up to 1, as required by the Softmax function. F(t+1) is analogous to the value
matrix V in Eq. (10) of Appendix B. This shows that our motion prompt generation
process is analogous to the standard attention mechanism.
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(a) a vs. epoch (b) b vs. epoch (c) Across datasets (d) Across backbones

Figure 4: E”ects of the penalty parameter ς on (a) slope a and (b) shift b are evaluated
using FineGym with TimeSformer pretrained on Kinetics-600. Larger ς values
cause both a and b to approach their lower bounds. In contrast, when smaller
ςs are used, b becomes noisy and fluctuates, while a assumes lower values. (c)
and (d) show the learned a (solid lines) and b (dashed lines) of top performers
across di”erent datasets (with TimeSformer) and backbones (on HMDB-51 split
1). In (d), SlowFast-f and SlowFast-s denote motion prompt layer added to the
fast-only (green color) and slow-only (yellow color) stream, respectively.

Unlike the traditional attention mechanism, our attention mechanism o”ers (i) lightweight
computation with only two learnable parameters, (ii) interpretability, as the learnable scal-
ing factor and shift parameter have well-explainable functionalities in the motion modula-
tion process, and (iii) generalizability, as A is motion-dependent, relying on frame di”er-
encing maps rather than being dataset-dependent.

If attention scores in ϱ
(3)(A) are all 1, e.g ., A becomes large and positive due to motion

modulation via slope a and shift b, thus reverting to the use of original video frames.
Temporal attention variation regularization. To ensure temporally the smoothness
and continuity of generated attention maps, we introduce temporal attention variation
regularization on pair-wise attention maps:

V =
1

T ↔ 2

T↓2∑

t=1

||f(Dt+1)↔ f(Dt)||
2
F , (6)

where || · ||F denotes the Frobenius norm. Eq. (6) reduces pixel variations between consec-
utive attention maps, ensuring temporal smoothness while preserving key motion regions.

We design the video motion prompt generation process as a single layer with two learn-
able parameters that amplify relevant motions while attenuating irrelevant movements.
Eq. (6) is incorporated into the original loss function Lori, such as cross-entropy loss for
action recognition, used in models like SlowFast and TimeSformer backbones:

L = Lori + ςV, (7)

where ς is a penalty parameter that controls the strength of this regularization, balancing
the trade-o” between temporal smoothness and the maintenance of spatially significant
motion regions. We simply insert our motion prompt layer between the video input and
the model architecture, using Eq. (7) as the loss function to learn the VMPs as new inputs.
The entire model can be learned in an end-to-end manner or fine-tuned on specific layers,
including the learning of our motion prompt layer.
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Figure 5: Visualizations of consecutive frames (columns 1-2 and 6-7), frame di”erencing
maps (columns 3 and 8), attention maps (columns 4 and 9), and motion prompts
(columns 5 and 10). Top left shows shake (MPII), bottom left shows pushup

(HMDB-51), and top and bottom right show balance beam and uneven bar (Fine-
Gym). Frame di”erencing maps are noisy; our attention maps, guided by learned
slope and shift, are cleaner. Motion prompts (columns 5 and 10) contain richer
motion information than the original frames (columns 2 and 7). We notice that for
static camera, the attention map shows light orange, indicating that background
information is not important for the action (e.g ., shake in MPII). For moving
cameras, the background information is important, hence it appears darker red,
receiving higher attention scores. Additional visualizations are in Appendix E.

3. Experiment

3.1. Setup

Dataset. For generic action recognition, we choose the popular and challenging HMDB-
51 (Kuehne et al., 2011), which features significant camera and background motion. For
fine-grained action recognition, we select the large-scale MPII Cooking 2 (2,881,616 frames,
resolution 1624↓1224) (Rohrbach et al., 2015) and FineGym (Shao et al., 2020) (Gym99 v1.1:
26,320/8,521 for train/val set, respectively) datasets. FineGym focuses on human actions
performed in a gym environment, capturing a wide range of activities with fine granularity
(99 classes). In contrast, the MPII Cooking 2 dataset specializes in cooking-related actions
(67 classes). We adhere to their standard evaluation protocols in our experiments.

Implementation. The motion prompt layer is initialized with a normal distribution, hav-
ing a mean of 1↓10↓5 and a standard deviation of 1. The penalty parameter for temporal
attention variation regularization is selected from the range [1e-4, 10]. We use SlowFast (Fe-
ichtenhofer et al., 2019), C2D, I3D (Carreira and Zisserman, 2018), X3D (Feichtenhofer,
2020), and TimeSformer (Bertasius et al., 2021) as backbones. All experiments use SGD
as the optimizer (e.g ., with momentum 0.9). The learning rate (e.g ., 0.005), weight decay
(e.g ., 0.0001), decay strategy (e.g ., step decay, or cosine decay with a warm-up), and the
number of sampled video frames per video follow those specified in the original papers. Note
that our layer requires an additional frame to ensure that the resulting motion prompts have
exactly the same length as the original input video frames (see Eq. (4)). We fine-tune mod-
els pretrained on Kinetics-400 (Kay et al., 2017) (or Kinetics-600 (Long et al., 2020)) as our
baseline. All experiments are conducted using the Tesla V100 GPU. Below, we present our
evaluations and analysis.
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Figure 6: E”ects of the regularization term. We use the uneven bar action from FineGym
for visualization. The first two rows show motion prompts and attention maps
without regularization (ς= 0). The last two rows show results with regulariza-
tion (ς= 2.5). Regularization removes unnecessary motion details, resulting in
smoother and cleaner attention maps. More visualizations are in Appendix E.

3.2. Evaluation

Analysis of learnable slope and shift. We present the learning process of a and b versus
the number of fine-tuning epochs in Fig. 4 with varying regularization penalty parameter
ς. We use FineGym with TimeSformer pretrained on Kinetics-600 for fine-tuning with our
motion prompts. As shown in the figure, choosing bigger ς results in both slope and shift
parameters quickly approaching their lower bounds. Using smaller ς or set ς to 0 results
in the noisy and fluctuated learning process for b (red and purple lines in Fig. 4 (b)), and
a tends to be slightly bigger (green line in Fig. 4 (a)). Overall, on FineGym, a and b tend
to be small, that is to consider some negative motions in the frame di”erencing maps while
ensuring a smooth transition rather than an increase in steepness. This is reasonable as
FineGym is captured by moving cameras, hence all positive motions should be considered
with varying degrees of attention. The optimal value of ς is 2.5, and the learned values are
a = 11.04 and b = ↔0.59, resulting in a performance gain of 0.8% compared to the baseline.

Learned a and b across various datasets and backbones. We visualize the pairs of
a and b from top performers per dataset using the TimeSformer backbone in Fig. 4 (c).
We notice that MPII Cooking 2 tends to have higher a and b values. This is attributed
to the dataset being captured by a static camera, making it easier to extract motions
related to cooking activities, e.g ., with a steep slope. On FineGym, both slope and shift
tend to be smaller compared to HMDB-51 split 1 (HMDB-s1). This is because FineGym
focuses specifically on gymnastic activities, where significant camera motions occur due to
player localization and tracking. In Fig. 4 (d), we observe that the learned a and b vary
significantly across di”erent backbones. Moreover, using motion prompts on the SlowFast
fast-only (SlowFast-f) stream results in a steeper slope compared to the SlowFast slow-only
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Table 1: Evaluations are conducted on (left) HMDB-51, and (right) FineGym, MPII Cook-
ing 2, using SlowFast, C2D, I3D, X3D and TimeSformer as backbones. For Slow-
Fast, we explore three variants by adding motion prompts into the slow-only
stream, fast-only stream, and both slow and fast streams. K600 denotes that
the Kinetics-600 pretrained model is used. We highlight improvements in red.

Model
HMDB-51

Mean
Split 1 Split 2 Split 3

SlowFast 75.4 76.2 76.9 76.2
+VMPs (slow-only) 76.8↔1.477.0↔0.877.3↔0.477.0↔0.8

+VMPs (fast-only) 76.5↔1.177.4↔1.277.1↔0.277.0↔0.8

+VMPs (slow&fast)76.2↔0.876.7↔0.577.1↔0.276.6↔0.4

C2D 67.7 66.9 66.1 66.9
+VMPs 69.4↔1.768.3↔1.466.9↔0.868.2↔1.3

I3D 70.1 69.7 69.2 69.7
+VMPs 70.5↔0.470.5↔0.870.2↔1.070.4↔0.7

X3D 75.0 72.6 73.4 73.7
+VMPs 75.8↔0.873.2↔0.673.6↔0.274.2↔0.5

TimeSformer 70.0 72.1 70.8 71.0
+VMPs 72.7↔2.773.8↔1.770.9↔0.172.5↔1.5

TimeSformer (K600 ) 72.7 73.1 72.2 72.7
+VMPs 74.2↔1.574.3↔1.272.9↔0.773.8↔1.1

Model
FineGym MPII Cooking 2

Top-1 Top-5 Top-1 Top-5

SlowFast 89.8 99.2 52.9 86.1
+VMPs (slow-only) 89.7 ↗0.1 99.2 55.5↔2.6 84.5 ↗1.6

+VMPs (fast-only) 90.3↔0.599.3↔0.155.2↔2.3 84.0 ↗2.1

+VMPs (slow&fast)90.1↔0.399.3↔0.156.8↔3.986.6↔0.5

C2D 79.7 97.5 48.8 83.4
+VMPs 81.3↔0.697.8↔0.350.9↔2.1 82.1 ↗1.3

I3D 82.4 98.3 53.1 82.9
+VMPs 84.7↔2.398.4↔0.156.1↔3.085.7↔2.8

X3D 83.0 98.4 48.4 80.8
+VMPs 83.8↔0.898.6↔0.249.1↔0.7 80.6 ↗0.2

TimeSformer 83.5 98.5 50.0 79.4
+VMPs 83.8↔0.398.6↔0.155.2↔5.282.5↔3.1

TimeSformer (K600 ) 83.6 98.7 50.6 81.8
+VMPs 84.4↔0.8 98.5 ↗0.256.6↔6.084.4↔2.6

(SlowFast-s) stream. This is because the fast-only stream samples more frames, o”ering
richer and smoother temporal information that facilitates easier access to motions of interest.

Visualizations of attention maps and motion prompts. We visualize frame di”erence
maps, learned attention maps, and motion prompts in Fig. 5. We also include the original
video frames for comparison. As shown in the figure, we observe discrepancies between
consecutive frames, attributable to the frame sampling strategy commonly used in video
processing tasks. The frame di”erencing maps show noticeable noise; blue indicates nega-
tive motions while orange shows positive motions, especially in videos captured by moving
cameras like HMDB-51 and FineGym. Conversely, in static camera scenes such as MPII
Cooking 2, the background appears clean. Consequently, in the generated attention maps,
the background is depicted in lighter orange, suggesting lower attention scores and less im-
portance relative to the action. In contrast, in scenarios with moving cameras, background
motions appear more significant, reflected by darker red shades in the attention maps, in-
dicating higher attention scores. Interestingly, the generated motion prompts reveal rich
action information, compared to original frames.

With and without temporal attention variation regularization. Fig. 6 shows a
comparison of with and without the use of temporal attention variation regularization. We
observe that without the regularization term, the generated attention maps are quite noisy,
especially in the background. However, with regularization, the attention maps contain
much less noise. This demonstrates that our regularization term contributes to generating
smooth and clean attention maps, thereby improving the quality of motion prompts. We also
observe that the attention maps exhibit several interesting patterns: (i) they highlight the
motion regions in the current frame, (ii) they capture potential movements from the previous
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frame, and (iii) they attend to background scenes a”ected by camera motions. These
observations indicate that our attention maps, guided by only two learnable parameters,
e”ectively highlight visual contents of interest while capturing dynamics over short periods
of time. More visualizations and discussions can be found in Appendix E.
Generic action recognition. Our evaluations on HMDB-51 are summarized in Table 1
(left). Using TimeSformer as the backbone and integrating our motion prompt layer, we
achieve accuracy improvements of 1.5%, 1.2%, and 0.7% for split 1, 2 and 3, respectively.
On average, this results in a performance gain of 1.1%. Our VMPs show consistent im-
provements across various recent action recognition backbones.
Fine-grained action recognition. In Table 1 (right), we report performance gains on
MPII Cooking 2, with Top-1 mean average precision improvements of 3.9% for SlowFast,
2.1% for C2D, 3.0% for I3D, 0.7% for X3D, and 6.0% for TimeSformer. For FineGym,
TimeSformer shows a 0.8% increase in Top-1 accuracy. The TimeSformer backbone consis-
tently outperforms the X3D backbone on both datasets, indicating that model performance
and the benefits of VMPs depend on the backbone’s ability to handle motion.

4. Conclusion

We introduce video motion prompts to enhance action recognition. We use a modified Sig-
moid activation function with learnable slope and shift as a power normalization function on
frame di”erencing maps to activate motions as attention maps. Additionally, we introduce
the temporal attention variation regularization term to generate more accurate and smooth
motion prompts. We formalize the entire process as a single motion prompt layer acting as
an adapter, resulting in improved performance across various benchmarks and backbones.
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Hervé Jégou, Matthijs Douze, and Cordelia Schmid. On the burstiness of visual elements.
In CVPR, pages 1169–1176. IEEE, 2009.

Menglin Jia, Luming Tang, Bor-Chun Chen, Claire Cardie, Serge Belongie, Bharath Har-
iharan, and Ser-Nam Lim. Visual prompt tuning. In ECCV, pages 709–727. Springer,
2022.

Chen Ju, Tengda Han, Kunhao Zheng, Ya Zhang, andWeidi Xie. Prompting visual-language
models for e!cient video understanding. In ECCV, pages 105–124. Springer, 2022.

Will Kay, Joao Carreira, Karen Simonyan, Brian Zhang, Chloe Hillier, Sudheendra Vijaya-
narasimhan, Fabio Viola, Tim Green, Trevor Back, Paul Natsev, et al. The kinetics
human action video dataset. arXiv preprint arXiv:1705.06950, 2017.

Kiyoon Kim, Shreyank N Gowda, Oisin Mac Aodha, and Laura Sevilla-Lara. Capturing
temporal information in a single frame: Channel sampling strategies for action recogni-
tion. In BMVC. BMVA Press, 2022.

Wonjae Kim, Bokyung Son, and Ildoo Kim. Vilt: Vision-and-language transformer without
convolution or region supervision. In ICML, pages 5583–5594. PMLR, 2021.
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