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Abstract001

Assessments play a vital role in a student’s002
learning process. This is because they provide003
valuable feedback crucial to a student’s growth.004
Such assessments contain questions with open-005
ended responses, which are difficult to grade at006
scale. These responses often require students007
to express their understanding through textual008
and visual elements together as a unit. In or-009
der to develop scalable assessment tools for010
such questions, one needs multimodal LLMs011
having strong comparative reasoning capabil-012
ities across multiple modalities. Thus, to fa-013
cilitate research in this area, we propose the014
Multimodal Short Answer grading with Feed-015
back (MMSAF) problem along with a dataset016
of 2,197 data points. Additionally, we pro-017
vide an automated framework for generating018
such datasets. As per our evaluations, existing019
Multimodal Large Language Models (MLLMs)020
could predict whether an answer is correct, in-021
correct or partially correct with an accuracy022
of 55%. Similarly, they could predict whether023
the image provided in the student’s answer is024
relevant or not with an accuracy of 75%. As025
per human experts, Pixtral was more aligned026
towards human judgement and values for biol-027
ogy and ChatGPT for physics and chemistry028
and achieved a score of 4 or more out of 5 in029
most parameters.030

1 Introduction031

Assessments play a vital role in a student’s learning032

process as they provide valuable feedback (Deeva033

et al., 2021), crucial to a student’s growth. More-034

over, corrective, motivational and informative feed-035

back can drastically speed up a student’s learning036

process and help the student develop an innate cu-037

riosity.038

Grading such assessments and providing indi-039

vidual feedback to students is often difficult, espe-040

cially in classrooms with a low teacher-to-student041

ratio (Burrows et al., 2015). Such assessments042

contain open-ended responses, which are often dif- 043

ficult to grade at scale. Responses to such ques- 044

tions require students to express their understand- 045

ing through textual and visual elements, leading to 046

deeper levels of cognitive engagement. 047

This leads to the question: Can we develop 048

scalable assessment tools that can assist teachers 049

in evaluating such questions with open-ended re- 050

sponses while providing quality feedback? De- 051

veloping such tools requires multimodal LLMs 052

(MLLMs) capable of reasoning over different 053

modalities such as text and images. These MLLMs 054

should be capable of identifying key concepts 055

across both text and images in the reference an- 056

swer and comparing them to those in the student 057

answer. Moreover, to develop such MLLMs, re- 058

searchers need access to reliable datasets that are 059

representative of student answers in examinations. 060

To facilitate research towards developing such 061

systems, we propose the problem of Multimodal 062

Short Answer grading with Feedback (MMSAF) 063

along with a dataset of 2,197 data points. The pri- 064

mary motivation of this work is to provide effective 065

feedback to the student on the shortcomings of their 066

response and ways to mitigate them if needed. 067

Our contributions are as follows - 068

1. Introduction of the MMSAF problem, along 069

with a dataset of 2,197 instances. (Section 3, 070

Section 4) 071

2. An automated framework to generate an MM- 072

SAF dataset for any set of questions and refer- 073

ence answers. (Section 4) 074

3. A rubric-based approach to evaluate the qual- 075

ity of feedback coupled with extensive zero- 076

shot evaluation on existing Large Language 077

Models (LLMs). As per our evaluations, ex- 078

isting Multimodal Large Language Models 079

(MLLMs), we achieve the following (Sec- 080

tion 6)- 081
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(a) MLLMs could predict whether an an-082

swer is correct, incorrect or partially cor-083

rect with an accuracy of 55%.084

(b) MLLMs could predict whether the im-085

age provided in the student’s answer is086

relevant or not with an accuracy of 75%.087

(c) Per human experts, Pixtral was more088

aligned towards human judgement and089

values for biology and ChatGPT for090

physics and chemistry and achieved a091

score of 4 or more out of 5 in most pa-092

rameters.093

.094

2 Related Work095

In recent years, there has been growing interest096

from both the natural language processing (NLP)097

and education research communities in the task of098

Automatic Short Answer Grading (ASAG) with099

feedback. A notable milestone in this direction100

came in 2022, when Filighera et al. (2022) intro-101

duced the first dataset for ASAG with feedback102

problem. This bilingual dataset focused on short103

textual responses to questions across various top-104

ics, primarily in computer science. However, the105

dataset was limited to only about 2,000 responses,106

and lacked diversity across different engineering107

disciplines.108

To address these shortcomings, Aggarwal et al.109

(2024) introduced the EngSAF dataset, which con-110

tained about 5,800 student answers drawn from111

25 different engineering courses spanning multi-112

ple subfields. This dataset laid the groundwork for113

more robust benchmarking and model development114

in the ASAG with feedback task.115

Following this, research began to shift towards116

more advanced methods for the ASAG with feed-117

back problem. While earlier approaches primarily118

leveraged prompt engineering, Fateen et al. (2024)119

proposed a retrieval-augmented generation (RAG)120

based approach to enhance response quality and121

contextual relevance.122

The feedback so generated by the model serves123

as a way to explain its grading rationale, which124

adds a layer of explainability to the grading task.125

Li et al. (2023) introduced the Automated Explain-126

able Student Response Assessment (AERA) frame-127

work, which generates scoring rationales using128

ChatGPT. AERA demonstrated rationales compara-129

ble in quality to human explanations and achieved130

a Quadratic Weighted Kappa (QWK) score of 11%131

on benchmark datasets. Similarly, Tornqvist et al. 132

(2023) presented ExASAG, an explainable grad- 133

ing framework that integrates SHAP (Shapley Ad- 134

ditive exPlanations) with SciBERT to introduce 135

interpretability to the process of grading such as- 136

signments. 137

While these efforts significantly advanced the 138

field of text-based ASAG, they fall short in han- 139

dling multimodal responses, especially answers 140

that combine textual explanations with support- 141

ing visual models or diagrams. Visual models, as 142

part of student answers, play an important role in 143

demonstrating the student’s proficiency level on a 144

particular concept. To address this, Leong et al. 145

(2018) and later Sagherian et al. (2022) proposed 146

automated grading systems for scientific visual 147

models, evaluated on proprietary datasets from Ed- 148

ucational Testing Services (ETS). However, these 149

visual models were created using predefined shapes 150

such as boxes, arrows, and fish, limiting student 151

expressiveness and creativity. Similarly, Lee and 152

Zhai (2023) showed that GPT-4V is capable of 153

evaluating such visual models. However, none of 154

these works deal with the scenario of evaluating 155

hand-drawn diagrams or diagrams that are far more 156

complex than simple visual models. 157

To bridge this gap and handle real-world scenar- 158

ios where students provide multimodal responses 159

that contain textual answers coupled with diagrams, 160

we introduce the MMSAF problem in the next sec- 161

tion. 162

3 The Multimodal Short Answer Grading 163

with Feedback (MMSAF) Problem 164

We introduce the Multimodal Short Answer Grad- 165

ing with Feedback (MMSAF) problem, which fo- 166

cuses on evaluating student responses containing 167

both textual and visual content. Given a Question 168

(Q), a Reference Answer (RA), and a Student An- 169

swer (SA), the objective is to assign a Level of 170

Correctness (LC) label, an Image Relevance (IR) 171

label, and a Feedback (F) which provides rationale 172

behind the LC and IR labels. 173

Figure 1 provides an illustrative example. In the 174

given question, the student is asked to explain the 175

flow of blood in the human heart using a diagram. 176

While a textual response alone can convey the ex- 177

planation, a supporting diagram adds clarity and 178

depth to the response. Note that it is difficult to cre- 179

ate such diagrams using only simple visual models. 180

This highlights the motivation for introducing this 181
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Figure 1: Illustration of the MMSAF problem with an example. (Image source for heart diagram: https:
//edurev.in/t/131714/STRUCTURE-OF-HUMAN-HEART)

problem.182

We decompose the MMSAF problem into two183

sub-problems: a classification task for LC and IR184

labels and a reasoning task for feedback generation.185

3.1 Classification of Level of Correctness and186

Image Relevance187

The problem of determining LC is formu-188

lated as a multi-class classification problem189

where given (Q,SA,RA), the model M190

must assign one of three correctness levels:191

(Q,SA,RA)
M−→ {Correct, Partially Correct, Incorrect},192

where the LC reflects how accurately the student’s193

response aligns with the reference.194

Similarly, the IR problem is framed as195

a binary classification problem where given196

(Q,SA,RA), the model determines whether the197

image in the student response is relevant or198

not: (Q,SA,RA)
M−→ {Relevant, Irrelevant}. This sub-199

problem relies heavily on the model’s ability to200

perform multimodal reasoning.201

3.2 Feedback Generation202

The problem of feedback generation in MMSAF203

requires comparative reasoning (Yu et al., 2023),204

wherein the model compares the student and refer-205

ence answers to identify conceptual matches and206

deviations. This involves verifying whether key207

concepts present in the textual and visual part of he208

RA have been captured in the SA or not. 209

Thus, given (Q,RA, SA), a model M must gen- 210

erate feedback: (Q,SA,RA)
M−→ Feedback. 211

The feedback should identify the errors in the 212

SA and, where necessary, suggest methods to cor- 213

rect them. Since both SA and RA contain multiple 214

modalities, the model has to perform comparative 215

reasoning across different modalities. In the next 216

section, we introduce the MMSAF dataset, devel- 217

oped to support and benchmark progress on this 218

task. 219

4 Multimodal Short Answer Grading 220

with Feedback (MMSAF) Dataset 221

The MMSAF dataset serves as a benchmark for the 222

MMSAF problem. It consists of 181 high school- 223

level questions across physics, chemistry, and bi- 224

ology. Synthetic student responses were gener- 225

ated for each, resulting in 2,197 total data points. 226

Each data point is a tuple of seven elements: Ques- 227

tion (Q), Reference Answer (RA), Student Answer 228

(SA), Level of correctness (LC), Image Relevance 229

(IR), Sample Feedback (F) and Rubrics for error 230

detection in feedback (FR). 231

As per the problem, given a (Q, RA, SA) tuple, 232

the task is to generate feedback that evaluates both 233

the correctness and image relevance of the student’s 234

answer. Since the student answers are synthetically 235
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generated, we record the errors present in them as236

rubrics under the FR column. These can then be237

used to evaluate the generated feedback along with238

standard metrics like BLEU (Papineni et al., 2002)239

or ROUGE (Lin, 2004).240

Figure 1 provides an example from the dataset1.241

The corresponding FR column will contain rubrics242

such as “Did it detect that the pulmonary and tricus-243

pid valves have not been labelled in the diagram?”244

while F will have the following value “The answer245

is partially correct. The student does not label the246

pulmonary and tricuspid valves. The student fails247

to mention the utility of the pulmonary and the248

tricuspid valve....”.249

Next, we describe how the textual and image250

components of student answers were generated, fol-251

lowed by the process of assigning correctness and252

relevance levels, feedback, and rubrics. Figure 2253

illustrates the overall data generation pipeline.254

4.1 Generation of Textual and Image255

Segments of Student Answers256

We first extract 160 question-reference answer pairs257

from high school textbooks and generate 21 addi-258

tional ones using Gemini (Team, 2024), verified by259

a Subject Matter Expert (SME) (Step 1 in Figure 2).260

Each student’s response contains a textual answer261

and a supporting image, generated separately and262

then combined using a correctness matrix (Step 2263

in Figure 2).264

In consultation with SMEs and based on Marsh265

and Eliseev (2019), student mistakes are catego-266

rized as:267
• Errors made with confidence: Answers which268

appear as a confident attempt but are actually269

incorrect answers derived from misunderstood270

or fabricated facts.271

• Misunderstanding: Incorrect answers due to272

misinterpreting the question or confusing re-273

lated concepts.274

• Conceptual Change: Misapplication of a275

known concept in a new context.276

More examples are provided in Appendix M.277

These errors align with hallucinations commonly278

seen in LLMs, particularly factual fabrication and279

inconsistency (Huang et al., 2025). Hence, we280

simulate such student answers by making use of281

hallucinations.282

All textual answers are generated using Gemini,283

for which we do the following -284

1The dataset will be released upon publication of this work.

• Correct Answers: For each question, we 285

prompt Gemini (see Appendix A) with the 286

question and reference answer, except for 26 287

numerical questions, where the correct answer 288

has been reused. 289

• Incorrect/Partially Correct Answers: Using 290

the termite strategy (Saxena, 2024), we intro- 291

duce hallucinations into the reference answer 292

to simulate common student errors. Prompts 293

are in Appendices B and C. For numerical 294

questions, calculation errors in the textual part 295

and minor perturbations, such as changes in 296

the direction of force in free body diagrams, 297

have been added manually. 298

For images, SMEs noted common issues like 299

missing labels or use of incorrect domain-specific 300

objects (E.g., using concave instead of a convex 301

lens), which have been simulated as follows - 302

• Correct Images: Directly taken from the ref- 303

erence answer. 304

• Partially Correct Images: Created by remov- 305

ing parts, swapping labels, or replacing simi- 306

lar objects. 307

• Incorrect Images: Randomly assigned from 308

within the subject’s image pool. 309

4.2 Generation of Level of Correctness, Image 310

Relevance and Rubrics 311

Now, given the correct/partially correct/incorrect 312

textual answer and images, we generate the final 313

set of student answers using the correctness matrix 314

(Table 4 in Appendix D). This resulted in the con- 315

struction of the final dataset, which is of 2,197 data 316

points. Note that the level of correctness for each 317

student’s answer is defined by the output label in 318

Table 4. Similarly, any student answer using an 319

image that is correct or partially correct is assigned 320

an Image Relevance level of “Relevant”, and an 321

incorrect image as “Irrelevant”. 322

However, to generate the sample feedback and 323

rubrics for error detection in feedback, we use a 324

simple templating strategy. The errors introduced 325

were recorded while constructing the incorrect and 326

partially correct responses and used to construct the 327

sample feedback and rubrics. Hence, the rubrics 328

are beneficial in detecting whether the feedback 329

has successfully detected the errors present in the 330

student’s answer and, if possible, ways to mitigate 331

the error. This ensures that the feedback is benefi- 332

cial for the student and is helpful in correcting the 333
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C - Correct PC - Partially Correct I - Incorrect R - Relevant IRel - Irrelevant

Figure 2: An automatic framework to generate the MMSAF dataset

student’s mistakes. The dataset split statistics are334

in Appendix K.335

5 LLMs in Consideration336

The MMSAF problem involves evaluating multi-337

ple images and text as a whole, requiring MLLMs338

capable of complex reasoning. We select four such339

models: ChatGPT, Gemini, Pixtral, and Molmo.340

Open-source models (Molmo and Pixtral) were ac-341

cessed via the Huggingface library2, while APIs342

were used for ChatGPT3 and Gemini4.343

ChatGPT: ChatGPT (GPT-4o mini) from Ope-344

nAI is a well-established multilingual and multi-345

modal model. It has demonstrated strong perfor-346

mance in grading and educational tasks, including347

diagram-based scoring (Lee and Zhai, 2023), mak-348

ing it a suitable candidate for MMSAF.349

Gemini: Gemini, developed by Google, is at350

par with ChatGPT on multimodal reasoning bench-351

marks like MMMU. The latest Gemini Ultra has re-352

portedly outperformed GPT-4V5. We use the freely353

available gemini-1.5-flash for our experiments.354

2https://huggingface.co/
3https://openai.com/index/gpt-4o-mini-advancing-cost-

efficient-intelligence/
4https://ai.google.dev/gemini-api/docs/api-key
5https://blog.google/technology/ai/google-gemini-

ai/#performance (Last Accessed: 05-12-2024)

Pixtral: Pixtral 12B (Agrawal et al., 2024), by 355

Mistral.ai, is an open-source multimodal model that 356

outperforms models like LLaVA, Claude-3, and 357

Gemini-1.5 Flash on benchmarks like MMMU6. 358

Built on Mistral Nemo 12B and a custom vision 359

encoder (Pixtral-ViT), it combines efficiency with 360

strong performance, making it a lightweight but 361

robust MLLM. Addtionally, it is trained to interpret 362

diagrams while providing detailed and structured 363

interpretations. 364

Molmo: Compared to other MLLMs, 365

Molmo (Deitke et al., 2024) by AllenAI has 366

been specifically trained on academic datasets, 367

which makes it a possible candidate for solving the 368

MMSAF problem. As per their website7, Molmo 369

has beaten existing leading models such as GPT-4o, 370

Gemini 1.5 and Claude-3 o n 11 different academic 371

benchmarks and human evaluation. In particular, 372

we choose the Molmo-7B-D-0924 model variant, 373

suitable for our dataset’s academic and multimodal 374

nature. The next section details how these models 375

were evaluated on our dataset. 376

6https://mistral.ai/news/pixtral-12b/ (Last Accessed: 05-
12-2024)

7https://molmo.allenai.org/blog (Last Accessed: 05-12-
2024)
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6 Evaluation of LLM Generated377

Feedback378

Prompt 1: Feedback Prompt
...
Task : You have to generate the level of
correctness, the image relevance and the
feedback.
The feedback should point out any errors in
the text as well as the image.
It should also provide the reason for the
level of correctness and image relevance.
It can contain some additional information
and facts to complement the student’s un-
derstanding as well.
It should be a conversation between you as
a teacher and a student.
It should be of 500 words.
...

379

The goal of this evaluation was to quantify the380

zero-shot performance of existing LLMs on this381

dataset and grade their capabilities. To do so, 221382

data points (130 from biology, 56 from chemistry383

and 35 for physics) were sampled randomly and fed384

to different LLMs using Prompt 1. The LLMs used385

were ChatGPT, Gemini, Pixtral and Molmo and386

their respective details can be found in Section 5.387

Note that the complete prompt can be found388

in Appendix E and the experimental setup in Ap-389

pendix L. The corresponding LC , IR and feedback390

values generated were collected and then analysed391

in the following subsections.392

6.1 Analysis of Correctness and Relevance393

levels394

To evaluate the performance of the models on pre-395

dicting Level of Correctness and Image Relevance396

labels, we report macro-averaged accuracy, preci-397

sion, recall, and F1-score values.398

Model Accuracy Precision Recall F1

ChatGPT 0.50 0.32 0.31 0.30
Molmo 0.42 0.36 0.34 0.21
Pixtral 0.52 0.32 0.32 0.32
Gemini 0.55 0.44 0.68 0.48

Table 1: Metrics for generated Level of Correctness
labels

As shown in Table 1, Gemini outperforms all399

other models across the evaluated metrics, suggest-400

ing higher reliability in predicting LC labels and401

fewer false positives. ChatGPT had a tendency 402

to label most answers as “Partially Correct” class, 403

impacting its overall performance. Molmo, in con- 404

trast, exhibited a strong bias towards labelling an- 405

swers as “Incorrect”. Pixtral, while more lenient, 406

frequently confused “Incorrect” and “Partially Cor- 407

rect” responses, which led to reduced precision. 408

However, this behaviour indicates potential for per- 409

formance improvement through fine-tuning. 410

Model Accuracy Precision Recall F1

ChatGPT 0.75 0.76 0.81 0.74
Molmo 0.29 0.15 0.49 0.23
Pixtral 0.66 0.59 0.59 0.59
Gemini 0.58 0.71 0.70 0.58

Table 2: Metrics for generated Image Relevance levels

Table 2 presents the results for IR prediction. 411

ChatGPT achieves the highest performance across 412

all metrics, indicating strong multimodal reasoning 413

in assessing image relevance. Molmo frequently 414

predicted most images as relevant, which led to 415

poor precision. Pixtral also suffered from false 416

positives, while Gemini often misclassified relevant 417

images as irrelevant. 418

Further breakdowns and confusion matrices can 419

be found in Appendix G and Appendix H. 420

6.2 Evaluation Task for Experts 421

The 221 data points mentioned earlier were pro- 422

vided to the LLMs along with a prompt (as in 423

Appendix E), and their feedback, level of correct- 424

ness and image relevance values were recorded and 425

presented to six Subject Matter Experts (SMEs), 426

where we have 3 experts for each domain namely, 427

physics, chemistry and biology. Relevant details 428

about SMEs are mentioned in Appendix F. 429

The SMEs were instructed to score each feed- 430

back on a scale of 1 to 5 based on the following 431

parameters - 432

1. Fluency and Grammatical Correctness (FGE): 433

This metric denotes the fluency and gram- 434

matical correctness of the LLM-generated 435

feedback. The idea is to check if the LLM- 436

generated sentences are grammatically correct 437

or not. A score of 1 denotes that the FGE 438

level of the feedback is extremely poor while 439

a score of 5 indicates that it is excellent. 440

2. Emotional Impact (EI): This metric is to check 441

whether the LLM-generated feedback will 442

have a positive impact on the student or not, 443
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that is, whether the feedback is more encour-444

aging and assistive for the student or not. A445

score of 1 denotes negative impact, while a446

score of 5 denotes a positive impact.447

3. Level of Feedback Correctness (LC): This met-448

ric is to determine whether the feedback has449

properly captured all the errors present in the450

student’s answer. A score of 1 denotes that no451

error has been captured in the feedback, while452

a score of 5 denotes that all the errors have453

been captured in the feedback.454

4. Error Mitigation in Feedback (EM): This met-455

ric evaluates whether the feedback has prop-456

erly addressed each and every error present in457

the student’s answer and suggested ways to458

correct them. A score of 1 denotes no such459

error mitigation has been done, while a score460

of 5 denotes that all the ways necessary to461

correct all errors are present.462

5. Rubrics for error detection (FR): While tra-463

ditional NLP metrics like ROUGE-2 (Gane-464

san, 2018), SCAReBLEU (Post, 2018), ME-465

TEOR (Banerjee and Lavie, 2005), and466

BERTScore (Zhang et al., 2020) rely on n-467

gram overlap, they often miss the semantic468

accuracy of feedback, particularly in identify-469

ing and addressing student errors. To address470

this, we propose a rubric-based evaluation that471

checks whether the feedback captures all rel-472

evant errors. Annotators assess each rubric473

as a True/False question based on the LLM-474

generated feedback.475

6.3 Analysis of Expert Evaluation476

Once the three SMEs had completed their respec-477

tive evaluation tasks, all the scores for each metric478

were collected and averaged out to present the final479

data. Any disagreement was resolved using major-480

ity voting among three raters. Table 3 summarises481

the average ratings assigned by annotators to the482

feedback generated by different LLMs over various483

criteria mentioned in Section 6.2 for each and every484

subject.485

Physics: Physics questions involve interpreting486

abstract diagrams containing objects such as ar-487

rows, circles and rectangles. It also involves in-488

terpreting certain domain-specific objects such as489

lenses and mirrors. Apart from diagrams, such490

questions involve calculations and physics concepts491

based on reasoning. ChatGPT outperformed others492

in all areas, with SMEs highlighting its strength in493

identifying calculation errors and providing step- 494

by-step explanations. This is reflective of its strong 495

reasoning and math skills, also validated by bench- 496

marks like MATH-500 and MMMU8. Molmo often 497

hallucinated, mislabeled correct answers, and strug- 498

gled with reasoning, though it handled concrete 499

diagrams reasonably well. Pixtral delivered struc- 500

tured feedback with clearly structured explanations, 501

aligning with its training data where it had to in- 502

terpret graphs and diagrams and provide structured 503

analysis. 504

Chemistry: Chemistry questions involve domain- 505

specific chemical formulas as part of their ques- 506

tions and diagrams. They also include interpret- 507

ing graphs. Some diagrams involve interpreting 508

domain-specific objects such as a beaker, a scien- 509

tific fork and others. When compared to other mod- 510

els, ChatGPT performs the best on all parameters. 511

SMEs point out that ChatGPT provides detailed 512

explanations. The reason is the same as for physics 513

questions, as these questions test the reasoning 514

skills of such MLLMs and how well they can inter- 515

pret abstract diagrams. However, they also point 516

out that Molmo’s tone was too direct for students 517

and was not good at providing proper explanations 518

for its assigned labels for the level of correctness 519

and image relevance. This is because Molmo is not 520

trained for chemistry questions, nor for interpreting 521

such domain-specific concepts from chemistry. 522

Biology: Biology questions are more factual, in- 523

volving real-life diagrams such as a heart. MLLMs 524

trained on such data will perform better in iden- 525

tifying key concepts. Pixtral excelled, providing 526

structured, concept-based feedback and maintain- 527

ing a polite tone, leading to higher emotional im- 528

pact scores. Though Molmo showed decent visual 529

understanding, it failed to link errors to relevant 530

concepts, highlighting a gap in reasoning. Chat- 531

GPT and Gemini performed well, but not as effec- 532

tively as Pixtral. 533

To summarise, ChatGPT is best suited for 534

physics and chemistry due to its reasoning and 535

mathematical strengths. Pixtral is more effective in 536

biology, owing to its detailed, empathetic feedback 537

and structured analysis. SMEs noted Molmo’s feed- 538

back often included Chinese characters, was overly 539

direct, and sometimes mislabeled correct answers, 540

suggesting a need for fine-tuning. More details 541

are included in Appendices I and J and ablation 542

8https://openai.com/index/gpt-4o-mini-advancing-cost-
efficient-intelligence/
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Subject Model
Evaluation Parameters

FGE EI LC EM Rubrics

Physics

ChatGPT 5.00 4.59 4.53 4.56 0.78
Gemini 5.00 4.56 4.12 4.09 0.68
Molmo 4.75 2.66 2.69 2.25 0.53
Pixtral 5.00 4.15 4.24 4.24 0.55

Chemistry

ChatGPT 4.98 4.98 4.42 4.51 0.63
Gemini 4.95 4.67 4.37 4.42 0.65
Molmo 4.70 3.25 2.93 2.98 0.48
Pixtral 4.95 4.71 4.10 4.05 0.49

Biology

ChatGPT 5.00 3.07 3.24 3.15 0.50
Gemini 5.00 3.59 3.43 3.07 0.53
Molmo 4.92 3.11 3.04 2.69 0.54
Pixtral 5.00 3.87 3.40 3.48 0.58

Table 3: Average expert evaluation scores of different metrics on each subject

studies in Appendix N.543

7 Conclusion544

This paper introduces the MMSAF problem along545

with a dataset of 2,197 data points. The MMSAF546

dataset contains physics, chemistry and biology547

questions from high school textbooks. Addition-548

ally, we provide an automated framework to gen-549

erate similar datasets, given a set of questions, ref-550

erence answers, and annotated images. We also551

establish a baseline using 4 models, namely Chat-552

GPT, Gemini, Pixtral and Molmo, across all three553

subjects.554

Our evaluations show that while Gemini per-555

formed the best in generating the correctness labels556

and ChatGPT excelled in generating the image rel-557

evance labels, human evaluations proved that Pix-558

tral was more aligned towards human judgement559

and values for biology and ChatGPT for physics560

and chemistry. Future work also involves explor-561

ing other solutions, including Retrieval augmented562

generation (RAG) based approaches to add more563

insight and conceptual depth to the feedback.564

Limitations565

This work introduces the Multimodal Short An-566

swer grading with Feedback (MSMAF) problem567

along with a dataset of 2,197 data points. Note that568

all the student answers are synthetically generated.569

They are only representative of a subset of mistakes570

made by students in real-life examinations. How-571

ever, collecting real-life data from examinations572

involves legal considerations and barriers. Thus, 573

such synthetic datasets often serve as an alternative 574

to real-life data to aid progress in such scenarios. 575

While the dataset is currently restricted to 576

physics, chemistry, and biology questions at the 577

high school level, adding data points from other 578

subjects and university-level courses can increase 579

its complexity and richness. Another limitation 580

of the automated pipeline pertaining to partially 581

correct images is that it needs to be manually an- 582

notated, which can lead to a scalability issue. This 583

problem can be automated using simple text ma- 584

nipulation operations performed via OpenCV9 or 585

by generating diagrams using solutions such as Di- 586

agrammerGPT (Zala et al., 2024) once their code 587

is released. 588

Since such systems are still in their nascent 589

stages, it will be a better practice to use them in 590

case of practice exercises or examinations having 591

low weightage rather than examinations, which 592

have a higher weightage. This will partly reduce 593

the grading load from teachers and also provide 594

feedback for the students’ improvement. 595

Ethical Considerations 596

The questions and reference answers have been ex- 597

tracted from the National Council of Educational 598

Research and Training (NCERT) textbooks for 10th 599

standard science, 11th standard, and 12th standard 600

physics, chemistry and biology. NCERT is an au- 601

tonomous organisation established by the Govern- 602

9https://opencv.org/
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ment of India that provides guidance and recom-603

mendations to both central and state governments604

on policies and initiatives to improve the quality of605

school education. The textbooks have been down-606

loaded from https://www.ncrtsolutions.in/.607

We adhere to NCERT guidelines, which state that608

"NCERT books can also be downloaded free of cost609

from our website for non-commercial purposes.".610
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A Prompt used for synthetically760

generating correct responses761

As mentioned in Section 4.1, the prompt used to762

generate the correct responses is as follows. Note763

we place the question within the <QUESTION> and764

the </QUESTION> tags. Similarly, we place the765

reference answer within the <ANSWER> </ANSWER>766

tags.767

Prompt 2: Prompt for generating correct
responses

Prompt: You are a student who is attempt-
ing an examination.

Task: Given a question and its original an-
swer, rewrite the original answer as a para-
graph in a different tone so that it is correct
and captures all the necessary facts in the
original answer.

<QUESTION></QUESTION>

<ANSWER></ANSWER>

Output Requirements:

<HANSWER>The correct

answer</HANSWER>
768

B Prompt used for synthetically 769

generating partially correct responses 770

As mentioned in Section 4.1, the prompt used to 771

generate the partially correct responses by intro- 772

ducing factual fabrication is as follows. Note we 773

place the question within the <QUESTION> and the 774

</QUESTION> tags. Similarly, we place the refer- 775

ence answer within the <ANSWER> </ANSWER> tags. 776

It is similar to the one used by Ashita et al in (Sax- 777

ena, 2024). 778

Prompt 3: Prompt for generating partially
correct responses (Factual Fabrication)

Factual fabrications in text can be created by
introducing contextually relevant informa-
tion or facts that are not verifiable by estab-
lished real-world evidence. This technique
involves adding elements that fit logically
within the context but are factually incorrect
or unverifiable.

Task: Given a question and its correspond-
ing original factual answer, you are to cre-
ate a factual fabrication in the answer by
introducing a new, contextually relevant in-
formation or fact that cannot be verified
against real-world knowledge. You should
rewrite the answer (the hallucinated answer)
by adding the fabricated information in the
original answer as well as the information/-
fact you introduced in the original answer
to generate the hallucinated answer.

779
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<QUESTION></QUESTION>

<ANSWER></ANSWER>

Output Requirements:

<HANSWER>The hallucinated an-
swer</HANSWER>

<RDETAILS>The additional information/-
fact introduced to generate the hallucinated
answer in a single sentence .<RDETAILS>

780

The prompt used to generate the partially cor-781

rect responses by introducing factual inconsistency782

is as follows. Note we place the question within783

the <QUESTION> and the </QUESTION> tags. Sim-784

ilarly, we place the reference answer within the785

<ANSWER> </ANSWER> tags. It is similar to the one786

used by Saxena (2024).787

Prompt 4: Prompt for generating partially
correct responses (Factual Inconsistency)

Prompt: In the field of dependency parsing,
modifiers are defined as words or phrases
that provide additional information about
other elements in a sentence. One technique
to generate deliberate factual inconsisten-
cies in text, termed the "Termite Strategy"
targets these modifiers. This strategy in-
volves replacing modifiers with alternative
words or phrases that are factually inconsis-
tent yet still maintain the overall coherence
of the sentence.

Task:

Given a question and its original answer,
apply the Termite Strategy to introduce a
factual inconsistency in the original answer.
Replace a modifier in the original answer
with an alternative that contradicts the fac-
tual information in the answer, but still re-
tains sentence coherence. You must rewrite
the "complete" answer with the modifica-
tions (the "hallucinated answer") and also
provide the replacement details.

<QUESTION></QUESTION>

<ANSWER></ANSWER>

Output Requirements:

<HANSWER>The hallucinated an-
swer</HANSWER>

788

<RDETAILS>Describe the original mod-
ifier and the replacement word or phrase
used to create the inconsistency in a single
sentence<RDETAILS>

789

C Prompt used for synthetically 790

generating incorrect responses 791

As mentioned in Section 4.1, the prompt used 792

to generate the incorrect responses by introduc- 793

ing factual fabrication is as follows. Note we 794

place the question within the <QUESTION> and the 795

</QUESTION> tags. Similarly, we place the refer- 796

ence answer within the <ANSWER> </ANSWER> tags. 797

It is similar to the one used by used by Saxena 798

(2024). 799

Prompt 5: Prompt for generating incorrect
responses (Factual Fabrication)

Prompt: Factual Fabrication refers to in-
stances where the LLM’s output contains
facts that are unverifiable against estab-
lished real-world knowledge.

Task:

Given a question, the task is to generate
an incorrect answer using the techniques of
factual fabrication.

<QUESTION></QUESTION>

You should follow the following output for-
mat:

Output Requirements:

<HANSWER>The hallucinated an-
swer</HANSWER>

<RDETAILS>Mention why the answer is
incorrect in a single sentence<RDETAILS>

800

The prompt used to generate the incorrect re- 801

sponses by introducing factual inconsistency is as 802

follows. Note we place the question within the 803

<QUESTION> and the </QUESTION> tags. Similarly, 804

we place the reference answer within the <ANSWER> 805

</ANSWER> tags. It is similar to the one used by 806

used by Saxena (2024). 807
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Prompt 6: Prompt for generating incorrect
responses (Factual Inconsistency)

Prompt: Factual Inconsistency refers to sit-
uations where the LLM’s output contains
facts that can be grounded in real-world in-
formation, but present contradictions.

Task:

Given a question , the task is to generate
an incorrect answer using the techniques of
factual inconsistency .

<QUESTION></QUESTION>

You should follow the following output for-
mat:

Output Requirements:

<HANSWER>The hallucinated an-
swer</HANSWER>

<RDETAILS>Mention why the answer is
incorrect in a single sentence<RDETAILS>

808

D Correctness Matrix809

The correctness mentioned in Section 4.2 has been810

explained here. Given the correct/partially correc-811

t/incorrect textual answer and images, the final set812

of student answers is generated using the correct-813

ness matrix as below.

Student Re-
sponse Text

Student
Response
Image

Overall Cor-
rectness La-
bel

C C C
C PC/I PC
PC C/PC PC
PC I I
I C PC
I PC/I I

C - Correct PC - Partially Correct I - Incorrect

Table 4: Matrix for determining the Level of Correctness

814

E Prompt to Generate Feedback815

As mentioned in Section 6.2, the prompt used to816

generate the feedback given the question, refer-817

ence answer, and the student answer is as follows.818

Note we place the question within the <QUESTION>819

and the </QUESTION> tags. Similarly, we place the820

reference answer within the <ANSWER> </ANSWER>821

tags and the student answer within the <STUDENT> 822

</STUDENT> tags. Additionally, we place the refer- 823

ence answer image and the student answer image 824

one after the other, just after the prompt and pass it 825

to the corresponding LLM API. 826

Prompt 7: Feedback Prompt

Act as a teacher and grade the student an-
swer given the question, reference answer
and the student answer.

Task : You have to generate the level of
correctness, the image relevance and the
feedback. The feedback should point out
any errors in the text as well as the image.
It should also provide the reason for the
level of correctness and image relevance.
It can contain some additional information
and facts to complement the student’s under-
standing as well. It should be a conversation
between you as a teacher and a student. It
should be of 500 words.

Input format -

<QUESTION>The ques-
tion</QUESTION>

<ANSWER>The reference answer. Note
that the first image corresponds to the image
in the reference answer</ANSWER>

<STUDENT>The student answer. Note that
the second image corresponds to the image
in the reference answer</STUDENT>

You have to strictly follow this output
format-

<CORRECTNESS>Predict whether the an-
swer is Correct, Partially Correct or Incor-
rect. Note you should evaluate both the text
and image of the student answer as a whole.
</CORRECTNESS>

<RELEVANCE>Predict whether the second
image is relevant or irrelevant to the ques-
tion</RELEVANCE>

<REASON>The feedback</REASON>

Here is the input :

<QUESTION></QUESTION>
827
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<ANSWER></ANSWER>

<STUDENT></STUDENT>
828

F Subject Matter Expert Details829

The expert evaluation of LLMs involved the help830

of six Subject Matter Experts (SMEs) (as per Sec-831

tion 6.2), where two SMEs were present each for832

biology, physics, and chemistry.833

Biology: SME 1 has been a high school educator834

with teaching experience for over 25 years. SME835

2 is a research scholar with more than 2 years of836

experience. SME 3 is a researcher with more than837

5 years of teaching experience.838

Physics: SME 1 is currently a professor at a839

reputed institute with over 13 years of teaching840

experience. SME 2 is a research scholar with more841

than 2 years of experience. SME 3 is a research842

scholar with over 2 years of teaching experience.843

Chemistry: Both our SMEs are research scholars844

with more than 3 and 4 years of teaching experi-845

ence, respectively. SME 3 is an educator with over846

20 years of teaching experience.847

The LLM-generated feedback had an average of848

1758 words and a maximum of 3538 words. Each849

reviewer had to go through 880 instances of LLM-850

generated feedback and rate them based on the851

evaluation parameters as mentioned in Section 6.2.852

As pointed out by SMEs, this was a very tiring and853

time-consuming task as they had to meticulously854

go through a single feedback multiple times for855

each parameter. Hence, each of them has been856

compensated appropriately as per the norms for857

their evaluations and comments.858

G Additional Information for Level of859

Correctness Labels860

This appendix analyses the confusion matrix ob-861

tained for all the LLMs over the generated level of862

correctness labels. The major observations have863

already been mentioned in Section 6.1.864

Figure 3 displays the confusion matrix obtained865

for Gemini over the Level of Correctness labels.866

While it has correctly predicted the "Correct" labels,867

it has often labelled "Partially Correct" answers as868

"Incorrect" and vice versa. However, the generated869

trend indicates that the model was being lenient870

in labelling most "Incorrect" answers as "Partially871

Correct". However, for some answers, it failed to872

Figure 3: Confusion Matrix for Gemini after True Class
Normalization

evaluate the answer properly and marked "Partially 873

Correct" answers as "Incorrect". 874

Figure 4: Confusion Matrix for ChatGPT after True
Class Normalization

Figure 4 displays the confusion matrix obtained 875

for ChatGPT over the Level of Correctness labels. 876

It can be seen that ChatGPT was lenient in grading 877

the student’s answer as it labelled most "Incorrect" 878

answers as "Partially Correct" while it made a mis- 879

take of labelling "Correct" answers as "Partially 880

Correct" as well. 881

Figure 5 displays the confusion matrix obtained 882

for Pixtral over the Level of Correctness labels. 883

Similar to ChatGPT, Pixtral was lenient and la- 884

belled "Incorrect" answers as "Partially Correct" 885

which also led to the reduced metrics. 886

Figure 5 displays the confusion matrix obtained 887

for Molmo over the Level of Correctness labels. As 888

it can be seen, it labelled almost all answers as "In- 889

correct" indicating that it was unable to show con- 890

siderable performance while performing complex 891

comparative reasoning over multiple modalities. 892
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Figure 5: Confusion Matrix for Pixtral after True Class
Normalization

Figure 6: Confusion Matrix for Molmo after True Class
Normalization

H Additional Information for Image893

Relevance Labels894

This appendix analyses the confusion matrix ob-895

tained for all the LLMs over the generated image896

relevance labels. The major observations have al-897

ready been mentioned in Section 6.1.898

Figure 7: Confusion Matrix for Gemini

Figure 7 displays the confusion matrix obtained 899

for Gemini over the Image Relevance labels. Gem- 900

ini often predicted "Irrelevant" images as "Rele- 901

vant", which led to reduced metrics. 902

Figure 8: Confusion Matrix for ChatGPT

Figure 8 displays the confusion matrix obtained 903

for ChatGPT over the Image Relevance labels. 904

ChatGPT had the highest accuracy among all the 905

LLMs. However, it still failed to classify a small 906

part of "Relevant" images and "Irrelevant". This is 907

also consistent with the fact that ChatGPT has su- 908

perior multimodal reasoning capabilities compared 909

to Gemini, Pixtral and Molmo, and this fact has 910

also been verified by different metrics on standard 911

benchmarks such as MMMU. 912

Figure 9: Confusion Matrix for Pixtral

Figure 9 displays the confusion matrix obtained 913

for Pixtral over the Image Relevance labels. When 914

it comes to Pixtral, it has often incorrectly classified 915

"Relevant" images as "Irrelevant" and vice versa. 916

Figure 10 displays the confusion matrix ob- 917

tained for Molmo over the Image Relevance labels. 918

Molmo has classified all images as "Relevant", bar- 919
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Figure 10: Confusion Matrix for Molmo

ring one. This indicates that there is a scope to920

improve Molmo’s multimodal reasoning capabili-921

ties.922

I Analysis of Rubrics for error detection923

This is an addition to Section 6.3. The synthetically924

generated student answers contain both text and925

image parts, which might contain errors. Thus,926

the generated rubrics can either be used to evaluate927

errors present in the textual part or in the image part.928

We first analysed how well the LLMs performed929

in detecting the textual errors, followed by their930

performance in the case of image errors. Note931

that this data was again annotated by the SMEs as932

stated in section 6.2. The error detection accuracy933

(AcED) for textual or image errors is computed as934

AcED =
Number of rubrics detected

Total number of rubrics
935

Note that number of rubrics detected is equiva-936

lent to number of True values obtained for rubrics937

divided by total number of rubrics. Also, we use938

majority voting to resolve any disagreements.939

Figure 11 contains the AcED pertaining to the940

text errors of each LLM on each subject and on all941

subjects as a whole, while Figure 12 contains the942

same but for image errors of each LLM on each943

subject and on all subjects as a whole. From both944

Figure 11 and Figure 12, it can be concluded that945

ChatGPT performed the best across all subjects946

with scores of 0.73 and 0.9, respectively. However,947

if we analyse across individual subjects, ChatGPT948

was able to beat all except for Gemini in biology949

for text error-based rubrics and was comparable to950

other models in biology for image-based rubrics.951

Figure 11: AcED values for Text based Rubrics

Figure 12: AcED values for Image based Rubrics
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J Extended Results952

This is an addition to Section 6.3. In this appendix,953

we calculate the difference in performance that954

arises due to one prompt working better for a given955

model than others. For the level of correctness,956

Gemini displayed a 6% improvement over Chat-957

GPT, a 23.64% improvement over Molmo and a958

5.43% improvement over Pixtral. For Image rel-959

evance labels, ChatGPT displayed a 20.74% im-960

provement over Gemini, 56.14% over Molmo, and961

12.2% over Pixtral.962

Earlier in Section 6.3, we had shown that Chat-963

GPT performs the best in physics and chemistry,964

while Pixtral performs the best in biology. Table 5965

denotes the percentage improvement of the best966

model over the other models in each subject.967

Physics: It can be seen that ChatGPT signifi-968

cantly beats other models in all parameters except969

for Gemini in FGE, EI, and Pixtral in FGE. Since970

LC and EM play a major role in the generated feed-971

back, we can conclude that ChatGPT is the optimal972

solution for generating feedback for physics.973

Chemistry: When it comes to chemistry, Chat-974

GPT again significantly beats other models in all975

parameter,s which is indicative of the fact that it is976

the best solution for generating feedback in Chem-977

istry.978

Biology: Here, Pixtral significantly beats other979

models in all parameters except for Gemini and980

ChatGPT in FGE. However, since LC and EM play981

a major role in the generated feedback, we can982

still conclude that Pixtral is the better solution for983

generating feedback in the case of biology.984

K Dataset Split Statistics985

As mentioned in Section 4.2, the data has been split986

into the train,test and validation sets in the ratio of987

3:1:1 and the statistics is as follows -988

The mean and standard deviation of word lengths989

are as follows -990

L Experimental Setup991

As mentioned in Section 6, the system specifica-992

tions used for LLM Inference are as follows -993

• CPU: Intel(R) Xeon(R) Gold 6348 CPU @994

2.60GHz with 112 CPUs995

• RAM: 503 GB996

• GPU: NVIDIA A100-SXM GPU with 80 GB997

of memory (Only 1 out of 4 used)998

The relevant models used from Huggingface, Ope- 999

nAI, and Gemini APIs have already been men- 1000

tioned in Section 5. All inference operations use 1001

default hyperparameters. 1002

M Common errors made by students 1003

during exams 1004

This is an elaboration on Section 4.1. To facilitate 1005

better development of such synthetic datasets, we 1006

list down the common mistakes made by students 1007

during examinations. These examples have also 1008

been suggested by SMEs and categorised as per 1009

the categories listed by Marsh and Eliseev (2019). 1010

Thus broadly, such errors are categorised as follows 1011

- 1012

• Errors made with confidence: These errors 1013

are commonly made by students where the 1014

student confidently provides an answer that 1015

is derived from a correct fact, but is totally 1016

incorrect given the context or a completely 1017

made-up fact. This again contains scenarios 1018

such as - 1019

– Incorrect Translations: These errors 1020

are made by students when they gen- 1021

erate a wrong summarization of a fact. 1022

One example from Marsh et al’s work 1023

includes that while the correct fact is 1024

“George Washington has dentures made 1025

of bone and other non-wood materials.”, 1026

the student mistakenly mentions “George 1027

Washington has wooden teeth”. This is 1028

a wrong summarisation of the earlier- 1029

mentioned fact. 1030

– Factual Errors: These errors are made 1031

by students when they use a correct fact 1032

but in the wrong context. An exam- 1033

ple provided by our SME is as follows: 1034

given the fill-in-the-blank type question 1035

“Haemoglobin consists of . . . and globin.” 1036

the student incorrectly mentions calcium 1037

instead of haem. While calcium is a 1038

known fact and is present in the human 1039

body, it is not present in haemoglobin. 1040

– High confidence misconceptions or Erro- 1041

neous guess: These errors are made by 1042

students when they try to fill in the gaps 1043

in their knowledge with generic concepts. 1044

For example, a student mentioned the Sa- 1045

hara consists of sand, while, in reality, it 1046

is a rocky desert. Another example men- 1047

tioned by our SME is that when a student 1048
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Subject Model Evaluation Parameters (% Improvement)

FGE EI LC EM Rubrics

Physics
Gemini 0.00 0.66 9.95 11.49 14.71
Molmo 5.26 72.56 68.40 102.67 47.17
Pixtral 0.00 10.60 6.84 7.55 41.82

Chemistry
Gemini 0.61 6.64 1.14 2.04 -3.08
Molmo 5.96 53.23 50.85 51.34 31.25
Pixtral 0.61 5.73 7.80 11.36 28.57

Biology
ChatGPT 0.00 26.06 4.94 10.48 16.00
Gemini 0.00 7.80 -0.87 13.36 9.43
Molmo 1.63 24.44 11.84 29.37 7.41

Table 5: Percentage improvement of best model over other models in each subject

Train Validation Test

Correct 102 34 35
Partially Correct 692 232 232
Incorrect 522 174 174
Total 1316 440 441

Table 6: Dataset split statistics

Mean Standard
Deviation

Question 118.61 84.20
Reference An-
swer

924.30 688.72

Student Answer 888.13 569.12

Table 7: Word statistics of dataset

is asked to label the parts of a leaf, they1049

mistakenly label the petiole as the stem.1050

– Calculations errors: Such errors are1051

made by students in the case of numer-1052

ical questions where they can guess the1053

correct answer but are unable to produce1054

it due to failure to recall certain formulas1055

or another calculation mistake. These er-1056

rors are common in questions where the1057

students have to prove a theorem. Since1058

the theorem is a well-known fact, stu-1059

dents often make up the reasoning pro-1060

cess to account for it.1061

• Misunderstanding: These errors are com-1062

monly made by students when they fail to1063

understand a question or concept and answer1064

the question incorrectly. Some such scenarios 1065

include cases - 1066

– Misunderstanding a concept: Such er- 1067

rors are seen in students’ answers when 1068

they have a wrong understanding of a 1069

certain concept. One such example is 1070

when students are asked how echoloca- 1071

tion works, they mention that bats shout 1072

at objects to judge their distance, and 1073

other mammals can do the same as well. 1074

However, the correct fact is that bats are 1075

able to echolocate because of specialised 1076

organs that might be absent in other mam- 1077

mals. As indicated by this example and 1078

also pointed out by our SME, the answer 1079

is wrong due to wrong reasoning, which 1080

is evident by the fact that the student’s 1081

concept is not clear. 1082

– Memory problem: The student makes 1083

such mistakes when they are unable to 1084

recall facts relevant to a question due to 1085

a wrong conceptual clarity. One such 1086

example pointed out by our SME is that 1087

a student fails to provide the scientific 1088

name of Mango as they do not have con- 1089

cept clarity. 1090

– Misunderstanding the question: Such er- 1091

rors happen when the student fails to 1092

interpret a question properly. These er- 1093

rors are commonly seen in passage-based 1094

questions where the student is unable 1095

to comprehend the passage properly or 1096

the question relevant to it, and provides 1097

wrong facts from the passage as their an- 1098

swer. 1099
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• Conceptual Change: These errors happen1100

when a student understands a concept but fails1101

to use it in a different context or determine1102

how it interacts with other concepts. One such1103

example from Marsh et al.’s work is that a stu-1104

dent answers that diffusion happens because1105

the oxygen and carbon dioxide molecules1106

move willingly. In reality, the correct fact1107

is that diffusion occurs due to different con-1108

centration levels of these molecules and their1109

existing Brownian motion. Another example1110

pointed out by our SME is when the student1111

is asked how cross-pollination occurs, and the1112

student fails to answer because they are unable1113

to recall how pollination takes place.1114

N Ablation Studies1115

This is an extension to Section 6.3. To study the1116

variance in the feedback generated after running1117

the same prompt 10 times on the same LLM and1118

input, we do an empirical evaluation and show two1119

such outputs below. The common observation is1120

that the core content of the feedback, which detects1121

inaccuracies or suggests ways to correct them in1122

the student’s answer, remains consistent. However,1123

the presentation becomes different.1124

Feedback 1

... The question asked where to find lactic
acid bacteria and some of their uses. In-
stead, you wrote a detailed description of
the human nervous system, including the
brain, eye, and ear. The image provided is
a cross-section of the cochlea, part of the
inner ear and also irrelevant to the topic ...
Lactic acid bacteria are found in various
fermented foods. The most common exam-
ple is curd (yogurt). They are also found
in other fermented foods like sauerkraut,
kimchi, pickles, and some cheeses. Ad-
ditionally, they naturally exist in our gas-
trointestinal tracts... Fermentation provides
preservation, adds flavor, and creates bene-
ficial nutritional changes...Lactic acid bac-
teria can improve gut health by promoting
the growth of beneficial bacteria in the in-
testines. They aid in digestion, and some
strains produce vitamins like vitamin K and
B vitamins....The image you included is a
diagram of the cochlea, a part of the inner

1125

ear. This is entirely unrelated to the ques-
tion about lactic acid bacteria.

1126

Feedback 2

... The question asked about lactic acid bac-
teria and where they are found, including
their applications. Instead, your response is
a detailed description of the human nervous
system, including the brain, eye, and ear.
... The image you provided is a diagram
of the cochlea, a part of the inner ear. A
picture of curd or a diagram illustrating fer-
mentation would have been appropriate....
Lactic acid bacteria are found in various fer-
mented foods, including yogurt (curd), kefir,
sauerkraut, kimchi, pickles, and many other
products. They are also found in some parts
of the human gut ... Lactic acid bacteria are
crucial in food preservation (fermentation),
increasing the nutritional value of food (e.g.,
vitamin B12 in yogurt), and improving gut
health (probiotics). They can also have in-
dustrial applications, such as producing lac-
tic acid for various uses.

1127

In the two feedbacks below, the blue regions 1128

comment on the question and response provided. 1129

Note that while the content is the same, it only 1130

varies in the natural language used. Similar to the 1131

regions marked using violet, the feedback corrects 1132

information pertaining to the question, serving the 1133

error mitigation task. However, as seen earlier, they 1134

vary in the natural language used. 1135
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