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Abstract

The rapid development of LLMs has raised concerns about their potential misuse,
leading to various watermarking schemes that typically offer high detectability.
However, existing watermarking techniques often face trade-off between water-
mark detectability and generated text quality. In this paper, we introduce Learning
to Watermark (LTW), a novel selective watermarking framework that leverages
multi-objective optimization to effectively balance these competing goals. LTW
features a lightweight network that adaptively decides when to apply the watermark
by analyzing sentence embeddings, token entropy, and current watermarking ratio.
Training of the network involves two specifically constructed loss functions that
guide the model toward Pareto-optimal solutions, thereby harmonizing watermark
detectability and text quality. By integrating LTW with two baseline watermark-
ing methods, our experimental evaluations demonstrate that LTW significantly
enhances text quality without compromising detectability. Our selective watermark-
ing approach offers a new perspective for designing watermarks for LLMs and a
way to preserve high text quality for watermarks. The code is publicly available at:
https://github.com/fattyray/learning-to-watermark.

1 Introduction

The rapid progress of large language models (LLMs) [26, 40, 45] has brought both remarkable
capabilities [4, 14, 27, 41] and serious risks of misuse, including copyright concerns [11, 31],
academic misuse [36] and other malicious purposes [23, 24]. Consequently, watermarking techniques
have emerged as essential tools for detecting and tracing Al-generated texts.

These watermarking techniques embed signals that are imperceptible to humans yet detectable by
watermark detection algorithms. Among these methods, the KGW watermark [12] partitions the
vocabulary into “green-list” and “red-list” groups, subtly biasing token selection toward the “green-
list”. This allows detection of watermarked content via statistical hypothesis testing. However, despite
their imperceptibility, these watermarks can degrade the text’s semantic coherence, as the systematic
bias influences token selection contrary to natural model preferences. Recent attempts to address
these quality concerns include the TS-watermark [9], which adaptively adjusts watermark strength
and green-list ratios; the NS-watermark [37], which limits the extent of watermarking to improve
text quality; and EXP-edit [16], which proposes a distortion-free watermark integrated during the
sampling process.
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However, these methods introduce significant trade-offs. The TS-watermark restricts user flexibility
by preventing manual adjustment of watermark parameters when either stronger or weaker water-
marking is desired. The NS-watermark significantly prolongs text-generation time, and its focus on
maintaining text quality compromises detectability. Under its minimal watermarking constraints, the
resulting z-score barely surpasses detection thresholds, leaving it vulnerable to trivial attacks—such as
changing just one “green-list” token to a “red-list” token—to evade detection. The EXP-edit method,
meanwhile, requires hundreds of inference steps for watermark detection, resulting in impractically
long detection times, often minutes for even short texts. In contrast, selective watermarking methods
aim to watermark only a carefully chosen subset of tokens during text generation. This selective
process relies on reproducible selection criteria at detection, enabling efficient watermark verification
exclusively on these marked tokens. One notable selective watermarking approach is SWEET [17],
proposed specifically for code generation. However, its reliance on manual determination of en-
tropy thresholds, derived through extensive grid-search analyses across sample datasets with varying
watermark strengths and “green-list” ratios, hampers its practical usability in real-world applications.

In this paper, we propose a novel selective watermarking approach. Rather than relying exclusively
on entropy as a selection criterion, we introduce a lightweight multilayer perceptron, referred to as
the Selector Network. This network leverages the sentence embeddings of previously generated text,
current token entropy, and the ratio of watermarked tokens within the generated content to adaptively
determine when to apply the watermark. By training the Selector Network through multi-objective
optimization—using specifically constructed detectability and quality loss functions and the Multiple
Gradient Descent Algorithm [5, 35], we guide it toward Pareto-optimal watermarking decisions. This
ensures an effective balance between maintaining high watermark detectability and preserving the
quality of generated text. In summary, our contributions are as follows:

* Analysis: We find existing selective watermarking method [17] underexplored potentially
informative factors that may be used as criterions for selection. We are the first to propose
the method of utilizing a trained network to make decisions on whether to selectively apply
watermark, unveiling a new perspective of selective watermarking strategies.

* Method: We propose LTW, a novel selective watermarking framework that uses a trained
lightweight network for selectively watermarking LLMs. We introduce LTW-1 and LTW-0,
by applying our selective framework to baseline watermark KGW and Unigram.

» Evaluation: We conducted extensive experiments across multiple models, demonstrating
the high text quality and detectability of our methods. We surpass previous watermarking
methods in text quality, having the least perplexity while without compromising detectability.

2 Related Work

Watermarking Methods. The rapid advance of LLM and their potential misuse have prompted the
need to watermark LLM-generated text to distinguish them from human-written text. Currently, text
watermarking methods can be divided into two types, watermarks for generated texts [1, 2, 28, 32, 34,
38, 39, 42] and watermarks for LLMs. The former modify existing text to produce watermarked text,
these methods are usually format-based [2, 28, 32, 34], lexical-based [39, 42] or syntax based [1, 38].
For the latter, which takes place during logits generation or during token sampling, implants the
watermark during LLM generation. KGW-based [12] methods modifies the logits according to a
green/red list, while sampling methods [3, 16] such as Christ’s [3] and EXP-edit [16] watermark by
using their pseudo random sampling methods. Recent works of LLM watermarking are proposed
to reduce text quality degradation caused by adding watermarks or to increase their robustness
under attacks. For example, Unigram [46] uses a fixed random key to produce their “green/red
list”, while SIR [19] uses semantics to determine the “green-list” to improve robustness under attack.
Token-Specific Watermark [9] trains v and § generators to alter these hyperparameters during token
generation to obtain better semantic coherence. To address the low-entropy limitation that previous
works [3, 12, 17] has shown, SWEET [17] provided a selective watermarking method to improve
the quality of watermarked codes generated by LLMs, and EWD [22] provided an entropy-based
detection method to improve detection ability.

Balancing Detection and Quality. Recent works [8, 9, 18, 21, 37] indicate watermarking brings
text quality decay and some works [6, 17] indicate that in some tasks such as coding, watermarking
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Figure 1: An illustration of our selective watermarking method. (1) The upper part illustrates that at
each generation time step, the watermark collector concatenates the calculated input for the trained
Selector Network, whose output is compared to an adaptive threshold to decide whether to watermark
the current token. (2) The lower part is about constructing the detection oriented and text quality
oriented loss, and utilize the MGDA algorithm to tackle this multi-objective optimization problem
and optimize towards Pareto optimal.

causes a notable performance decline. It is understandable as some crucial tokens the LLM should
generate were changes due to watermarking, resulting in the problem. Methods for solving this include
detection trade-off methods [18, 37] and selective watermarking method [17]. NS-watermark [37]
indicates that a minimal number of watermarked text is needed to achieve detection, and developed a
watermark to meet the constraint; however, the method hurts detection ability because unlike selective
watermarking, without the ability to determine which tokens are selected and only detecting them,
the method has to detect all generated text while only a fraction of them are watermarked, leaving
their watermark with a low z-score and can be easily removed under their minimal constraint. Other
detection trade-off method [18] add bias to tokens that are in the “red-list” but are deemed important.
SWEET [17] proposed a selective watermarking method based on entropy threshold, which only
watermarks and detects high-entropy tokens. Some work [21] has applied the selective watermarking
method as a pre-processing step for improving text quality in their watermark.

Multi-Objective Optimization. In LLM watermarking, detection and text quality are a set of
optimization objectives that often conflict with each other. Previous work [9] addressed this problem
by using the Multiple-gradient Descent Algorithm (MGDA) [5, 35] to optimize the two objectives.
They trained ~y and § generators, which takes the embedding of the last token as input, to adaptively
provide these two hyperparameters for watermarking and detection.

3 Methodology

We believe that the selective watermarking approach holds significant promise for simultane-
ously achieving high watermark detectability while preserving text quality. However, existing
research [17, 21] has focused primarily on using entropy as the sole criterion for selection, leaving
other potentially informative factors underexplored. In this work, we followed prior work of selec-
tive watermarking [17] and proposed incorporating semantic embedding of the previous text and
watermarked ratio into the selection process together with entropy for selective watermarking. We



take them as input for our trained network to determine when to selectively add the watermark. We
introduce our novel approach for selective watermarking, LTW.

3.1 Problem Formulation

Following the standard approach for watermarking LLMs [12] by modifying the output logits
1, € RV at each generation step ¢, for each token v in the vocabulary V, is assigned to the green-list
or red-list according to a pseudorandom generator R, seeded with a key k. V is shuffled to divide the

vocabulary V into two disjoint subsets : Lgreen, Lrea = Shuffle(V, R(k),y) where | Lgreen| = v[V| and
v € (0,1) is a hyperparameter controlling the green-list ratio and ¢ is the hyperparameter controlling
the watermark strength. From this partition, the green-list mask Mgreen (Legreen; Lred) € {0, 1}Vls
denoted as:

1, ve Lgreen

mgreen[v} == {07 = Lred (1)

We introduce a lightweight multi-layer perceptron My, which produces a mask for deciding the
appropriate generation time step to add the watermark. To enable gradient backpropagation during
training, the network is designed to produce continuous output 1., € [0, 1], rather than discrete
binary values such as those from a Bernoulli distribution that are not differentiable. To encourage the
output values to be close to either O or 1, thereby promoting a mask-like behavior, we introduce a
regularization term in the loss function that penalizes uncertainty and drives the predictions towards
binary-like extremes. We denote the token sequence at the current timestep as s = [t1,ta,. .., L],
Esem as a semantic model which produces a sentence embedding according to previous k tokens. Let
e € R denote the Shannon entropy of the token probability distribution at the current generation step
and let r € [0, 1] denote the current proportion of watermarked tokens in the generated sequence.

my, = My (Esem(sn—k+1:n)v €, T) € [07 ” @

Combining the green-list and selective mask, we obtain the final perturbation mask over the logits,
and the modified logits are given by:

1t+1 = lt+1 +4- m\[;;gl]mgreen (Lgreena Lred) 3)
The selectively watermarked logits, are then transformed into probability using the softmax function,
and used for sampling the next token, the process continues until reaches the maximum number of
new tokens or the eos token.

IS ‘ G —YTwm
vV Tamy(1=7)
tokens are denoted as Ty, = Z;T:l mgln and [s|¢ = Zthl m\[,ﬁn . p[gt,,]. . Dgr is the probability
of selecting a green token, relaxing |s|g from the total number of green tokens to this makes z
differentiable for training.

The detection process is formulated as a z-test : z = . The number of all the selected

The equations above are our relaxed version of the standard watermarking procedure [12] to make

it consistent with our training process. The continuous and differentiable my,, together with a

differentiable approximation of z enable gradient-based optimization of the model parameters.

During inference, however, my,,, is thresholded by a predefined hyperparameter 7 € (0, 1) as the

following Equation 4 suggests, and pgl is either O or 1 depending on whether the sampled token is in

the green-list. Thus making our equation consistent with the standard process [12]. Further proof of
our method is provided in Appendix A.

1, ifmy, >7

wm — . 4

i {0, otherwise @

3.2 Structure Design

Selector Network. The Selector Network is the module in our work that decides whether the current
token should be watermarked or not. The network is a multilayer perception [33] that takes the
concatenated information during generation as input. These generation related information includes
the sentence embedding of the previous tokens, the entropy of the probability distribution for the
token to be predicted, and the proportion of generated tokens that are selected to be watermarked.
These information can also be obtained during detection, allowing trace back to those selectively



watermarked tokens to be detected on. We adopt SimCSE [7] to provide the sentence embedding
which is used as input by our network. The obtained embeddings are first subjected to dimensionality
reduction via the MLP layers, then the reduced representations are concatenated with two additional
features and fed into a second MLP for further dimensionality reduction. Finally, the model produces
an output my,, € [0, 1]. Further discussion of its design is given in Appendix E.

Watermarking Information Collector. Compared to existing watermarking methods, our approach
requires the collection of more comprehensive information during watermarking. To facilitate this, we
implement an information collecting module that maintains contextual data from previously generated
tokens. Specifically, at each generation step, the token id or embedding of the newly generated token
is appended to this module. and the sentence embedding is constructed based on the last k tokens.
Furthermore, the watermarked ratio information is updated according to whether the previous token
was watermarked. We also compute the entropy of the probability distribution for the current token
in this module. These provide the adequate information and are concatenated as input to be used by
our network during training or watermarking.

Adaptive Threshold. In Section 3.1, we define Equation 4. During inference, we need to discretize
the output my,y, € [0, 1] into a binary decision of 0 or 1, indicating whether to watermark the current
token being generated or not. A dynamic threshold is applied for this purpose. A lower threshold is
used when the current watermarking ratio is low, allowing more tokens to be watermarked and thus
improving detectability; Conversely, a higher threshold is adopted when having a sufficiently high
watermarked ratio.

3.3 Learning to watermark: Training for Selective Watermark Insertion

Our goal is to train a selective watermarking module capable of making informed and appropriate
watermark insertion decisions. The output of the selective watermarking module is continuous rather
than a discrete binary value, serving as a differentiable signal that enables training through gradient-
based optimization. Our objective is to achieve high watermark detectability and high generation
quality through selective watermarking, which naturally formulates as a multi-objective optimization
(MOO) problem. To address this, we adopt the Multiple Gradient Descent Algorithm (MGDA) [5, 35]
used by previous work [9] to effectively handle these competing objectives. Moreover, we expect the
module to exhibit the following properties:

* First, the output should exhibit mask-like behavior, encouraging the module to make sharp,
near-binary decisions regarding whether to embed a watermark.

* Second, the module should be entropy-aware. It should prefer watermarking when the
entropy over the probability distribution of the next token is high, and avoid watermarking
when it is low. This design is motivated by prior works [17, 22], which have demonstrated
that applying watermarks to low-entropy tokens can lead to degraded text quality and
reduced watermark detectability.

¢ Third, the module should provide adaptive control based on the current watermarking ratio.
Specifically, when the overall proportion of watermarked tokens is low, the module should
be more inclined to add watermarks to maintain detectability. Conversely, when the ratio is
already high, it should reduce watermarking to better preserve text quality.

These goals and behavioral characteristics can be formulated as two distinct optimization objectives:

Preserving Quality. Part of this is trying to maximize the semantic similarity between the marked
text and the unmarked one, aiming to minimize the quality drop brought by adding watermarks. This
is achieved by computing the cosine similarity between the sentence embedding of the watermarked
output embedding and the non-watermarked one. E,, and E denote the semantic embedding in the
following loss function 5. The objective also incorporates entropy-aware behavior: the module is
encouraged to apply watermarks to high-entropy tokens while avoid applying those with low-entropy,
we formulate the following loss function in Equation 6 to describe this objective. In which A and f

are a set of hyperparameters, and e = — Z?:l p; log p; represents the current entropy.
Ls = —cossm(Ew, Es) @)
Eentropy = BCE(me, G(Ae(e - :u‘e))) (6)



Maximizing Detectability. Second, we seek to maximize watermark detectability, which involves
increasing the overall z-score used for detection z = sle=3Twm_ Ty make the z-score differentiable,

V Twmy(1=7)

instead of the sum of the green tokens among those chosen to be watermarked, it is relaxed to

the probability of producing a green token among those chosen. This can be denoted as |s|g =

thl p_Lt,] : m\[ﬁn forming the following Equation 7. Furthermore, this objective promotes adaptive
watermarking behavior: when the overall watermarking ratio is low, the model is encouraged to
watermark for ensuring detectability; While when the ratio is high, it prefers to watermark less,
thereby preserving generation quality when detectability can be ensured, we denote r; as the current
watermarked ratio, f : (0,1) — (0,1) as a monotonically decreasing function, we construct the
following objective as the loss function in Equation 8.

Py mi = v S mih
T
\/Zt:l midy(1 =)

Lo ratio — MSE (mgﬁm, f(rt)> 8)

z

(N

The following loss function in Equation 9 describes the need for a mask-like output, penalizing those
unmask-like outputs. It is applied to both the following objectives to make the output mask-like.

T
1 2
Eoutput_fi;c = _T (mg}]m — 05) )
t=1

These objectives are jointly formulated as the loss functions in Equation 10 and 11. To achieve a

Pareto-optimal solution between quality oriented L¢ and detectability oriented L p, the MGDA [5, 35]

algorithm is adopted to determine a descent direction towards it. Further details are provided in the
Appendix G.

‘CQ = AsimCS + )\entropyﬁentropy + )\fizﬁautputffiz (10)

‘CD - _)\zz + )\wmﬁwm;ratio + )\fizﬂoutputffiw (1 1)

where Lg denotes the similarity loss presented in Equation 5, L.p¢r0py denoted in Equation 6 is a
loss for achieving entropy awareness, Agim and Aepntropy are the weighting hyperparameter for the
two loss functions. In Equation 11, z denotes our differentiable z-score described in Equation 7,
Lym_ratio presented in Equation 8 is the loss for incorporating ratio awareness behavior, A, and
Awm are the weighting hyperparameter for them. The L,y¢pus_fiz in both functions is for promoting
mask-like outputs, Ay is its weighting hyperparameter.

4 Experiments

4.1 Experiment Setting

Datasets and Models. We trained and tested our method on the RealNewsLike subset of the C4
dataset [29], following previous watermark works [8, 9, 12, 13, 21]. We used 10,000 texts for training,
and randomly divided another 500 texts as test set. We trained our selective watermarking module
using OPT-1.3b [45]. Further discussion about training are provided in Appendix F.1. We then
evaluated the performance of our watermark and other watermark methods using OPT-6.7b and
GPT-J-6B [40]. After which, we conducted paraphrase attack on the watermarked texts using the
Dipper model [15], we followed previous work’s [13] parameter settings, using a lex diversity of 60.

Baselines. We applied our selective watermarking method to KGW and Unigram to evaluate
the effectiveness of our watermarking method, we will denote them as LTW-1 and LTW-0 in the
following text, the procedure of our selective method can be found in Appendix C. We compared
our methods with KGW [12], Unigram [46], EXP-edit [16], SWEET [17] and Token-Specific [9]
under fixed hyperparameters settings. To further analyze the trade-offs between detectability and text
quality, as well as between robustness and text quality, we varied the watermark strength 9, generated
watermarked texts using our methods and KGW for each strength, and compared their performance
by fitting a curve for comparing the trade-off between TPR and perplexity. Further discussion on
hyperparameters settings and experiment details are provided in Appendix F.2.



Table 1: Performance comparison of different watermarking methods on OPT-6.7B in terms of
Detectability, Robustness, and Text Quality. Higher performance when not under attack indicates
higher detectability, higher performance under paraphrase attack shows the robustness of watermark
method. Lower perplexity and higher similarity with reference text indicates higher text quality.

Method No Attack Dipper Attack Text Quality
TPR@2 AUROC BestF1 TPR@10 AUROC BestF1 Perplexity Similarity
KGW 0.998 0.99990  0.99900 0.910 0.96987  0.91465 20.5234 0.5472
Unigram 1.000 1.00000  1.00000 0.962 0.98217  0.95238 17.6761 0.5313
EXP-edit 0.972 0.98742  0.98008 0.790 0.90527  0.83871 23.9298 0.5046
SWEET 1.000 1.00000  1.00000 0.924 0.96955  0.92245 17.9301 0.5554

TS-watermark ~ 0.996 0.99973  0.99598 0.810 0.93179  0.85076 14.0804 0.5645
LTW-1 (ours) 1.000 1.00000  1.00000 0.852 0.94034 0.87810  13.6205 0.5701
LTW-0 (ours) 1.000 1.00000 1.00000 0.954 0.98326 0.94190 13.6238 0.5735

Table 2: Performance comparison of different watermark methods on GPT-J-6B.

Method No Attack Dipper Attack Text Quality
AUROC BestF1 TPR@10 AUROC BestF1 Perplexity Similarity
KGW 1.00000  1.00000 0.800 0.93668  0.87125 16.5485 0.4941
Unigram 1.00000  1.00000 0.944 0.97938  0.94586 13.0226 0.4634
EXP-edit 0.99996  0.99701 0.860 0.93651 0.88377  21.8741 0.4498
SWEET 1.00000  1.00000 0.878 0.94406  0.88777 15.2203 0.5049

TS-watermark  1.00000  1.00000 0.822 0.93150  0.86068 11.7829 0.5220
LTW-1 (ours)  1.00000 1.00000 0.858 0.94813  0.88303 11.6877 0.5286
LTW-0 (ours)  1.00000 1.00000 0.926 0.96238  0.91952 9.5571 0.4822

Evaluation Metrics. To evaluate watermark detection performance and robustness against para-
phrasing attacks, we employed multiple evaluation metrics: AUROC, Best F1 score, and True Positive
Rate (TPR) at specified False Positive Rate (FPR) thresholds. We compared the quality of the wa-
termarked text using two evaluation metrics: Perplexity and cosine similarity between the sentence
embeddings of generated text and the reference text. For each text in the test set, we designate the
200 words following the prompt segment as human-written reference text. Sentence embeddings are
obtained using the Sentence-BERT model [30].

4.2 Experimental Results

Tablel and Table 2 show results of our water-
mark method and baseline methods in terms of

detectability when not under attack, robustness 1.0
Watermark Method
when under paraphrase attack as well as the text o = Unwatermarked
quality of the watermarked text generated us- 5 = KGW
ing OPT-6.7B and GPT-J-6B. Figure 2, 3 and £~ == Unigram
. . . [ EXP-Edit
4 present a detailed comparison of text quality =~ 204 B SWEET
in the main experiment described above. Figure Sy, [ TS-watermark
5 and 6 show the results of our method with i . £ w1
0 8 8 = 1TW-0

KGW under different watermark strengths. An ¢ T 78 GPT)-6B

example of our watermark can be found in the ) .
Appendix D, in which compared with baseline Figure 2: Comparison of the Cosine Similarity be-
methods, our method not only improved text tWeen reference text and watermarked text across

quality, but also improved detection ability. various LLMs.

Comparison on Text Quality. In Figure 3 and

4, we compared the perplexity of our watermark method with the unwatermarked text and other
baseline methods. A lower perplexity suggests better text quality. Among the watermark methods,
our methods have the least perplexity, implying the least quality degradation among the baselines.
In Figure 2, We evaluated text quality by computing the cosine similarity between the sentence
embeddings of the original text and the generated texts, a higher similarity suggests better quality and
semantic coherence. We observe that, overall, our methods have better semantic similarity compared
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Figure 5: Performance comparison between Figure 6: Comparison of our method and KGW
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watermark strengths.

with other watermarkmethods. Among which, LTW-1 achieved better semantic similarity than all
five baseline methods, indicating better semantic coherence and text quality. This performance
improvement can be attributed to our selective watermarking mechanism, which learns to insert
watermarks based on semantic embeddings and entropy, tending to watermark tokens which carry
less semantic significance, while omitting those more critical tokens, thereby minimizing disruption
to the overall sentence meaning.

Comparison on Detectability. In Table 1 and 2, we compared the detectability of our watermarking
methods with baseline methods on OPT-6.7B and GPT-J-6B under a fixed watermark strength. We
observe that, although most watermarks do well in detectability, our method consistently demonstrate
highly competitive performance across all detection metrics. Furthermore, in Figure 5, we conducted
additional experiments comparing the performance between our watermark and KGW across varying
watermark strengths by increasing ¢. The results show that our approach is clearly superior to KGW,
achieving a more favorable Pareto frontier than it, offering improved detectability at the same level
of perplexity. Compared to KGW, our methods yield significantly lower perplexity at the same
watermark strength and achieves TPR = 1 at a much lower strength.

Comparison on Robustness. In Figure 6, we compared the robustness of our method and KGW
against paraphrase attack across varying watermark strengths. The results show that our methods can
achieve a superior Pareto frontier, showing more robustness than the baseline method KGW. Results
on Table 1 and 2 also show that LTW-0 can outperform most baseline methods in robustness while
still having lower perplexity. Though method like TS-watermark can achieve a text quality similar to
ours, they are less robust when under paraphrase attack.



Table 3: Performance comparison of detectability and quality between using the adaptive threshold
module and after removing the adaptive threshold module under different watermark strengths.

Settings Metrics 6=15 §=2 06=25 =3 6=35 =4

Perplexity 11.686 12.354 13.003 13410 13.981 14.029
Z-score 6.844 9.293  11.243 12,670 13.776 14.497

Perplexity 11.801 12.524 13.217 13.403 13.922 14.308
Z-score 6.831 9.031 11.120 12.443 13.570 14.369

With

Without

5 Analysis

Ablation Studies. In this section, we focus on assessing the effectiveness of our adaptive threshold
module. We conduct ablation studies by removing this module and replacing it with a fixed threshold,
and evaluate the perplexity and z-score across varying watermark strengths. The results in Table 3
show that the adaptive threshold can improve detectability in all watermark strength settings, and
having a lower perplexity in 4 of 6 watermark strengths settings. Indicating that such a module can
help achieve higher detection abilities while having similar or even better text quality.

Analysis of Network Output. In this section, we explore the correlation between the output of
the trained network and the input. Our network utilize the sentence embedding of previous text
as part of its input, though it is hard to find a measurable representation for the embedding, it
nevertheless is correlated with the part-of-speech (POS) at the current time step systematically.
The results are shown in Figure 7. Our network tends not to watermark adposition, conjunction,
punctuations and symbols. Watermarking and altering them may yield semantically incoherent
phrases, misinterpreted sentences and wrong equations. Our network more oftenly tends to watermark
adverbs and adjectives, which often convey descriptive or qualitative information and have more
replacements in the vocabulary. Watermarking them may have a smaller influence on semantic
coherence. We also evaluated the correlation between the output and the entropy input at the current
time step, which has a positive correlation, encouraging watermarking when having high entropy,
detailed discussion are in Appendix D. The results show that both semantic-level features as well as
entropy plays an important role in the process of making the selective decision in our method.

Comparison on Our Two Methods. Unlike
previous work [17] that only applied their selec-

tive method to KGW, we applied our selective |

method to two representative watermarks, KGW

and Unigram. In terms of text quality, both wa- T
termark variants exhibit significantly lower per-

plexity and higher semantic similarity after in-

corporating our selective watermarking method. NOUN ADP PRON PROPIPUNCTCCON) VERR SCON) ADJ AUX ADY SYM INT DET
KGW also shows improved detectability under

the OPT model and enhanced robustness against Figure 7: Distribution of the network output across
paraphrasing attacks under GPT-J model after different part-of-speech categories of the token gen-
applying our selective method. While both of ~erated at the current time step.

our methods yield similar text quality under the

OPT model, they each excel in different aspects under the GPT-J model; Notably, the use of a fixed
green/red list in the Unigram approach proves beneficial to maintaining robustness under our selective
watermarking framework. The enhanced robustness of LTW-0 can be attributed to the use of a fixed
green/red list partition, mitigating the risk of detection failure caused by changes in the partition of
the red-green list due to changed previous token when under paraphrase attacks. Moreover, selective
watermarking alleviates the issue of systematically reduced probability of the important words in the
fixed red list, minimizing degradation of text quality and semantic coherence for Unigram.

Output Value
e o o
> o ®

o
o

Analysis of Measures taken for Robustness. Applying the hard binary mask instead of keeping
the soft weights of the selector network is a design for robustness. For the soft mask we used during
training, the mask is also a detection weight as in Equation 7, a token with a small mask is also given
light detection weight. We believe that, comparatively, using the hard mask can better enhance the



robustness of the watermarking scheme under paraphrasing attacks. From a design perspective, it
is relatively simple to categorize the outputs of the selector into apply watermark and do not apply
watermark, and only apply watermark to the first category. During detection, we only need to verify
the outputs that were marked for watermarking, which is a simple approach. However, if a soft mask
was to be adopted at inference time, the detector would need to consider the soft mask values as
per-token detection weights. In such a case, tokens with very low mask values would contribute
minimally to detection, while the opposite for those with a high mask value. While this offers finer
granularity, it introduces more complexity and uncertainty—especially making it more vulnerable to
paraphrasing attacks.

Paraphrasing attacks are hard to change apply watermark to do not apply watermark compared with
changing the output values. In our Equation 9, we penalize those unmasklike outputs, making most
outputs further from the threshold, thus making it less sensitive to attacks. In contrast, soft mask
values are continuous and more sensitive to subtle changes, meaning that a paraphrasing attack
may cause small shifts in mask values (e.g., a slightly increased value for a previously low-scored
token, or a slightly decreased one for a previously high-scored token). These small perturbations can
accumulate and increase the uncertainty of watermark detection, thus reducing robustness.

Choosing a moderate window size for the sentence embedding used by the selector network is also
important for robustness. A window size that is too small may cause the sentence embedding to
degrade like those of a token-level representation, making it less robust under paraphrasing attacks.
This is because paraphrasing typically preserves the overall sentence meaning while altering individual
words through synonym substitution or structural changes. At the token level, such variations can
affect the selector network’s output, making it less robust to these attacks. In contrast, by selecting
an appropriately sized window, we can maintain semantic consistency with the paraphrased version,
thus improving the robustness of the selector. On the other hand, with a too large window size, new
tokens generated will have only a minor influence to the content in the window, which may reduce
the sensitivity of the selector to the content being generated.

Justify for choice of metrics We have adopted perplexity and Similarity between the sentence
embeddings as our metrics for evaluating Text Quality. Perplexity (PPL) is a natural metric for judging
watermark impact because it directly measures the negative log-probability of the generated token
sequence. If a watermarking method perturbs the generation more, the generated outputs will typically
become less likely to be generated and thus exhibit higher PPL. Generally, lower PPL indicates
higher text quality[20]. And it have been used as a metric in previous works [8, 12, 21, 22] as well.
When the task has human reference answers such as the task of Text Completion, a higher similarity
between the embedding of the reference text and the generated watermarked text captures whether
the watermarked text still preserves task-relevant semantics and coherence, remaining appropriate
and faithful to the reference text. Previous works [9, 25, 43, 44] have also adopted semantic score in
their works and among which, some works [9, 44] also adopted sentence embedding models [7, 30]
for calculating the sentence-level score.

6 Conclusions

In this paper, we propose a novel approach for selectively applying watermarks to LL.Ms, aiming
to mitigate the quality degradation caused by watermarking while preserving high detectability.
We constructed two distinct loss functions and employed the MGDA algorithm to solve this multi-
objective optimization problem. Experimental results demonstrate that our approach achieves superior
text quality without compromising detection performance. In summary, our method unveils a new
perspective on the design of selective watermarking strategies for LLMs.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: As shown in Section 1, our claims and contributions are clearly described.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are shown in Appendix H.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: They are provided in Section 3.1, Section 3.3 and Appendix A .

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the experiment details in Section 4.1, and additional details are
provided in Appendix F.1 and Appendix F.2 and dataset details in Appendix B to reproduce
the main experimental results.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code and data are available in our supplemental material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the dataset details in Appendix B, and implementation details in
F.1, hyperparameter details in Section 4.1 and Appendix F.2.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We used a fixed random key for our main experiments. When our watermark
class initializes, it sets a fixed random seed for reproducible. Through out our training and
experiments we fixed the same random key as that of used in previous work [9].

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: As is provided in Appendix F.3 .
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research is conducted in the paper conform, with the NeurIPS Code of
Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The societal impacts of watermarks, ours included, are as shown in Section 1 .
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not have such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: As is shown in Section 3 and Appendix B.
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We proposed a novel MLP trained for selectively apply watermarks, as
described in 3.2.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This work doesn’t involve crowdsourcing and research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Crowdsourcing and research with human subjects are not involved in this
work.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
[NA]
Justification: We did not use LLM to develop core method in this work.
Guidelines:

* The answer NA means that the core method development in this research does not

involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Theoretical Justification of LTW as a Selective Watermark

If a watermarking scheme is designed to be selective, it must not rely on random mechanisms or
rules that are unverifiable during the detection phase. Otherwise, without a complementary detection
strategy capable of identifying which tokens in a generated sequence were chosen to be watermarked
during applying watermark, the watermark detection process becomes unreliable.

Specifically, consider the hypothesis testing formulation:

Sle =T
Ty(1 =)
where 7 € (0,1) is the green-list ratio, 7" is the total number of tokens to be detected, and |S|a

denotes the number of tokens detected which are in the green-list G. Suppose that we define the
original test statistic as zorig corresponding to a total of T" tokens, among which |S|¢ are green tokens.

Zorig =

If, during detection, a token that was not selected for watermarking during generation is nonetheless
included in the detection process, then the total token count increases to T' + 1, while the expectation
of green tokens becomes |S|a + 7.

The updated test statistic becomes:

(ISlg +7) =T+ 1) |Sla —~T

ZHCW - -

(T+1)y(1 =) (T +1)y(1 =)

Itis evident that zpew < Zorig, Suggesting that including tokens that were not selected for watermarking
into the detection process will, in expectation, degrade the detectability of the watermark.

Therefore, in selective watermarking schemes, it is essential that the selection rule used during
watermark embedding be reproducible during detection. Only by reliably identifying the subset of
tokens that were eligible for watermarking at generation time can we perform valid and powerful
hypothesis testing on that subset alone, ensuring accurate detection outcomes.

Let the generated sequence up to step n be denoted as s = [t1,ta,...,t,]. Let £ as the Sentence
Embedding model, V = {x1,23,..., 2z} as the vocabulary containing k tokens and M, as our
trained network. Specifically, during the watermark embedding phase, we leverage three key signals:

* 1. The semantic embedding, obtained by passing the preceding k tokens to the sentence
embedding model;We denote the obtained sentence embedding as F = Eem(Sn—k+1:n)

e 2. The Shannon entropy of the probability distribution at the current step as e =
k
=22 j=1 p(x;) log p(z;);

* 3. The current proportion of tokens selected for watermarking in the generated sequence as
r=L1%" Selected(t;)

The probability of selecting the current token for watermarking is given by:

Wwm = M0 ([Ev €, T]) € [07 1]3

During the detection phase, we determine whether each token in the generated sequence was likely
selected for watermarking by re-evaluating the same signals used during generation. The sentence
embedding E can be recomputed based on the k tokens before the current token, the Shannon entropy
e can be reconstructed using the model’s token probability distribution at that position, and the
watermark ratio r can be tracked incrementally based on watermark decisions of the tokens before
it. Since all three inputs to My can be obtained with prior sequence, the selection logic is fully
reproducible during detection.
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B Dataset details

We followed previous works [8, 9, 12, 13, 21] utilizing the RealNewsLike subset of the C4 dataset [29]
as our dataset. Because the method we proposed requires training, we need to devide a training
set as well as a test set for the experiments. We selected the first 10,000 pieces of text in the first
RealNewsLike subset as training set. From another RealNewsLike subset, we randomly shuffied it
using a random seed provided in our code. Subsequently, 500 samples of text with sufficient length
were then filtered and selected to ensure that each is long enough be divided into a prompt segment
and a reference text. They are later used as the test set in our experiments.

C Selective Watermarking Algorithm and Detection Algorithm of LTW

The following Algorithms show the detailed steps of how our selective watermark is applied and
detected with the already trained Selector Network.

Algorithm 1 Watermark Injection

1: Input: LLM f, prompt tokens x, window size k, green-list ratio -y, watermark bias §, max length
L, Sentence Embedding model &£, our trained MLP My, thresholds Tiow, Tmid, Thigh

2: Output:
3 Sz W] (sequence &generated sequence & watermark record)
4: fort =1to L do
50 Iy < f(S5) (logits)
6:  p; < softmax(ly)
7o e = =3, pifv]log py[v] (entropy)
8. ry {07 |W‘ = 07

' K mean(W), otherwise
9:  Ep+ E(S[-k:]) (last k token for getting sentence embeddings)
10: my < My ([Et, et, rt]) (selector output € [0, 1])

Tiow, Tt < Low Ratio Threshold,
11: 74 < < Thign, 7¢ > High Ratio Threshold,
Tmid, Otherwise
12:  if my > 74 then

13: me < 1

14: Gt + GreenMask(l¢, )
15: for each v € G, do

16: lt [’U] — lt[’U] + 6

17: end for

18:  else

19: myg <— 0

20: lt [U} — lt[U]

21:  end if

22:  Append m; to W

23: y; ~ Sample(softmax(1;))
24:  Append y; to S

25:  if y = (EOS) then break
26: end for

27: Return S
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Algorithm 2 Selective Watermark Detection

1: Input:LLM f, prompt x, test sequence(prompt included) y = {yo, . .., yn—1}, window size k,
green-list ratio vy, Sentence Embedding model &£, trained MLP M, thresholds Tiow, Tmid; Thigh
2: Output: z-score z
3 W H, Nscored <— 05 Ngreen < 0
4: fort = |z|to N — 1 do
5. L+ f(ylo: 1))
6:  py < softmax(l;)
7o er < — o, pe[v]log pe[v] (entropy)
N {o, Wl =0,
’ mean(W), otherwise
9 Ey + E(y[max(0,t — k) : t]) (sentence embedding)
10: my <—M9([Et,et,7‘t])
Tiow, Tt < LowRatio,
11: Tt <= § Thigh, Tt > HighRatio,
Tmid, Otherwise
12: if m; > 7, then
13: my <= 1, Ngeored < Miscored + 1
14: Gy + GreenMask (y;—1,7)
15: if y[t| € G, then
16: Ngreen <~ MNgreen 1 1
17: end if
18:  else
19: myg <— 0
20:  endif
21:  Append m; to W
22: end for
23: z < ZScore (ngreen, nscored)
24: Return z
D Further Discussions on Experiment Results
D.1 ROC Curves

Figure 8 and 9 illustrate the ROC curves and the AUC values of our watermark methods and baseline
methods under paraphrase attack. The result demonstrate the robustness of our methods compared to
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Figure 8: Comparisons of ROC curves and AUC
values of different watermark methods generated
using OPT-6.7B when under dipper attack.
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D.2 Watermarked Text Example

We present an example of text watermarked using our method and baseline methods. Figure 10 shows
the prompt used for generation using OPT-6.7B as well as the watermarked generations using our
method, KGW and SWEET. The unwatermarked text is highlighted in gray, those highlighted in
red or green are watermarked tokens, red represents the sampled token is in the red list, and green
represents the sampled token is in the green list.

Prompt

Congrats to everyone featured in the videos and also to
all of us, for being recognized as an Arts & Culture hub
of the world! Of course we've all known this for a
while now, but 1t’s great that Google is catching on_ If
vou're opening up this newsletter in your inbox for the
first time or you're reading through stories on the web,
vou ve stumbled across a new project called Maker
City KC. This is our weekly newsletter. Thanks for
finding us. Maker City KC 1s a place that highlights the
city’s many makers and entrepreneurs, creating an
audience for the city’s maker spaces and the spirit of
innovation in our city. We depict and discuss the many
dimensions of the 4th Industrial Revolution, and the
opportunities it creates for Kansas City. And, as part of
increasing civic engagement, we want ...

KGW (z-score: 14.22_ ppl: 20.85)

If you don ' t have a newsletter , make sure to sign - up
for one . What ' s going on in the world The
International Date line 1s a place where the date that
people on the surface see 1s different than the date that
goes past the sun ' s per 1st alt ic motion inside the earth
. at some midnight . past the International Date Line ,
and back in to Kansas City . Missouri again . Well we
had this crazy notion that if the International Date lines
goes past Kansas City , our date for World Maker F aire
would be in the past too 40| . World Maker F aire
Kansas City will be happening this Friday - and our W
F KC model 1s completely rooted and organized by
YOU so please help spread the word about it | Create a
T - shirt that 1s only Kansas City M akers ! If you don "t
already have a shirt , make sure to get

SWEET (z-score: 14.38, ppl: 17.64)

Know of anyone that should be added to our list of
makers , are a maker and would like to get some
coverage in the weekly newsletter | let us know HERE .
What You Should Know D rain our reservoir D rain
Kansas City has launched in response to hundreds of
thousands of illegal dump ers , who are cl ogging our
reservoirs with the waste of others . As a city we should
be fighting this instead of toler ating it . Visit drain our
res erv oir . com to read up on the history of the
problem the City has - Visit drain our res erv oir d ive in
. com for a survey you can easily take and share 1t with
vour friends . Visit drain our res erv oir now . com for a
map of what all the problems really are . Let the
government know If you live in the City of Kansas City
proper , please take the time to voice your concerns
about what our government says on

LTW (ours) (z-score: 14.67, ppl: 15.22)

. This week ' s episode of The M akers Podcast features
an episode of The M akers Podcast . produced by Dave
De ans and Rebecca Miller at the Missouri History
Museum . This week ' s guest 15 Brent Schmidt | CEO at
City Fund KC . Our conversation with Brent spans City
Fund ' s mission as a fund , through City Fund KC ' =
ability to drive more entrepreneurship and economic
development in Kansas City . Dave and Rebecca also
talk about being in the Museum , Brent ' s background
as a video producer and much more . This podcast 1s
worth a listen . If you ' re in the market for some fresh ,
affordable | fresh | handmade . affordable gifts , make
sure you ' re checking out Shop Now | an up start maker
that sells 100 % handmade . fresh | affordable , gifts
that you ' Il actually enjoy . This week ' s episode of The
Maker Town Podcast features an

Figure 10: A real example of watermarked text generated on our C4 RealNewsLike test set. The
figure shows comparison between of method and baseline method. In this example, the generated
watermarked text using our method has a lower perplexity and a higher z-score than baseline methods.

D.3 Correlation Between Entropy and Network Output

We conducted additional analyses by plotting a scatter diagram to investigate the relationship between
the entropy of the input and the output of the trained model during selective watermarking. The
results indicate a clear overall positive correlation between input and output entropy. Notably, when
the entropy is either very low or very high, the results exhibit clustering within a narrow range. In
these cases, other input factors, such as semantic embeddings, either amplify the influence of entropy
or play a comparatively minor role in determining the outcome.

24



Specifically, when the entropy is below 1 or above 4, the output consistently falls into well-defined
categories: low entropy values are classified as indicating that the current token should not be
watermarked, while high entropy values are classified as requiring the application of the watermark.
However, for entropy values within the range of 1.5 to 3.5, a broader spectrum of outputs is observed.
Under our dynamic thresholding approach, the outputs under the same entropy includes the possible
decision to selectively watermark or not applying the watermark to the token being generated.

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Entropy

Figure 11: Scatter diagram between the entropy input and the output of our Selector Network.

E Further discussion on Selective watermark designs

To compute the final selection weight my, € [0, 1], we design a compact yet expressive neural
network based on a multi-layer perceptron (MLP) [33]. The input to the model consists of a
sentence embedding of dimension 768, along with two input features: entropy and ratio. In order to
handle the high-dimensional nature of the embedding and promote efficient learning, the embedding
is first passed through several fully connected layers to reduce its dimensionality. This reduced
representation is then concatenated with the two features to form a concatenated input vector, which
is subsequently fed into another MLP responsible for computing the final prediction. The output layer
applies a sigmoid activation function to constrain the result to the range [0, 1]. The model functions as
a selector module in our system, leveraging both semantic information from the sentence embedding
and statistical cues from the two watermarking related features to make a learnable, data-driven
selection decision.

F Experimental Details

F.1 Training Details

In our proposed Selector Network, implemented as a multi-layer perceptron (MLP), we adopt a
two-stage processing pipeline for the input. Specifically, each input sentence embedding £ € R7%8 is
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first passed through a two-layer MLP for dimensionality reduction. The resulting lower-dimensional
representation is then concatenated with the other two additional features: the entropy e € R of the
predicted token distribution and the watermarked ratio » € [0, 1]. Letting E,. denote the reduced
embedding, the concatenated vector [E,.; ;7] is used as input to a second two-layer MLP, which
produces a single output in the output layer. All hidden layers in both MLP modules use the Leaky
ReLU activation function. To ensure the output lies in the interval [0, 1], the output layer uses a
sigmoid activation function. We train the Selector Network for one epoch on our training set. We
used OPT-1.3B during training, generating a maximum of 75 tokens for each prompt provided
during training. During training, the parameters in the LLM as well as the sentence embedding
model are frozen, the parameters in our trained MLP are the only parameters being updated. The
training procedure uses a batch size of 5, the Adam optimizer with a learning rate of 1 x 10, and
input sentence embeddings computed from the previous k£ = 6 tokens in the previous sequence.
The watermark hyperparameters are set to 6 = 3.0 and v = 0.25, the same as those in the main
experiments. We save model checkpoints every 200 steps and retain the final model weights after one
epoch for use in experiments on the effectiveness of our method.

F.2 Experiment Details

In our main experiments, we set v = 0.25 and § = 3.0 for methods that can adjust these hyperparam-
eters, and we set the entropy threshold as 1.2 for SWEET. We used the default model provided in
their code for TS-watermark, and for EXP-edit, the default hyperparameters provided in their code.
For all watermarks, we used Multinomial Sampling with a top-k of 100 a top-p of 0.95 and a no
repeat n-gram size of 8 to generate 200+25 tokens for each prompt.

For fair and consistent comparison, we uniformly set the tunable hyperparameters § = 3.0 and
~v = 0.25 across all watermarking schemes that allow manual configuration of these values in our
main experiment. This decision was motivated by the hyperparameter configuration adopted in the
baseline method SWEET, which introduces an additional hyperparameter, entropy, to determine
whether to add watermark at each step. The authors conducted a comprehensive hyperparameter
search and ultimately selected entropy = 1.2 with 6 = 3.0 and v = 0.25 as their main setting which
was the only set of hyperparameter that achieved both high detectability and high text quality under
their predefined criteria on one of the evaluated datasets. The setting 6 = 3.0 and v = 0.25 was
adopted as the primary configuration throughout their main and subsequent experiments in their
work.

Consequently, we fix entropy to 1.2 for the SWEET baseline and apply 6 = 3.0 and v = 0.25 to
all applicable watermarking methods in our evaluation. In the context of our main experiment, we
consider a watermarking approach to be inferior to ours under the current evaluation setup if: (1) it
does not outperform ours in either detectability or robustness (considering some metrics where all
methods perform comparably, and (2) it yields lower text quality.

One of the fundamental advantages of large language model (LLM) watermarking lies in its high
detectability under sufficient watermark strength. Our proposed watermarking method exhibits
excellent detectability: on a 500-sample test set all watermarked samples were successfully identified,
with no false positives on unmarked texts. We also did extra experiments to compare our method
with KGW under various watermark strengths varying from 6 = 1.0 to 6 = 3.5 to evaluate the
performance of our watermark with the baseline method in terms of detectability and text quality, the
results show that our methods have better pareto frontier than theirs.

The improved robustness of LTW-0 can be attributed to its fixed green-red token partitioning strategy,
which mitigates failure cases in using a hash-function that is based on previous generated text, where
rewriting of previous tokens affects green/red list assignment and causes detection to fail. The
implementation of LTW-0 in our work is simple, the difference between our implementation of
LTW-1 and it is a changed function for obtaining the green-list, changing the hashing method to using
a fix hash-key. We adopt the same hash-key that was used in previous works. [12, 17].

F.3 Computational Resources and Runtimes
We performed our experiments on Nvidia L20 GPUs. We trained the our network using 3 L20 GPUs,

among which the second and third GPU are mainly used to speed up the generation of the LLM. It
takes about 60 hours for training 1 epoch. In our other experiments, evaluating the performance of
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our watermark method and baseline methods, only one L20 is used, without using parallelism. About
2 hours is needed for finishing the watermarking generation task for our method, baseline methods
expect EXP-edit, which is slow requires about the same time for finishing generation watermarked
text using the test set.

G Discussion on Multiple-Gradient Descent Algorithm

To train the network we proposed, we formulated two loss functions Lo and Lp to describe our
task. In our work, the training objective is to minimize those two loss functions, Lo (G) and Lp(G).
However these two losses often exhibit a competitive relationship, meaning that reducing one may
lead to an increase in the other. The optimization problem is formulated as:

min Lg(G) and min Lp(G)

This is a typical multi-objective optimization problem, where the ideal solutions are characterized by
Pareto optimality.

Given two feasible solutions G and G, we say that G’ dominates G if:

Lo(G) < Lo(G), Lp(G) < Lp(G),
and at least one of these inequalities is strict. A solution G* is called Pareto optimal if there does not

exist another solution that dominates G*.

The Multiple Gradient Descent Algorithm (MGDA) [5, 35] is designed to find a descent direction
that leads the optimization towards the Pareto front. Specifically, we first compute the gradients of
Lq and Lp with respect to G, denoted as gg and gp, respectively. MGDA seeks a direction g that is
a convex combination of gg and gp:

9=Xgp+(1-X)gq,
where \* € [0, 1] is chosen to minimize the norm of g:

A" = argmin, ¢ o 11| Agp + (1 — A)ggll2-

Previous works [35] suggests, an approach is applicable in the case of two losses, where the Frank-
Wolfe algorithm [10] can be effectively utilized since the line search step admits a closed-form
solution.

Algorithm 3 Closed-form solution for A*
Require: Gradients gg, gp

1: if g/,90 > g)gp then

2. =1

3: elseif 9,90 > g4 9¢ then

4:  X*=0

5: else -
.y _ (9@ —9p) 90

6. A — —2

lgp — g0l
7: end if

By updating the model parameters along the direction g, the optimization process is guided towards
solutions that are Pareto optimal with respect to both Lg and Lp.

H Discussion about Limitations and Future Work

Our method presents two main limitations, primarily due to constraints in computational resources
and time.

First, due to limitations in computational resources and time, our experiments are conducted on
relatively small-scale models and only on one dataset. Specifically, we utilize the RealNewsLike
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subset of the C4 dataset which has been widely adopted in previous works [8, 9, 12, 13, 21] on large
language model watermarking.

Second, the selector network in our work is trained on generations produced by the OPT-1.3B
model using C4 RealNewsLike subset as input for evaluating our method with baseline on the text
continuation task. In future work, we may extend this framework to broader scenarios which may
require adapting the selector to different generation tasks, which may need to train our network on
different tasks using LLMs which may experts in those tasks.
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