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Abstract

Legal documents including judgments, court or-001
ders, government ordinances, professional pa-002
pers, and textbooks of judicial examinations re-003
quire highly sophisticated legal knowledge for004
understanding. To disclose expert knowledge005
for non-experts, we explore the problem of vi-006
sualizing legal texts with easy-to-understand di-007
agrams and propose a novel dataset of LegalViz008
with 23 languages and 5,580 cases of legal009
document and visualization pairs, using the010
DOT graph description language of Graphviz.011
LegalViz provides a simple diagram from a012
complicated legal corpus identifying legal en-013
tities, rules, statements, and transactions at a014
glance, that are important in each judgment.015
In addition, we provide a new evaluation ap-016
proach for the legal diagram visualization by017
considering the graph and text similarities. We018
conducted empirical studies on few-shot and019
finetuning large language models for generat-020
ing legal diagrams and evaluated them with021
the graph and text evaluation metrics by each022
model in 23 languages and confirmed the effec-023
tiveness of our dataset.024

1 Introduction025

Natural Language Processing (NLP) of the legal026

domain receives increasing attention (Niklaus et al.,027

2023) as the steep development of Large Language028

Model (Brown et al., 2020; OpenAI, 2023) (LLM)029

and their highly scored achievements of traditional030

NLP tasks. At an early stage of legal NLP, there031

are several research applying traditional NLP tasks032

on legal documents, such as Named Entity Recog-033

nition (Angelidis et al., 2018; Luz de Araujo et al.,034

2018; Pais et al., 2021; de Gibert Bonet et al., 2022),035

summarization (Elaraby and Litman, 2022; Au-036

miller et al., 2022), classification (Chalkidis et al.,037

2019) and text segmentation (Aumiller et al., 2021).038

These studies, however, often process the surface039

of legal articles, lacking in-depth analyses of the040

legal interpretation of the documents.041

Figure 1: Annotated legal text visualization drawn by
Graphviz.

Legal documents are often written in a strict for- 042

mat and include specific terminologies as discussed 043

by Zhong et al. (2020); Chalkidis et al. (2020, 044

2022a). Legal experts often interpret articles con- 045

sidering not only the surface wording of the legal 046

documents but also the objective and purpose of 047

such articles, the legal interest of that law system, 048

or even the legal custom of the rules. Therefore it 049

is not sufficient to only consider the surface word- 050

ing of the texts. Some notable studies are focusing 051

on capturing those structural legal meanings, such 052

as learning judgment facts and results (Niklaus 053

et al., 2021), the fairness of law (Chalkidis et al., 054

2022b), and using the facts and attributes to predict 055

charges (Hu et al., 2018). To study an in-depth 056

analysis of legal interpretation, we conducted an- 057

notations to capture the requirements to interpret 058

legal norms for experts such as legal statements ap- 059

plicants and defendant made, legal rules they rely 060

on, legal entities, and transactions they related to, 061

which experts use for final judicial conclusion. 062

On the other hand, for business companies in- 063

vesting in other countries and entrepreneurs starting 064

new businesses in unfamiliar fields, there are nu- 065

merous demands that non-legal experts also desire 066

to grasp the meaning of the legal rules and court 067
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decisions that are related to their businesses, prop-068

erties, and employment. To meet these demands,069

visualization of legal concepts is used in, for exam-070

ple, textbooks of judicial examination, university071

classrooms, or TV news to offer easy-to-interpret072

visual and conceptual understandings of legal ma-073

terials for non-experts. Figure 1 is an example of074

such a legal diagram explaining the case in which075

the Commission ordered Germany to recover the076

aid in the principle of the common market and077

Germany made recovery requests. This figure can078

explain complex legal relations at a glance without079

reading the original article.080

In this study, we explore an automatic visual-081

ization model with LLM providing legal diagrams,082

which recognizes legal rules concerned in the case,083

legal entities capable of exercising rights, legal084

transactions, and statements, from professional le-085

gal documents. To achieve this goal, we intro-086

duced a novel dataset, LegalViz, including 5,508087

diagrams of DOT language code used in Graphviz088

and professional legal document pairs. Legal doc-089

uments are collected from open source EU legis-090

lation materials of EUR-LEX, to let models com-091

prehend legal systems in 23 different languages of092

EU countries to utilize in both professional and093

industrial domains. To the best of our knowledge,094

this is the first work to visualize legal documents095

with the help of the large language model.1096

Our contributions to this study are as follows:097

1. We introduce a novel dataset of LegalViz,098

which establishes a new task of generating099

diagram visualizations from legal documents,100

covering 23 languages from EUR-LEX.101

2. We proposed an evaluation method to assess102

scores of the legal visualization, taking into ac-103

count both diagram visualization quality and104

sentences of graph nodes and relations.105

3. We conducted extensive empirical studies on106

LegalViz and observed the effectiveness of our107

dataset both quantitatively and qualitatively.108

2 Related Work109

We can categorize the applications of natural lan-110

guage processing in the legal domain into several111

core areas (Katz et al., 2023); namely, information112

extraction, classification, summarization, judgment113

prediction, and resources and benchmarks.114

1Our dataset is available at ANONYMIZEDURL

Legal information extraction. Information ex- 115

traction (IE) in the legal domain can be crucial for 116

other higher-level tasks like classification or sum- 117

marization. Named Entity Recognition (NER) is 118

a fundamental information extraction task that has 119

been developed for several languages, including 120

Greek (Angelidis et al., 2018), Brazilian (Luz de 121

Araujo et al., 2018), Romanian (Pais et al., 2021), 122

and Spanish (de Gibert Bonet et al., 2022). Those 123

NER approaches extract mainly the same objects 124

as those in non-legal domains. Some efforts try 125

to extract legal entities from court documents (II 126

et al., 2021). Once NER identified entities, Re- 127

lation Extraction in the legal domain (Chalkidis 128

et al., 2021b) takes this information further by iden- 129

tifying and classifying the relationships between 130

these entities, such as facts and allegedly violated 131

articles, specific articles and paragraphs, and case 132

references, as well as relevant facts and allegations. 133

Legal classification. The classification task of 134

legal texts has been proposed with a focus on prac- 135

tical applications. For example, to enhance the 136

interpretation of complex legal information, multi- 137

label classification of legal texts assigns multiple 138

conceptual class labels to words appearing in legal 139

sentences (Chalkidis et al., 2019). Other appli- 140

cations include multi-labeled provision classifica- 141

tion (Tuggener et al., 2020) or legal document clas- 142

sification (Chalkidis et al., 2021a), classifications 143

in Greek legal domain (Papaloukas et al., 2021). 144

Notably, FairLex (Chalkidis et al., 2022b) aims to 145

ensure the fair application of the law by classifying 146

attributes such as age, gender, region, and state. 147

Legal summarization. As a more complex and 148

application-oriented task, legal summarization is 149

also prominent in the field, which aims to generate 150

a summary of legal sentences. Existing summariza- 151

tion studies address Canadian legal cases (Elaraby 152

and Litman, 2022), EU legislations (Aumiller et al., 153

2022). 154

Judgment prediction. Judgment prediction is 155

the task of predicting the outcomes of legal cases 156

based on the given facts. Previous studies pro- 157

vide judgment data from various courts, including 158

decisions from the Supreme Court of the United 159

States (Katz et al., 2017) and the European Court of 160

Human Rights (Medvedeva et al., 2020; Kaur and 161

Bozic, 2019). Additionally, judgment prediction 162

research has covered Switzerland (Niklaus et al., 163

2021), Chinna (Ye et al., 2018), including criminal 164

law (Chen et al., 2019; Xiao et al., 2018), and asy- 165

lum decisions (Chen and Eagel, 2017; Dunn et al., 166
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On 28 June 2000, the Commission 
adopted the decision on State aid granted 
by the Federal Republic of Germany to 
the applicant, Preussag Stahl and the 
group’s steel-industry subsidiaries, now 
known as Salzgitter AG – Stahl und 
Technologie (SAG) (OJ 2000 L 323, p. 5, 
‘the contested decision’). Under that 
decision, the special depreciation 
allowances and tax-free reserves pursuant 
to Paragraph 3 of the ZRFG, of which 
SAG had been the recipient in respect of 
eligible bases of DEM 484 million and 
DEM 367 million respectively, were 
found to be State aid incompatible with 
the common market. By Articles 2 and 3 
of the contested decision, the 
Commission ordered the Federal 
Republic of Germany to recover that aid 
from the recipient and requested it to state 
the specific conditions for its recovery.

Model OutputModel Input

LLM

Legal entity
→change node shape

The commision
 decision explanation

Interpretation of ZRFG(3) 
based on the decision.
→Connected with decision node.

The action of the commission
to Germany.

Figure 2: Legal text from EUR-LEX (left) to the resulting legal graph (right). Red texts present the auxiliary
requirements for Graphviz visualization.

2017).167

Legal resources and benchmarks. A range168

of datasets and their benchmarks have been pro-169

posed for legal NLP tasks, including English170

Tax Law (Holzenberger et al., 2020), European171

Legislation and the European Court of Human172

Rights (Chalkidis et al., 2019), Corporate and173

Contract Law (Hendrycks et al., 2021; Tuggener174

et al., 2020), Supreme Court cases and US175

court cases (Zheng et al., 2021), Germany legal176

cases (Urchs. et al., 2021), a mixture of Korean177

legal text summarization, prediction and classifi-178

cation (Hwang et al., 2024), refugee cases (Barale179

et al., 2023). There are also multilingual and multi-180

legal domain cases such as a multilingual corpus of181

English, German, Italian, Polish (Drawzeski et al.,182

2021), LEXGLUE (Chalkidis et al., 2022a) cov-183

ering six predictive tasks over five datasets made184

of English from the US, EU, and Council of Eu-185

rope, Lexfiles (Chalkidis et al., 2023), a compre-186

hensive dataset of comprised of US, UK, Canada,187

India, European Court of Human Rights, and Lex-188

treme (Niklaus et al., 2023) covers wide-range of189

tasks and countries among EU nations.190

Text to graph generation. Following the iconic191

successions of the GPT models, it has become192

known that GPT models can generate not only con-193

textual texts and program codes but also visualiza-194

tion codes (Bubeck et al., 2023). It is also soon195

known that LLMs, not limited to GPTs, can also196

generate the graph languages, and the datasets and197

methods for visualization code generations have198

been created, such as the TiKZ dataset (Belouadi199

et al., 2024) and diagram generation with refine-200

ments and diffusion process (Zala et al., 2023). 201

Our work proposes a novel application of text- 202

to-graph generation in the legal domain, aimed 203

at providing non-legal experts with a simple and 204

clear understanding of professional legal text at a 205

glance. Additionally, we introduced more detailed 206

legal annotations than existing research, offering in- 207

depth insights into the recognition of legal entities, 208

their rights, the rules supporting legal statements, 209

transactions between legal entities, and summaries 210

of facts necessary for judicial judgments. 211

3 Dataset 212

3.1 Task Definition 213

We introduce a novel task to automatically visual- 214

ize legal text with the DOT language of Graphviz. 215

The task input is a legal text that composes both le- 216

gal entities and/or rules that can form graph nodes 217

and legal transactions and/or important facts valu- 218

able to note for judicial determination that can form 219

graph relations. The task purpose is to produce a 220

diagram that is coded in the DOT language to illus- 221

trate legal relationships among input texts. Figure 2 222

illustrates the overview of our proposed task input 223

and output that comprises the following six aspects. 224

Legal entity extraction. To draw a graph from 225

legal judgments, we first extract legal entities such 226

as applicants and respondents of judgment, courts, 227

creditors, debtors, criminal suspects, or companies 228

and employees. Extracted entities are drawn as 229

specific shapes (octagons). In contrast to extract- 230

ing grammatical general nouns, proper nouns, or 231

objects, we aim to extract persons or organizations 232
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capable of exercising legal rights and engaging in233

transactions.234

Legal relationship extraction. Legal relation-235

ships encompass various elements, including the236

exercise of legal rights from one to another, legally237

significant transactions, the interrelations between238

legal statements made by entities and the under-239

lying norms that support them, and relationships240

defined under law such as employment, contractual241

agreements, marriage, and family relationships. Ex-242

tracted relationships are represented as the edge of243

a diagram with various lines. For graph construc-244

tion, we detect and categorize the aforementioned245

legal relations between legal entities and predict246

their relation labels.247

Legal source extraction. For a “legal source” ex-248

traction, we extract the rules applied or referred to249

in the judgments from the input text. This includes250

constitutions, statutes, ordinances, and case law. To251

draw the legal relationship diagram, these extracted252

rules are drawn in a specific shape (trapezium) and253

connected to the nodes applying the rules.254

Legal statement extraction and summarization.255

To make legal texts more compact and understand-256

able, we extract legal statements, detailed expla-257

nations of transactions, and factual descriptions of258

the case notable for the final judgment to summa-259

rize. Adding these summaries to diagrams makes260

non-experts grasp the facts important for final judg-261

ments at a glance.262

Legal transaction extraction. We extract legal263

transactions between each entity such as purchases,264

notifications, and any actions exercising rights. By265

drawing these transactions in diagrams, we can266

identify the important actions for legal results and267

determine which entity performed those actions.268

Structural legal understanding and explanation.269

By connecting the extracted elements above into270

one diagram, we can obtain the same legal interpre-271

tation view as the courts making judicial decisions.272

Legal professionals identify the rules applicable273

to each case and which legal actions are made by274

what character of legal entities are noteworthy for275

judicial interpretations. Therefore, we conducted276

annotations on identifying rules, legal entities, and277

transactions as well, that are used for judicial inter-278

pretation to introduce legal conclusions.279

3.2 Legal Diagram Formalism280

Here we define several rules to express legal rela-281

tions within the DOT language grammar.282

Graph node rules. Legal entities are represented283

Legal entity A has a 
relation of Claim C to 
another legal entity B.

Claim C is supported by 
Article D presented in an 
equal relation.

Merging Article D into the 
relation of Claim C from 
legal entity A to legal entity 
B.

(1) (2) (3)

Figure 3: Annotation rule when adding explanation to
graph relations.

by nodes (vertices) in DOT languages with the 284

shape of double octagons except legally deceased 285

persons who are presented in the shape of ellipses. 286

Legal norms that are effective in the present case 287

are represented by graph nodes with trapezium 288

shapes. 289

Graph edge rules. Legal transactions and the ex- 290

planatory relationships between legal entities are 291

represented by directed edges. The family or mar- 292

ital relationships established under civil law are 293

represented by an undirected bold edge. The legal 294

rights that cannot be exercised are represented by 295

dashed edges. Dotted edges denote relationships of 296

the legal succession between legal entities. To illus- 297

trate the equivalent relationship between diagram 298

nodes, undirected edges are used to connect entities 299

and their status explanations, rules and statements, 300

legal transactions, and their explanations. 301

We also note that legal relations can also be rep- 302

resented by graph nodes when legal relations have 303

some relations with other entities. Figure 3 explains 304

how to draw graphs when additional description 305

is required for graph relations. In Graphviz, we 306

cannot draw lines directly to the graph relations. 307

Hence we change graph labels to nodes and con- 308

nect to other nodes for adding explanation. Further 309

details of the DOT language grammar for represen- 310

tations of legal entity relations and an actual dataset 311

example are provided in Appendix B & D. 312

3.3 Dataset Creation 313

Collection of legal document. To construct the 314

legal graph dataset, we collected legal documents 315

as follows. (i) We collected legal documents from 316

the EUR-LEX website2, which offers public ac- 317

cess to judgments, orders, opinions, and rules of 318

EU countries over 22 languages. These judgments 319

from 2006 to 2019, available in translations across 320

23 languages, were primarily sourced to capture 321

2https://eur-lex.europa.eu
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the latest legal trends. (ii) We then extracted the322

factual sections of the judgments that contain legal323

facts to be expressed in the graph. (iii) Finally, we324

obtained the corresponding sections of legal doc-325

uments in the remaining 22 languages to ensure326

consistency across translations.327

Graphviz annotation. We have manually anno-328

tated Graphviz code visualization from the legal329

documents by an annotator with expertise in the330

legal domain. (i) We broke down long judgment331

cases into short paragraphs so that DOT language332

can draw diagrams in units that are easily under-333

standable at a glance. (ii) We extracted the legal334

entities and rules as nodes of the diagram, legal335

transactions as relations within the diagram, and336

the summary of statements and explanations as337

normal nodes. (iii) We have created a Graphviz338

diagram to represent the extracted relations, using339

variations in node shape and relations, following340

the rules of node shape and relation variations given341

in Section 3.2.342

Translation of Graphviz annotation. To cover343

the European Union’s official languages present at344

the time the judgment was written, we translated345

our English annotation to other languages as fol-346

lows. (i) We first used GPT-4 to extract the legal347

words and sentences from the provided English348

sentences, aiming to save as many terms as possi-349

ble from the EU’s officially translated variations350

of judgments. (ii) We then apply the translation of351

GPT-4 to such sentences if the extraction task fails.352

(iii) We manually checked the previously translated353

sentences and retranslated them using DeepL and354

the Azure GPT API if any translation errors were355

found. The prompts used in the translation process356

are described in Appendix C.357

3.4 Dataset statistics358

We build a total of 5,580 pairs of legal texts and359

graphs, encompassing 23 language variations and360

250 unique legal texts. The constructed legal graph361

consists of 15,497 nodes and 60,890 relations. Ta-362

ble 1 shows dataset statistics by each data split. We363

also summarize the average word length, number of364

characters in legal sentences, and character length365

of Graphviz code for each language in Table 2.366

4 Evaluation367

Our goal is to visualize legal entities’ relationships368

to promote understanding of complex legal docu-369

ments. We compare the two Graphviz codes. One370

Split # Instances # Nodes # Relations

Train 3,280 8,965 37,687
Validation 1,150 3,404 11,213
Test 1,150 3,128 11,990

Total 5,580 15,497 60,890

Table 1: Dataset splits.

Lang. ISO Lword Lchar Lcode

All - 113.9 675.4 642.4

Bulgarian BG 119.6 662.9 648.9
Spanish ES 139.7 720,2 648.2
Czech CS 106.1 606.0 633.4
Danish DA 115.1 669.1 644.5
German DE 114.1 718.4 630.6
Estonian ET 87.2 613.9 635.8
Greek EL 126.8 732.7 649.0
English EN 129.3 662.9 633.5
French FR 135.1 708.7 640.2
Croatian HR 107.1 603.6 646.0
Italian IT 129.5 741.3 641.0
Latvian LV 97.7 623.7 637.4
Lithuanian LT 98.5 640.6 640.1
Hungarian HU 100.8 700.3 645.4
Maltese MT 104.6 741.6 651.9
Dutch NL 128.7 720.7 641.0
Polish PL 112.0 691.0 647.3
Portuguese PT 131.5 685.4 646.9
Romanian RO 124.7 710.2 654.2
Slovak SK 104.6 608.1 633.6
Slovene SL 109.9 601.7 635.7
Finnish FI 81.2 681.2 649.6
Swedish SV 114.6 674.5 643.4

Table 2: Dataset statistics. Lword and Lchar are length
of legal text. Lcode is character length of Graphviz code.

approach directly compares two graph codes us- 371

ing textual metrics such as the BLEU score, while 372

the other is a completely image-based approach 373

where we compare two visualized graphs using 374

image-based metrics. The former approach ignores 375

the fact that numerous different visualization codes 376

can represent identical graphs and cannot evaluate 377

whether the predicted code is meaningful in the 378

context of the DOT language. The latter approach 379

ignores the details of textual structures. 380

4.1 Similarity of two graphs with texts 381

To compare the matching of both the graph and tex- 382

tual representations of two graphs, ground-truth 383

and predicted, we simultaneously calculate the 384

graph-based similarity and the textual similarity of 385

the nodes for evaluation. Formally, let Gr and Gh 386

be the reference and hypothesis graphs. Each graph 387

is composed of a set of edges E and nodes v. An 388

edge e ∈ E that connects a starting node vs to an 389
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Validation Test

Model G G-N G-N-E G G-N G-N-E

Few-shot
Llama3 8B 20.61 1.42 0.90 19.17 1.88 1.04
Llama3 8B Inst. 21.69 1.81 1.22 19.15 1.62 0.83
CodeLlama 7B 10.68 0.29 0.15 10.79 0.33 0.09
CodeLlama 7B Inst. 15.46 0.57 0.28 11.83 0.51 0.24
CodeLlama 13B 11.07 0.50 0.29 10.92 0.57 0.28
CodeLlama 13B Inst. 14.88 0.77 0.49 11.85 0.69 0.31
GPT-3.5-Turbo 24.03 3.46 2.12 18.80 2.53 1.49
GPT-4 27.30 3.89 2.76 21.87 3.32 1.68

Finetuning
Llama3 8B 25.29 2.29 2.18 21.20 1.25 1.19
Llama3 8B Inst. 26.44 2.83 2.63 22.72 1.38 1.27
CodeLlama 7B 29.32 4.72 3.89 24.24 2.77 2.16
CodeLlama 7B Inst. 30.53 5.80 4.91 26.70 3.38 2.64
CodeLlama 13B 29.77 4.84 4.13 25.00 2.93 2.54
CodeLlama 13B Inst. 30.04 5.67 5.12 25.94 4.04 3.45

Table 3: Scores of the legal text visualization. G,
G-N and G-N-E denote Graph, Graph&Node and
Graph&Node&Edge respectively. The highest scores
of each column are in bold.

end node ve is represented by a tuple e = [vs, ve, l],390

where l is a label of an edge. Nodes always in-391

clude non-empty texts, while edge-label texts can392

be blank for edges without labels.393

Graph code validation. First, we examine394

whether the generated code forms a valid graph395

Gh in terms of the DOT language. This is done by396

simply processing with the pydot library3.397

Nodes alignment by bipartite matching. Second,398

we extract nodes {vh} from Gh and align them with399

nodes from the reference graph: {vr} from Gr us-400

ing the similarity of the texts in nodes. For this401

node alignment, we apply the bipartite matching402

problem to the sets of nodes {vh} and {vr}, us-403

ing the matching score function s(vr, vh), which404

is computed from the BLEU scores of the text in-405

cluded in the reference and hypothesis nodes:406

s(vr, vh) = BLEU(vr, vh)407

where the BLEU score is computed upon the texts408

of nodes. Given the scores between all reference409

and hypothesis nodes, we apply a bipartite match-410

ing solver in NetworkX4 for aligning nodes of ref-411

erence and hypothesis graphs.412

Graph, node, edge-label evaluation. After we de-413

termined the node alignment, we performed three414

levels of evaluation of two graphs with textual la-415

bels. Graph is the F1 metrics of the matched416

edges after the node alignment. This metric is417

for the similarity measurement of the entire graph418

structure, ignoring the textual differences of nodes419

and edges after the alignment. Graph&Node420

3https://github.com/pydot/pydot
4https://networkx.org/

is the metric where we use the BLEU score for 421

the aligned nodes to penalize the cases where the 422

two graphs have the same edges while the texts 423

of the aligned nodes are different. Therefore the 424

Graph&Node metric is sensitive to the difference 425

of node texts compared with the Graph metric. 426

Similarly, Graph&Node&Edge is a metric that 427

considers node and edge text similarity in terms of 428

the BLEU score. The details of computing these 429

metrics are explained in Appendix E. 430

5 Experiments 431

We evaluate the ability to visualize graphs from 432

legal sentences with LegalViz. This involves rep- 433

resenting legal entities as graph nodes, depicting 434

legal actions, and rights as relations, and illustrat- 435

ing the legal basis of statements as graph nodes that 436

link to other nodes. 437

5.1 Experimental settings 438

We conduct the DOT language code generation 439

experiments with the publicly available Llama 440

family models and GPT APIs via Microsoft Azure. 441

For Llama family models, we experimented with 442

the models specialized for code generation of 443

CodeLlama and the recently released Llama-3 444

models. Specially we used CodeLlama-7B and 445

CodeLlama-7B-Instruct, CodeLlama- 446

13B, and CodeLlama-13B-Instruct, and 447

Llama3 models of Meta-Llama-3-8B and 448

Meta-Llama-3-8B-Instruct. Our experi- 449

mental settings are two holds: few-shot generation 450

and finetuning of the publicly available models. In 451

few-shot experiments, we notice not only the GPT 452

models but only publicly available Llama models 453

are capable of producing valid DOT language 454

codes without finetuning to some extent. We follow 455

the supervised finetuning of Hugging Face with 456

the detailed finetuning parameters in Appendix F. 457

In evaluation, we generate ten different Graphviz 458

code predictions for each model. We examine 459

each prediction by the order of the probability 460

of the generated sequences and evaluate the first 461

prediction that forms a valid Graphviz code. 462

5.2 Result 463

Overall results. First, we conduct the few-shot 464

and finetuning experiments with LegalViz dataset. 465

Table 3 presents the experimental results of each 466

models evaluated by Graph, Graph&Node, and 467

Graph&Node&Edge metrics explained in Sec- 468

tion 4. In the first look, we notice that our 469
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Model BG ES CS DA DE ET EL EN FR HR IT LV LT HU MT NL PL PT RO SK SL FI SV

Few-shot / Test / Graph
CodeLlama 13B Instruct 6.48 15.42 13.89 12.58 18.40 9.74 4.35 16.46 13.09 11.04 13.02 7.46 9.54 12.66 9.43 13.22 10.94 9.82 14.21 12.93 16.22 7.13 14.61
GPT-3.5-Turbo 13.27 26.24 13.35 16.77 23.84 17.96 16.64 17.53 19.83 17.42 20.77 18.23 17.85 18.44 13.99 18.61 19.40 21.62 15.88 16.80 22.07 21.03 24.85
GPT-4 23.50 19.90 18.44 23.77 21.69 21.14 22.18 24.34 22.41 23.79 17.93 24.66 24.35 20.28 18.06 19.46 17.15 19.59 22.27 19.46 22.48 27.86 28.25
Few-shot / Test / Graph&Node
CodeLlama 13B Instruct 0.00 1.02 0.00 0.39 0.90 0.56 1.22 1.96 0.85 1.23 1.24 0.33 0.84 0.57 0.31 0.00 0.98 0.61 1.42 0.68 0.60 0.00 0.17
GPT-3.5-Turbo 3.37 7.47 0.96 1.29 5.48 2.31 1.47 1.73 1.91 0.92 3.69 1.51 1.97 1.24 1.39 2.02 1.90 2.98 3.18 3.45 1.71 2.20 3.96
GPT-4 3.13 2.65 2.46 3.39 5.98 1.69 1.64 2.95 2.75 2.11 3.66 5.31 3.39 2.55 2.11 3.41 1.30 3.09 4.60 3.61 4.16 1.87 8.45
Finetuning / Test / Graph&Node&Edge
CodeLlama 13B Instruct 0.00 0.91 0.00 0.38 0.86 0.56 0.17 1.27 0.26 0.70 0.12 0.32 0.27 0.00 0.00 0.00 0.61 0.08 0.30 0.17 0.20 0.00 0.00
GPT-3.5-Turbo 1.78 5.42 0.51 0.88 3.52 1.19 0.74 1.27 1.04 0.35 2.21 0.65 0.33 0.63 0.79 1.43 1.68 1.11 1.92 1.86 1.41 0.67 2.87
GPT-4 0.54 1.63 0.93 2.09 4.58 0.87 0.31 1.21 0.32 1.10 1.25 3.33 1.77 0.45 0.62 2.74 0.69 0.56 2.10 0.95 2.18 0.88 7.58

Finetuning / Test / Graph
Llama3 3 8B Instruct 24.86 32.23 25.87 22.88 24.06 17.61 26.45 30.69 22.07 20.53 25.38 20.46 17.78 20.80 21.39 21.61 21.75 22.49 20.87 15.50 19.48 19.91 17.54
CodeLlama 7B Instruct 23.72 33.67 24.27 33.47 28.07 24.22 9.62 39.27 29.28 29.26 30.67 26.71 27.91 27.82 23.19 25.39 22.85 29.92 27.33 24.72 24.13 26.16 22.51
CodeLlama 13B Instruct 24.26 32.73 25.83 30.06 28.66 21.72 15.76 33.35 23.73 31.15 33.73 18.88 19.67 25.21 18.62 25.51 24.40 30.92 33.52 19.17 31.44 22.19 26.15
Finetuning / Test / Graph&Node
Llama3 8B Instruct 1.28 3.02 0.48 2.56 0.64 1.01 1.76 3.37 1.22 1.22 1.46 1.79 0.23 1.08 0.39 1.11 2.52 0.68 2.51 0.18 1.38 1.42 0.51
CodeLlama 7B Instruct 1.19 7.60 1.91 4.52 4.70 0.73 0.00 9.63 3.79 1.46 5.30 3.79 2.50 3.19 2.38 1.88 4.94 4.31 3.29 3.74 2.24 1.53 3.11
CodeLlama 13B Instruct 3.95 9.64 1.70 6.28 4.80 1.61 1.77 7.24 5.94 4.14 7.53 1.21 3.30 2.02 2.53 2.55 3.61 7.17 4.54 2.05 2.77 2.22 4.35
Finetuning / Test / Graph&Node&Edge
Llama3 8B Instruct 1.28 3.00 0.48 2.56 0.64 1.01 1.76 3.37 1.22 1.22 0.78 1.79 0.23 0.94 0.39 0.86 2.02 0.68 2.27 0.18 0.71 1.40 0.51
CodeLlama 7B Instruct 0.79 5.25 0.98 3.98 3.89 0.35 0.00 8.16 2.98 0.94 4.58 3.79 2.02 2.64 0.75 1.53 4.51 3.44 2.22 1.12 2.22 1.53 3.11
CodeLlama 13B Instruct 3.85 8.81 0.94 5.22 4.41 1.61 1.77 7.24 5.05 3.70 5.67 1.21 2.54 0.68 1.80 2.32 2.98 5.93 3.74 1.70 2.40 1.42 4.35

Table 4: Scores by 23 languages in EUR-LEX.

Validation Test

Model Top1 Top10 Top1 Top10

Few-shot
Llama3 8B 42.17 93.83 37.65 89.30
Llama3 8B Instruct 47.83 98.43 47.13 97.30
CodeLlama 7B 18.35 86.96 16.78 85.22
CodeLlama 7B Instruct 43.30 91.91 37.65 89.39
CodeLlama 13B 18.09 84.96 17.30 85.04
CodeLlama 13B Instruct 38.26 89.74 33.39 88.70
GPT-3.5-Turbo 96.70 96.78 94.17 94.26
GPT-4 98.87 98.96 99.04 99.13

Finetuning
Llama3 8B 74.96 97.13 68.09 93.74
Llama3 8B Instruct 84.43 98.61 80.09 95.13
CodeLlama 7B 86.52 98.00 80.70 94.70
CodeLlama 7B Instruct 88.61 96.26 81.74 93.74
CodeLlama 13B 88.09 96.52 81.39 93.83
CodeLlama 13B Instruct 85.57 96.09 75.83 91.13

Table 5: Success rate of creating valid graphs in top-1
and top-10 generated results. The highest scores of each
columns are highlighted.

finetuned models outperformed few-shot coun-470

terparts and even GPT models, which are as-471

sumed to be larger than the Llama models, sug-472

gesting the effectiveness of our dataset for fine-473

tuning. Also, CodeLlama-13B-Instruct took the474

highest scores on Graph&Node in the test set,475

Graph&Node&Edge in the validation and test set.476

We also noticed that instruct-tuned models perform477

better than their base models, which can reflect the478

complexity of our task.479

For the evaluation metric of Graph, all fine-480

tuned models perform close to GPT models, sug-481

gesting that the structure of the graphs can be482

grasped by GPT models without further train-483

ing. However, comparing them in Graph&Node484

and Graph&Node&Edge, finetuned models per-485

formed better than few-shot models. This suggests486

that predicting detailed texts in graphs requires fur-487

ther tunings with LegalViz. 488

Scores by languages. Table 4 presents the re- 489

sults of models by all 23 languages in EUR-LEX. 490

Among these languages, models perform relatively 491

weakly in languages that have relatively fewer re- 492

sources (Chalkidis et al., 2021a), such as Maltese, 493

Latvian, Estonian, Lithuanian, and Slovene. For 494

languages that have relatively more resources such 495

as English and French, models tend to have high 496

scores. This tendency is especially observed in 497

the results of few-shot settings of Llama while this 498

tendency becomes weaker in the finetuned models, 499

suggesting the effectiveness of our training dataset 500

covering 23 languages. 501

From a linguistic point of view, Hungarian and 502

Finnish, belonging to the same Uralic language 503

group, have low scores in each model. This may 504

reflect their linguistic difference from other lan- 505

guages. Similarly, for the Romance language 506

group, e.g., Romanian, French, Spanish, Italian, 507

and Portuguese, models have moderate perfor- 508

mances, seemingly better than those of the Uralic 509

language group and languages that also have fewer 510

resources than those of English and French. 511

Valid graph generation. We are also surprised 512

that all models can produce valid Graphviz codes 513

in most cases. Table 5 presents the success rate of 514

forming valid graphs in terms of the DOT language 515

of Graphviz. As explained in the experimental set- 516

ting, we generated ten different instances. Here 517

“Top1” is the success rate of forming a valid graph 518

for the first instance and “Top10” is the success 519

rate that at least one out of ten instances forms 520

a valid graph. GPT models are most accurate to 521

generate valid DOT language codes in all mod- 522

els while Llama3 8B can generate a valid DOT 523

7



(B) GPT-4

(C) CodeLlama 7B Instruct (D) Annotated graph

(A) GPT-3.5-Turbo

Figure 4: Qualitative analysis of diagrams drawn by Graphviz code. Each figures are generated by GPT-3.5-Turbo,
GPT-4, CodeLlama 7B Instruct, and an annotated diagram.

language code in ten generations in the few-shot524

setting, suggesting that GPT models are general-525

ists of generating graph codes. When finetuned,526

they become comparable with GPT models for gen-527

erating valid codes, and indeed they exceed GPT528

models for generating legal diagrams as we have al-529

ready seen in Table 3, suggesting that the finetuned530

models are specialists in the legal domain.531

We also further discuss several generation exper-532

iments to survey which legal knowledge is effective533

in the generation in Appendix A.534

6 Qualitative Analysis535

Finally, we have conducted a qualitative analysis536

of few-shot GPT-3.5-Turbo, GPT-4, and CodeL-537

lama 7B Instruct as CodeLlama-7B-Instruct scored538

a relatively high score on the F1 score comparison.539

Figure 4 presents the result of each graph gener-540

ated by English input. Legal document is in Ap-541

pendix G. Here, GPT-3.5-Turbo and GPT-4 failed542

to draw some nodes as legal entities with a dou-543

ble octagon shape and norm as a trapezium shape544

while CodeLlama 7B Instruct successfully illus-545

trates them accordingly. The quality of the gener-546

ated graphs was better in English and French while547

the generated graphs in languages with relatively 548

fewer resources often include more errors than in 549

English and French. For example, in languages in- 550

cluding Bulgarian, Greek, Dutch, Danish, models 551

can mistakenly generate two different nodes with 552

very similar texts that are indeed the same node in 553

the annotated graph, causing the structural errors 554

of the entire graph. They sometimes even fail the 555

coherent generation in one language, switching to 556

another language during generation. The improve- 557

ment of the generations in wide languages is the 558

next step of future study. 559

7 Conclusion 560

We have proposed LegalViz, the first manually an- 561

notated dataset to visualize legal text with DOT 562

language Graphviz and introduced a novel eval- 563

uation method taking into account both diagram 564

visualization quality and sentences of graph nodes 565

and relations We also observed the effectiveness 566

of our dataset by conducting experiments in few- 567

shot and finetuning models, comparing results by 568

models, results by 23 languages, results of graph 569

success rates, and qualitative analysis. 570
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Limitation571

LegalViz contains the same number of instances in572

23 languages of EUR-LEX. However, this doesn’t573

mean that the models with fintuned or few-shot574

have the same ability to treat all 23 languages575

equally. Especially models face difficulties in fewer576

language resources as we experimented. We can-577

not offer any warranty for using our dataset and578

models for real usages such as legal advice. We579

also consider that our dataset should be used with580

appropriate supervision by experts. This can be581

a potential risk when our dataset is misused. We582

assume that results of automatic visualizations by583

models are still different from the annotated vi-584

sualizations in most cases, suggesting the current585

limitation of the generation.586

Ethic Statements587

The annotation material of this dataset is publicly588

available EU legal materials including judgments589

and orders, which do not include personal or sen-590

sitive information, with the exception of trivial in-591

formation presented by consent, e.g., the names of592

the active presidents of the European Parliament,593

European Council, or other official administration594

bodies. The copyright for the editorial content of595

this website, the summaries of EU legislation, and596

the consolidated texts, which are owned by the EU,597

is licensed under the Creative Commons Attribu-598

tion 4.0 International license.5599
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Validation Test

Model # Graph Graph&Node Graph& Node&Edge Graph Graph&Node Graph& Node& Edge

CodeLlama 7B 0 29.32 4.72 3.89 24.24 2.77 2.16
CodeLlama 7B 1 28.13 4.35 3.66 22.22 3.17 2.42
CodeLlama 7B 2 28.29 3.76 3.03 23.60 3.27 2.36
CodeLlama 7B 3 28.74 4.31 3.69 24.83 3.01 2.36

CodeLlama 7B Instruct 0 30.53 5.80 4.91 26.70 3.38 2.64
CodeLlama 7B Instruct 1 29.11 4.70 4.22 24.63 3.51 2.75
CodeLlama 7B Instruct 2 29.94 5.12 4.28 25.40 3.64 2.80
CodeLlama 7B Instruct 3 31.00 5.01 4.34 26.43 3.69 2.93

CodeLlama 13B 0 29.77 4.84 4.13 25.00 2.93 2.54
CodeLlama 13B 1 30.76 5.22 4.84 23.40 3.59 3.06
CodeLlama 13B 2 30.04 5.23 4.60 24.18 3.63 3.03
CodeLlama 13B 3 30.66 4.61 4.20 24.52 3.12 2.80

CodeLlama 13B Instruct 0 30.04 5.67 5.12 25.94 4.04 3.45
CodeLlama 13B Instruct 1 26.33 4.26 3.94 22.98 3.55 2.82
CodeLlama 13B Instruct 2 28.18 5.14 4.68 22.58 3.67 2.88
CodeLlama 13B Instruct 3 27.93 4.99 4.42 22.69 3.63 3.01

Llama3 8B 0 25.29 2.29 2.18 21.20 1.25 1.19
Llama3 8B 1 23.22 1.54 1.29 21.09 0.99 0.93
Llama3 8B 2 22.22 1.74 1.43 20.93 1.03 0.93
Llama3 8B 3 24.89 2.32 2.12 20.39 0.93 0.90

Llama3 8B Instruct 0 26.44 2.83 2.63 22.72 1.38 1.27
Llama3 8B Instruct 1 23.59 1.92 1.69 21.76 1.25 1.19
Llama3 8B Instruct 2 23.78 1.63 1.48 20.90 1.26 1.10
Llama3 8B Instruct 3 25.25 2.74 2.60 22.69 1.44 1.35

Table 6: F1 score results of three types different legal knowledges experimented with finetuned models. #0: given
normal prompt. #1: added the name of all graph nodes as prompt input. #2: added legal entities as prompt input. #3:
added legal norms as prompt input.

A Effect of legal knowledge870

In this experiment, we added additional information to the prompts to let models know how legal871

information should represented as nodes or edges. Added information are the following three types:872

(1) which words would be generated as graph nodes including legal entities and rules, (2) which legal873

entities would be generated as graph nodes, and (3) which rules would be generated as graph nodes. The874

result is given in Table 6. Detailed prompts are given in Appendix C. As an overall result, experiment (3)875

tends to be more effective in increasing the score of Graph, Graph&Node, and Graph&Node&Edge876

generation in both validation and test than experiment (1) and (2). However, all experiments (1) - (3)877

adding legal knowledge to prompt had lower scores than normal prompts.878

B Graphviz annotation rule879

The following is an example of the Graphviz code annotation rules.880

881
1 [shape=doubleoctagon]: Entities which are capable to act as legal entity.882
2 [shape=trapezium]: Any kinds of rules which are legally effective, applied to the883

present case or supporting legal statements.884
3 [style=dotted]: Relationship of succession between 2 entities.885
4 [dir=none]: Equivalent relationship, agreements, or connecting detailed explanation886

of other nodes.887
5 [dir=none, style=bold]: Marital relationships or family relationships which have888

been established under civil law.889
6 [style=dashed]: Expressing a legal right that cannot be exercised or not existed.890
7 [shape=ellipse]: Expressing a person who is legally deceased.891892

C Prompt893

The prompt for LLMs used in training, generation and dataset creation is presented in Table 7.894
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Method Prompt

Prompt used for train
and generation

Using the DOT language of Graphviz, draw a graph to explain legal entity nodes, legal rela-
tionships, legal statements and legal basis of them from given text, written in {language} text.
Use “shape=trapezium” to represent a legally effective material and use “shape=doubleoctagon”
to represent a legal entity in Graphviz code with {language}. At any time, reply only with the
graphviz code.

Prompt for extraction From legal text below of {language} language, extract the same meaning word or sentence as
given English word to language. Please output only extracted result. Legal text: {legal text} Word
or sentence to extract:

Prompt for translation Translate below words or text from English to {language} Text:

Effect of legal knowl-
edge (1)

Using the DOT language of Graphviz, draw a graph to explain legal entity nodes, legal relation-
ships, legal statements and legal basis of them from given text. Use the following nodes in the
graph. Nodes: {extracted nodes} Legal text: {legal text} Graphviz Code:

Effect of legal knowl-
edge (2)

Using the DOT language of Graphviz, draw a graph to explain legal entity nodes, legal relation-
ships, legal statements and legal basis of them from given text. Use the following legal entity in
the graph. Legal entities: {extracted entity} Legal text: {legal text} Graphviz Code:

Effect of legal knowl-
edge (3)

Using the DOT language of Graphviz, draw a graph to explain legal entity nodes, legal relation-
ships, legal statements and legal basis of them from given text. Use the following legal norms in
the graph. Legal norms: {extracted rules} Legal text: {legal text} Graphviz Code:

Table 7: The prompts used in the experiment and data processing. {legal text}, {language}, {extracted nodes},
{extracted entity}, {extracted rules}, and {extracted labels} indicate the place to insert.

D Train dataset examples 895

Dataset Example (1) 896

897
1 {'ID': '45',
2 'category': 'EU law',
3 'diagram_number': '7',
4 'case_name': 'Case T-207/02: Nicoletta Falcone v Commission of the\nEuropean

Communities',
5 'case_number': 'C2005/006/64',
6 'document_url': 'https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:C200

5/006/64&qid=1713891140330',
7 'year': '2004',
8 'text': 'In Case T-207/02: Nicoletta Falcone, a candidate in Competition COM/A/10/0

1, represented by M. Condinanzi, against Commission of the European Communities
(Agent: J. Currall, assisted by A. Dal Ferro, with an address for service in
Luxembourg) application for annulment of the decision of 2 May 2002 of the
selection board in Competition COM/A/10/01 to exclude the applicant from the
written tests on the ground that she did not obtain sufficient marks to be
included among the 400 best candidates the Court of First Instance (Second
Chamber), composed of J. Pirrung, President, A.W.H. Meij and N. Forwood, Judges;
H. Jung, Registrar, has given a judgment on 26 October 2004, in which it:',

9 'Graphviz': 'digraph {\n rankdir=LR;\n node [shape=box];\n\n "Nicoletta
Falcone" -> "M. Condinanzi" [label="represent" dir=none];\n "The Comission of
the European Comminities" -> "Nicoletta Falcone" [label="application for

annulment of the decision of 2 May 2002 of the selection board in Competition
COM/A/10/01 to exclude the applicant from the written tests on the ground that
she did not obtain sufficient marks to be included among the 400 best candidates
"];\n}',

10 'language': 'English'
11 }

898
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E Details of evaluation metrics899

Based on the F1-score, which is widely used in the NLP community and derives from the elements in900

confusion matrix, say true positive (TP), false negative (FN), and false positive (FP):901

Precision =
TP

TP + FP
(1)902

Recall =
TP

TP + FN
(2)903

F1 = 2 · Precision · Recall
Precision + Recall

(3)904

In this paper, we developed three metrics: Graph, Graph&Node and Graph&Node&Edge based905

on F1 scores with different TP counts. Before computing these metrics, we preliminary extract the sets of906

nodes in reference {vr} and hypothesis {vh}. We also determine their alignment computed by the BLEU907

score as explained in Section 4. This alignment is expressed in a function that aligns a hypothesis node to908

a reference node if their counterpart node is found in the alignment:909

a(vh) =

{
vr (if vh has aligned node in {vr})
∅ (if vh has no aligned node in {vr})

(4)910

The reference graph is composed of a set of edges Er and the hypothesis graph is composed by a set of911

edges Eh. Here, Er include an edge er = [vs,r, ve,r, lr] that is an edge spanning from vs,r to ve,r with912

text label lr. Similarly, Eh include an edge eh = [vs,h, ve,h, lh] that is an edge spanning from vs,h to ve,h913

with text label lh.914

Graph considers the matching of edge nodes in the reference. Using the alignment function a(·)915

fGraph(eh, er) =

{
1 (if a(vs,h) = vs,r and a(ve,h) = ve,r )

0 (otherwise)
(5)916

that considers only the alignment of the start and end nodes, ignoring node and label texts. Hereby Graph917

is computed from the following:918

TP =
∑

eh∈Eh,er∈Er

fGraph(eh, er) (6)919

FP = |Eh| − TP (7)920

FN = |Er| − TP (8)921

where | · | is the number of entities in a set.922

Graph&Node relies on BLEU scores of two node texts using the node-match function923

fGraph&Node(eh, er) =

{
BLEU(vs,h, vs,r) · BLEU(ve,h, ve,r) (if a(vs,h) = vs,r and a(ve,h) = ve,r )

0 (otherwise)
(9)

924

that is penalized by the difference of the start and end node texts. TP, FP, and FN are counted in the same925

equations Eq.6-8 replacing fGraph with fGraph&Node.926

Finally, Graph&Node&Edge further relies on BLEU scores of two label texts in addition to node927

texts using the following function:928

fGraph&Node&Edge(eh, er) =


BLEU(vs,h, vs,r) · BLEU(ve,h, ve,r) · BLEU(lh, lr)

(if a(vs,h) = vs,r and a(ve,h) = ve,r )

0 (otherwise)

(10)929
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. This is the most strict evaluation by penalizing the difference of the reference and hypothesis node 930

text and edge labels. Note that in some cases edges do not have labels. In that case, we assume 931

BLEU(lh, lr) = 1 if lr = ∅ and lr = ∅, otherwise BLEU(lh, lr) = 0. This means that if both reference 932

and hypothesis graphs has no edge labels, Graph&Node and Graph&Node&Edge become the identical 933

score. 934

We reported the micro-averaged F1 scores for all three metrics. 935

F Detailed experimental settings 936

For training of LLMs, we follow the default setting of Hugging Face supervised finetuning of the trl6 937

library for the optimizers and schedulers. We use the mini-batch size of 32. We use the max token length 938

of 4096 for training as we notice some languages, e.g., Greek, require longer tokens than other languages 939

depending on Llama tokenizers. In finetuning, we use FP32 precision and all trainable parameters are 940

updated. All Llama-family experiments are done on a single node with four NVIDIA A100 GPUs. 941

G Qualitative analysis input 942

The legal text used the qualitative analysis is the following: 943

On 24 April 2019, the public prosecutor at the tribunal de grande instance de Lyon (Regional Court, Lyon)
issued a European arrest warrant in connection with criminal proceedings in respect of JR, suspected
of having been involved in offences linked to a criminal organisation. The warrant was issued pursuant
to a national arrest warrant issued on the same day by the investigating judge of the tribunal de grande
instance de Lyon (Regional Court, Lyon). On the same day, JR was arrested in Luxembourg on the
basis of the European arrest warrant. However, on 25 April 2019, the investigating judge of the tribunal
d’arrondissement de Luxembourg (District Court, Luxembourg) before which JR had been brought,
released him after concluding that the description of the facts contained in that European arrest warrant
was very succinct and did not enable the investigating judge to understand the nature of the offences of
which JR was accused.

944

6https://github.com/huggingface/trl
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